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Abstract

The present work deals with numerical modeling of radiative heat transfer in absorbing,
emitting, and anisotropically scattering media. The emphasis is placed on simulations
of infrared radiation from aircraft engine exhaust plumes. The study considers methods
for the solution of the radiative transfer equation and for spectral modeling of radiation.
A review of the present-day literature on plume thermal emission is given. Radiative
transfer equation solution methods, such as the ray tracing method, the discrete ordi-
nates method, and the most modern finite volume method, are considered. With respect
to the spectral simulation of high-temperature gases, state-of-the-art narrow-band ap-
proaches are overviewed, namely statistical narrow-band models and the correlated-k
method. The most commonly applied technique in prediction of radiation signatures is
based on a one-dimensional radiation calculation performed independently along each
line-of-sight through the plume using a statistical narrow-band model. It is, however,
well known that the statistical narrow-band models are incompatible with scattering by
particles. Additionally, when scattering occurs, the radiation transport becomes three-
dimensional. This situation is treated in practice by making various approximations to
the full radiative transfer equation. A new infrared signature predictive technique is
therefore proposed in the present research. The new approach overcomes the incompati-
bility of transmissivity-based band models with scattering and it can readily be applied
to three-dimensional scattering problems. In this approach, the finite volume method is
assumed to be used for the calculation of the radiation intensity field within the plume’s
medium. In order to ensure an accurate modeling of gas mixture spectral behaviour, the
narrow-band correlated-k model is coupled with the finite volume method. The finite
volume solver implemented in this work is applied to the discretized radiative transfer
equation in the primitive variable form and uses a marching technique that is consis-
tent with the hyperbolic nature of the equation of transfer. The step scheme, which
is unconditionally bounded and positive, is used as the spatial differencing scheme.
Solutions for radiative heat flux and its divergence in three-dimensional enclosures con-
taining participating media agree well with those available in the literature, thereby
demonstrating the validity of the finite volume solver. A large number of calculations
of directional infrared emissions from a realistic turbofan engine plume are carried out.
A computer code named JERAD developed within the framework of the current work
is employed. A comprehensive analysis of the calculation results is conducted to show
that the proposed approach is capable of accurately predicting infrared signatures from
absorbing-emitting-scattering jet exhausts.
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Kurzfassung

Die vorliegende Arbeit befasst sich mit der numerischen Modellierung des Strahlungs-
wärmeübergangs in absorbierenden, emittierenden und anisotropen Streumedien. Der
Themenschwerpunkt liegt insbesondere auf der Simulation der Infrarotstrahlung von
Flugzeugabgasstrahlen. Die Untersuchungen berücksichtigen Methoden zur Lösung der
Strahlungstransportgleichung sowie der spektralen Modellierung der Strahlung. Eine
Zusammenfassung der gegenwärtigen Literatur, über thermische Emissionen von Abgas-
strahlen, wird einleitend gegeben. Transportgleichungslösungsverfahren für die Strah-
lung wie das Ray-Tracing Verfahren, das Diskrete-Ordinaten-Verfahren und das mo-
dernere Finite-Volumen-Verfahren werden dabei betrachtet. Hinsichtlich der spektralen
Simulation von Hochtemperaturgasen werden modernste Schmalbandenansätze, wie die
statistische Schmalbandenmodelle und die Correlated-k Methode diskutiert. Die am
häufigsten angewandte Technik zur Vorhersage von Strahlungssignaturen basiert auf
einer eindimensionalen Strahlungsberechnung, die entlang jeder einzelnen Sichtlinie
durch den Abgasstrahl mit einem statistischen Schmalbandenmodell unabhängig durch-
geführt wird. Es ist jedoch bekannt, dass die statistische Schmalbandenmodelle nicht
mit der Teilchenstreuung kompatibel sind. Darüber hinaus wird der Strahlungstransport
beim Auftreten einer Streuung dreidimensional. In der Praxis wird dieser Sachverhalt
durch verschiedene Näherungen der vollständigen Strahlungstransportgleichung behan-
delt. Infolgedessen wird in der gegenwärtigen Forschung eine neue Infrarotsignatur-
Vorhersagetechnik vorgeschlagen. Der neue Ansatz behebt die Inkompatibilität der
transmissionsbasierten Bandenmodelle in Bezug auf die Streuung und kann gleicher-
maßen bequem auf dreidimensionale Streuungsprobleme angewendet werden. Für die
Berechnung des Strahlungs-Intensitätsfeldes im Abgasstrahlmedium wurde das Finite-
Volumen-Verfahren herangezogen. Um eine genaue Modellierung des spektralen Gas-
gemisch-Verhaltens zu gewährleisten, wird das schmalbandige Correlated-k Modell mit
dem Finite-Volumen-Verfahren gekoppelt. Der in dieser Arbeit implementierte Finite-
Volumen-Löser wird auf die diskretisierte Strahlungstransportgleichung, in ihrer pri-
mitiven variablen Form, angesetzt und dabei ein Fortschrittsverfahren verwendet, das
mit dem hyperbolischen Charakter der Transportgleichung übereinstimmt. Das Step-
Schema, das bedingungslos beschränkt und positiv ist, wird als räumliches Differenzie-
rungsschema verwendet. In abgegrenzten dreidimensionalen Räumen, die die beteiligten
Medien enthalten, stimmen die Lösungen für den Strahlungswärmefluss und dessen
Divergenz gut mit den in der Literatur vorhandenen Daten überein, wodurch die
Gültigkeit des Finite-Volumen-Lösers demonstriert wird. Zahlreiche Berechnungen zur
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Kurzfassung

gerichteten Infrarotstrahlung werden anhand eines realen Turbofan-Triebwerkabgas-
strahls durchgeführt. Dafür wird ein im Rahmen dieser Arbeit entwickelter Rechencode
namens JERAD eingesetzt. Um zu zeigen, dass der vorgeschlagene Ansatz in der
Lage ist, Infrarotsignaturen von Absorptionsemissionsstreuungs-Strahlabgasen genau
vorherzusagen, wird eine umfassende Analyse der Berechnungsergebnisse durchgeführt.
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Chapter 1

Introduction

Radiation originating from aerospace vehicles is of utmost importance for their design-
ers. Thermal emissions, particularly those at infrared (IR) wavelengths, provide the
basis for rocket detection and tracking. Spectral, temporal, and spatial distributions
of IR radiation from rocket-powered vehicles are required for the design and optimiza-
tion of sensors for various defense-related missions [1]. Anti-aircraft systems employ IR
detectors and heat seeking missiles. Consequently, analysis of IR signatures passively
emitted by aircraft is an important aspect of stealth technology [2].

The IR signature of an aerospace vehicle arises from multiple sources such as hot parts
and skin emissions, reflected sunshine, skyshine, and earthshine emissions, and engine
exhaust plume radiation [3]. The plume is a significant contributor to the total aircraft
IR signature. Its length is several times greater than the aircraft’s length, and so the
plume radiation is visible from a wider range of aspect angles. Aircraft and countermea-
sure engineers rely upon the knowledge of plume radiation properties, be it for guidance
and control or for detection [1, 4].

Accurate numerical modeling of IR radiation from plumes is therefore of prime impor-
tance for purposes such as long-range sensing; target detection, tracking, and lock-on;
estimation of IR signature levels of aircraft, etc. Numerical simulations are also prefer-
able to experimental measurements, for instance, to study the effects of passive coun-
termeasures that can be undertaken to reduce the plume IR signature.

1.1 Background and Motivation

The accepted technique applied to predict IR emissions from plumes is based on the use
of statistical narrow-band (SNB) models [5, 6]. In particular, some of the IR signature
prediction codes, such as NIRATAM [7], SIGGE [8], CRIRA [9], and MIRA [10], use
this approach despite its obvious shortcomings.

1
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The most serious disadvantages of utilising the SNB models are the necessity of model
parameter adjustments and the incompatibility with scattering by droplets and parti-
cles [11] (this is also true for the treatment of nongray walls). The latter is inherent to
the SNB models and it cannot be eliminated, with the exception of the use of statistical
Monte Carlo (MC) methods [12].

Indeed, if the plume’s medium is purely gaseous, conventional band models (like SNB)
can be directly applied to model gas IR properties when integrating the radiative transfer
equation (RTE) along lines-of-sight (LOS) through the plume. When scattering occurs,
the mean-transmissivity-based IR band model formalism fails [11]. Consequently this
means that, in practical SNB calculations, all spectral correlation terms associated with
scattering are simply approximated by uncorrelated products of corresponding mean
quantities. As an example, for the mean product of spectral radiance and transmissivity
one obtains Iλτλ = Īλτ̄λ, which is a crude approximation.

Liu et al. [13] suggested a method to alleviate the difficulty of the SNB model scattering
incompatibility. The method is based on splitting the radiation intensity into nonscat-
tered and scattered parts and solving the RTE using a ray tracing (RT) technique and
discrete ordinates method (DOM). For example, this approach was used by Pautrizel et
al. [14] to compute IR signatures of alumina loaded rocket exhaust plumes. Nevertheless,
the model is approximate because there is no closed form for the spectral correlation
between the gas absorption coefficient and scattered intensity.

In scattering media the radiative transport becomes three-dimensional. This imposes
additional difficulties on the ways of modeling thermal radiation in scattering problems.
In order to overcome these difficulties, various approximations have been introduced,
e.g. the two-flux and six-flux scattering models [15–18] (see also Section 1.2).

Another approach assumes the medium to be optically thin with respect to scattering.
This permits the use of a simple pseudo-gas model for particles, i.e. when the particle
absorption coefficient is additive to that of gas. Such an approach was employed for alu-
mina particles of two-phase plumes in the work [19] (discussed in Section 1.2). However,
with the exception of soot, the gas and particle emissivities are not additive, and so the
pseudo-gas model fails at large optical depths [11].

Dombrovsky et al. [20–22] developed the so-called combined two-step computational
methods for radiative transfer in anisotropically scattering media. In these methods,
the computational procedure is split into two solution steps. The first step is intended
for the radiative source function evaluation. The second step is employed for the RTE
solution with the source function values calculated from the first step.

The basic principle of the combined methods is to use the transport approximation for
scattering phase function. In the transport approximation, which is a special case of the
Dirac-delta approximation [23], the phase function is replaced by a sum of the isotropic
component and the term describing the forward-scattering peak [22]. This yields a form
of the RTE in which the forward scattering energy is treated as transmitted with an
effective (“transport”) scattering coefficient used. To obtain the incident radiation term
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1. Introduction

entering the source function, in the first solution step, the direction-integrated RTE
based on the diffusion approximation is solved, e.g. by means of finite element method
(FEM) [20]. To obtain the intensities, in the second step, the “transport” RTE is solved
by the use of an arbitrary solution method such as the RT technique [20] or the MC
method [21].

The treatment of the RTE in the presence of scattering remains one-dimensional, re-
gardless of the approximation utilized (pseudo-gas, two-flux, or six-flux). It is obvious
that the scattering problem is not treated rigorously. The errors introduced into com-
putations by using these approximations are very difficult to ascertain [11].

Similarly, the combined two-step methods by Dombrovsky, because of their approximate
nature, can lead to significant errors [21]. These methods are more applicable to problems
where hemispherical radiative characteristics are of interest [21, 22]. In such problems,
the transport approximation, which is likely to be the dominant source of errors in the
combined methods, is a reasonable approach.

It is claimed in the work [24] that the solution of the RTE in the presence of scattering by
particles is an impossible problem to solve without using approximate methods. This is
believed to be an overstatement. Cai et al. [25] stated that the treatment of scattering
with existing approximate methods is limited. They suggested a finite volume based
model for simulations of IR emissions from particle-loaded liquid and solid rocket motor
plumes. This work is the first attempt to solve the scattering problem for exhaust plumes
without using additional approximations, to the author’s best knowledge.

In order to take advantage of the finite volume method (FVM) (employed in the
work [25]), the appropriate gas absorption coefficients are required. Which gas radiative
property model is utilized to obtain the absorption coefficients is a question of great
importance. Nevertheless, the model used in [25] was inaccurate since, to handle each
narrow band over the spectrum, the mean absorption coefficients were assumed. This
approach (called the gray-band approximation) is physically wrong because it ignores
the fine structure of spectral lines within the narrow band. The use of a gray-band ap-
proximation can result in erroneous predictions of thermal signatures from plumes, as
will be shown further in the present work.

To summarize, there is a lack of methods for prediction of directional radiation from ab-
sorbing, emitting, and scattering volumes at high temperature, such as exhaust plumes,
that are 1) capable of treating radiative scattering by particles without any approxima-
tions, 2) coupled with spectral models that can readily be incorporated into scattering
models, and 3) suitable for accurate narrow-band calculations.
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1.2 Review of Earlier Work

A significant body of research has already been carried out into plume radiation.
Nelson [17, 18] investigated the influence of particulates on the IR signature from liquid
and solid rocket motor exhausts. In the work [17], the scattering effect of Al2O3 particles
was studied using the pseudo-gas, two-flux, and six-flux models, whilst, in the work [18],
the influence of radiation scattering by Al2O3 and carbon particles on IR emission from
plumes of various motors was investigated. It was found that the IR signatures from
plumes containing carbon particles are sensitive to the amount of carbon present, but
insensitive to the carbon particle size. The IR signatures from plumes containing Al2O3

particles are sensitive to both the particle size and the amount present. Similar results
were obtained in the work by Nelson and Tucker [26] for turbojet and ramjet plumes
containing B2O3 particles.

The effect of phase transitions of Al2O3 particles on radiation characteristics of solid-
propellant motor exhausts was studied by Plastinin et al. [27]. Computational results
showed that the Al2O3 crystallization kinetics has a major impact on the predicted jet
exhaust radiation.

Mahulikar et al. [28] as well as Rao and Mahulikar [29] modeled IR radiation emitted by
aircraft plume and received by a ground-based IR detector. They also compared plume
IR signature with rear fuselage and tailpipe IR emissions. It was found that most plume
IR radiation received by the detector is absorbed by the intervening atmosphere and, in
the nonafterburning mode, it is prominent only in the 4.15 – 4.20 µm band. Moreover, it
was demonstrated that in the nonafterburning mode the IR signature from the plume
is much lower than that from the tailpipe and rear fuselage, especially with the use of
8 – 12 µm band IR detectors.

Devir et al. [30] and Avital et al. [31] conducted experimental measurements of IR
radiation associated with an underexpanded plume generated by a small solid-propellant
rocket motor. Based on computational fluid dynamics (CFD) results, IR spectra and
IR images of the plume were also calculated. The IR radiation characteristics of the
numerically simulated exhaust plume and the experimentally derived plume were found
to be broadly similar.

In the work [24], an axisymmetric nonisobaric supersonic jet mixing with the atmo-
sphere was considered as a model for plume. The gas-dynamic structure of the plume,
chemical kinetics, afterburning phenomenon, and two-phase flow features were consid-
ered in detail. The mechanisms of plume emissions in different spectral ranges including
visible and ultraviolet (UV) were analysed. It was demonstrated that plume spectra are
extremely sensitive to altitude changes. It was also found that the plume radiation in
the visible and nearest UV regions, despite the less significant contribution to the total
plume radiant intensity, can be pronounced in particular bands.

Another important work on modeling of radiation from solid and liquid-propellant motor
plumes was carried out by Plastinin et al. [19]. An approach based on the assumption
of nonequilibrium phase transitions of Al2O3 particles, nonequilibrium radiation of the
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OH molecule in the UV spectral region, and soot oxidation in the plume was discussed
in the paper. Simulations of radiation showed that soot oxidation becomes critical at
lower altitudes. Additionally, nonequilibrium kinetics of OH population in the radiation
model could result in approximately two orders of magnitude higher level of OH UV
radiation when compared with an equilibrium model. The model for soot radiation
in liquid-propellant motor plumes was considered in [32] and the model for the OH
radiation was verified in [33] (through measured radiance image data and non-imaged
spectral intensity data for Atlas missiles).

Modeling of the radiation from the exhaust plume of an Atlas II rocket was performed
in the paper [34]. Although soot oxidation did not feature in this research, the plume
flow field was numerically simulated more accurately than in [33]. In the work [33], the
multi-nozzle plume of an Atlas missile was calculated using an assumption of a single
equivalent nozzle, whilst in [34] a three-dimensional (3D) CFD simulation of the multi-
nozzle plume was carried out. The reason was that the simplifying assumption of a single
equivalent nozzle is not adequate to resolve a multi-nozzle plume structure [35].

MC simulation methods for plume emission predictions were used by Surzhikov [36–38].
The MC simulation algorithm was presented in detail in [36]. Comparative analysis of
several numerical algorithms based on the line-by-line (LBL) method applied to MC
calculations was performed in the paper [37]. In the work [38], results of IR signature
calculations from particle-loaded single and multiple jets were presented, as well as the
results of a solution of the problem of sunlight scattering by plumes.

Shuai et al. [39] applied the backward MC method to the prediction of the IR radiation
characteristics of a high-temperature exhaust plume with particles. They compared the
calculation results obtained using the backward MC method with those using the con-
ventional (forward) MC method. The backward MC method was shown to be superior
to the forward method with respect to computational efficiency.

Baek and Kim [40] applied the FVM to investigate a radiative heating of a rocket base
plane due to the plume radiation and searchlight emission which is caused by photons
emitted from the inside of nozzle and then scattered by the plume medium toward the
base plane. To illustrate the applicability of the FVM, a parametric study involving
the effects of changing various parameters, such as plume cone angle, scattering albedo,
optical radius, nozzle exit temperature and scattering phase function (forward, isotropic
and backward), was carried out. A simplified model of the exhaust plume assuming a
uniform temperature distribution was used. Also, for simplicity, the radiative properties
of the plume were assumed to be gray.

A number of efforts are known from the open literature that have been made to me-
thodically study the IR characteristics of plumes from aircraft engines with emphasis
on the IR radiation suppression and tailoring. Specifically, a mixed flow turbofan was
analysed by Decher who used a simple modeling technique to study influences of the
nozzle aspect ratio and the engine cycle parameters on the plume core IR emission [41].
It was found that high aspect ratio nozzles and the bypass ratio of unity have the po-
tential effectiveness in the design of aircraft engine for low IR signature. However, the
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simplicity of the model used restricts the usefulness of the results to the preliminary
design phase only.

An experimental investigation of 0.1-scale model exhaust nozzles, namely, a single
axisymmetric convergent, a twin axisymmetric convergent-divergent, and twin two-
dimensional (2D) wedge, was carried out by Banken et al. [42]. They evaluated the
effects of total temperature, nozzle pressure ratio, nozzle orientation, and aspect angle
on the hot parts and plume IR signatures. It was shown that the indicated parameters
have significant impacts on the plume emissions while, in general, the differences in the
plume signatures for the free nozzle concepts were found to be small.

Sugiyama et al. [43] measured the IR radiation emitted by the plumes exhausting
through straight and deflected rectangular nozzles with a wide range of aspect ratios.
Scale nozzle models of roughly 1/20 of an actual size were used. Increasing the aspect
ratio led to a rapid reduction in the radiation intensity from a side view of the plumes in
comparison with the plume of an axisymmetric nozzle. A minor decay in the radiation
was registered for the plumes from the deflected nozzles for measurements from a top
view.

An experimental study of small-scale convergent four-notch nozzles to investigate the
effect of the notched sections on the plume IR signature reduction was performed by
Dix et al. [44]. They found that the nozzle with notches of 60◦ reduces the plume length
by 33% and therefore gives a significant emission reduction for the CO2 wavelength of
4.3 µm when compared with the baseline axisymmetric nozzle.

From the point of view of the aircraft plume IR signature reduction, it is commonly
implied that the mixing of the jet with the atmosphere must be enhanced to reduce the
size and intensity of the plume [45]. In order to study the IR characteristics of full-scale
plumes of different mixing behaviour, Sventitskiy and Mundt [46] carried out numerical
simulations of IR emissions of exhaust plumes from geometrically simple nozzles, namely,
a conventional circular, a rectangular, and lobed. For all exhaust flows investigated, the
turbulent jet was considered to be similar in temperature and species concentrations to
exhaust from a turbojet engine. It was found that the emission from the rectangular
plume is sensitive to the direction of observation, whereas the sensitivity of the lobed
plume emission to the direction of observation is negligible. It was also demonstrated
that the rectangular and lobed plumes emit, respectively, by 20% and 17% less than the
baseline circular plume.

And finally, Sventitskiy and Mundt [47] investigated the effect of lobed mixer of a
realistic turbofan engine on the plume IR signature by performing SNB calculations in
the spectral range 1250 – 4250 cm-1. They found that, when compared to an annular
mixer, the lobed mixer provides a reduction of the IR emission by 80% in the spectral
range modeled.
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1.3 Aims and Objectives

The aim of the present work is the development of a new predictive technique for
exhaust plume IR emissions. This technique seeks to overcome the previously mentioned
difficulties of the existing methods (see p. 3). The new method is based on the finite
volume approach to radiation modeling. The advantages of the FVM over other RTE
solution methods are:

1. Unlike DOM, the FVM is fully conservative – it does ensure conservation of ra-
diative energy.

2. Unlike MC methods, the FVM is free of statistical errors.

3. Since the FVM provides a strictly 3D treatment of the RTE, no additional approx-
imations with respect to scattering are required (for instance, an assumption that
the phase function consists of two or six components); therefore, FVM solutions
are affected by the numerical errors only, and they are not affected by any errors
associated with the use of various approximate assumptions.

4. The FVM for radiation transport shares many similarities with solution methods
used in CFD; consequently, for coupled radiation/CFD problems, a FVM proce-
dure for the calculation of radiative heat transfer can easily be incorporated into
an existing flow solver to take account of radiation effects.

5. The FVM formulates radiative properties in gaseous mixtures in terms of the ab-
sorption coefficient rather than in terms of the gaseous column transmissivity, and
so the problem of incompatibility with scattering intrinsic to transmissivity-based
SNB models is eliminated; moreover, this allows the use of advanced spectral mod-
els based upon narrow-band k-distributions such as correlated-k (CK). Coupling
of the FVM with the CK model for performing accurate narrow-band calculations
is a key feature of the current study.

The objectives of the research are the following:

1. Assessment of the CK method by comparing with LBL solutions.

2. Implementation of the FVM and coupling with the CK method for gas mixtures,
with radiative property models for nongray particles (soot and model particles),
and with anisotropic scattering phase functions.

3. Development and validation of a FVM solver.

4. Development and validation of a RTE solver based on the RT method coupled
with both the CK and SNB models.

5. Development of numerical algorithms intended for the evaluation of the directional
IR characteristics of exhaust plumes based upon the intensity fields obtained using
the FVM and RT methods.
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6. Carrying out accurate CFD calculations of temperature and species fields in a
realistic aircraft engine exhaust that will be employed as a plume model.

7. Evaluation of the conventional IR signature prediction technique using the ray
tracing based RTE solver and the SNB models with various model parameters.

8. Validation of the FVM/CK signature prediction approach by performing calcula-
tions of directional IR emissions from the plume comprising the gaseous products
of combustion and by comparing the simulation results with the solutions obtained
using the RT solver, SNB models, and gray-band approximations.

9. Study of the IR characteristics of exhaust plumes with scattering particles.

10. Development and verification of a new plume radiation prediction code that in-
cludes both the “standard” and newly developed methods.

1.4 An Outline of the Chapters to Follow

The remainder of this work is organized as follows. InChapter 2, RTE solution methods
relevant to the current study are considered. This involves the discussion of the RT
technique, FVM, spatial differencing scheme and discretization, and RTE solvers.

Chapter 3 discusses narrow-band models for IR radiative properties of molecular gases.
The transmissivity-based SNB approach, the absorption-coefficient-based CK method,
and gray-band approximations are described in detail. The CK method is validated
against LBL calculations performed for a one-dimensional (1D) test problem. The ra-
diative properties of particles and approximate scattering phase functions (relevant to
the present work) are also considered.

Chapter 4 describes the exhaust plume that is employed here as a radiatively partici-
pating medium. The plume represents a jet flow from a realistic turbofan. The temper-
ature, pressure, and species fields in the plume based on CFD calculation and required
for radiation analysis are presented.

In Chapter 5, the directional IR emissions from the plume are predicted. The plume is
assumed to be a nonscattering (gas-only) medium. The predictions are first performed
using the SNB models with various model parameters. Benchmark solutions for validat-
ing the FVM are then obtained using the RT technique and the CK model. Further, the
CK results are compared with those of SNB. The FVM is next assessed by carrying out
calculations with various angular discretizations on a given spatial grid. The calculations
are conducted by coupling the FVM with both the CK and gray-band models.

Chapter 6 presents and analyses the results of IR signature calculations from plumes
loaded with nonscattering/scattering particles using the FVM.

Chapter 7 concludes the current research by summarizing the important results and
proposing some topics for possible future studies.
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In Appendix A, the radiative characteristics, which are typically used to evaluate
exhaust plume IR emissions, are derived based on the spectral radiance fields obtained
through the solution of the RTE.

Appendix B seeks to validate the FVM and the CK method implemented in the
present study. Calculations of total radiative quantities, such as the radiative heat flux
and its divergence, in 3D rectangular enclosures containing gas and gas-soot mixtures
are performed for five test cases reported in the literature.

Mathematical derivations of the total radiative quantities computed in Appendix B are
presented in Appendix C.

Lastly, Appendix D gives a brief overview of the JERAD software. This software has
been developed by the author and is used in this work for carrying out all calcula-
tions.
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Chapter 2

Governing Equations and Solution

Methods

2.1 Introduction

A number of numerical methods for solving the RTE can be found in the literature. These
are zonal, flux, Monte Carlo, spherical harmonics (PN-approximation), discrete ordinates
(SN-approximation), discrete transfer, finite element, finite volume methods [23], etc.
The choice of one or other method is determined by the nature of the problem to be
solved.

In the current work the emphasis is placed upon thermal radiation predictions from
exhaust plumes. The radiative characteristics of plumes are directional quantities.
Consequently, the RTE solution method has to provide the radiative intensity field
resolved in all directions. For instance, the popular P-1 method, in which the RTE is
reduced to a set of spatial partial differential equations in terms of direction integrated
radiative quantities, would be unsuitable for the purposes of the present study.

The discussion in this chapter is therefore restricted to the RT technique and the FVM.
This includes a consideration of the basics of those methods and a discussion of the
developed RTE solvers.

2.2 Spectral Radiance

Spectral radiance (spectral intensity, specific intensity) is the fundamental radiative
quantity that describes the temporal (t), spatial (x, y, z), directional (θ, ϕ), and spec-
tral (η) dependencies of the radiation field inside a participating (absorbing, emitting,
and scattering) medium. The spectral radiance Iη is defined as the rate of radiative en-
ergy flow per unit solid angle per unit projected area and per unit wavenumber [48],
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Iη(t, x, y, z, θ, ϕ, η) = lim
∆A,∆Ω,∆η,∆t→0

∆Eη

∆A(~n · ~s )∆Ω∆η∆t
, (2.1)

where ∆Eη is the amount of radiation energy (expressed in J) transferred in the spectral
region ∆η centered on wavenumber η, ∆A is the elementary area with the normal
vector ~n located at position x, y, z, ∆Ω is the elementary solid angle about the direction
described by the zenith angle θ and the azimuth angle ϕ, ~s is the unit direction vector,
and ∆t is the elementary time interval centered on time t (Fig. 2.1).

In most solutions of radiative transfer problems the temporal dependence of the spectral
radiance is neglected (because the characteristic time scale of a problem t∗ is usually
much greater than time of propagation of electromagnetic radiation, i.e. t∗ ≫ L∗/c, with
L∗ and c being, respectively, the characteristic length scale and speed of light [48]). The
spectral radiance is then a six-dimensional quantity. Therefore, the radiation field has
to be resolved in both the spatial (3D) and angular (2D) domains, and in wavelength
(1D).

Methods for the treatment of the spatial and angular domains are considered here. The
treatment of the wavelength dependence of the radiation field (on a narrow-band basis)
will be discussed in Chapter 3.

Figure 2.1: Schematic of geometry for the definition of spectral radiance

11



2. Governing Equations and Solution Methods

2.3 The Equation of Radiative Transfer

The steady-state spectral (monochromatic) RTE for an absorbing, emitting, and scatter-
ing medium under assumption of local thermodynamic equilibrium (LTE) is [23]

dIη(~s )

ds
= κηIbη − κηIη(~s )− σsηIη(~s ) +

σsη
4π

∫

4π

Iη(~s
′)Φη(~s

′, ~s ) dΩ′, (2.2)

where Iη(~s ) is the spectral radiance in the angular direction ~s, Ibη is the spectral black-
body intensity (Planck function), κη = κgη + κpη is the spectral absorption coefficient
that is the sum of gas and particulate contributors, σsη is the spectral scattering co-
efficient, Φη is the scattering phase function, s is the coordinate along the radiation
propagation path, and Ω is the solid angle.

The RTE, Eq. (2.2), is a first-order integro-differential equation formulated in terms of
the spectral radiance (the so-called primitive variable formulation [49]). The first term
on the right-hand side of Eq. (2.2) is augmentation of Iη through emission. The second
and third terms are attenuations through absorption and out-scattering. The fourth
term is augmentation due to in-scattering.

Eq. (2.2) may be written as

~s · ∇Iη(~s ) = βη(Sη(~s )− Iη(~s )), (2.3)

where the extinction coefficient βη = κη+σsη and the source function Sη is given by

Sη(~s ) =
1

βη



κηIbη +
σsη
4π

∫

4π

Iη(~s
′)Φη(~s

′, ~s ) dΩ′



 . (2.4)

It follows from Eq. (2.3) that, if Sη is known, the RTE can be interpreted as pure
convection of a scalar (intensity) through a given constant “velocity” field [50]. The
components of this field in the x, y, and z directions are the corresponding direction
cosines.

Eq. (2.3) is subject to the boundary condition formulated for a surface bounding the
medium. In the case of a gray surface that emits and reflects diffusely, the boundary
condition can be written as

Iη,0(~s ) = ǫIbη(T0) +
1− ǫ

π

∫

~n·~s ′< 0

Iη(~s
′)|~n · ~s ′| dΩ′, (2.5)

where Iη,0 is the intensity leaving the surface, ǫ is the surface emissivity, T0 is the
temperature of the surface, and ~n is the inward surface normal.
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2. Governing Equations and Solution Methods

2.4 Solution of the RTE

Let the source function given by Eq. (2.4) be a known quantity; then Eq. (2.3) can be
immediately integrated to yield the following solution:

Iη,s(~s ) = Iη,0(~s ) exp



−
s
∫

0

βη(s
′) ds′





+

s
∫

0

βη(s
′)Sη(s

′) exp



−
s
∫

s′

βη(s
′′) ds′′



 ds′,

(2.6)

where Iη,s is the intensity in the direction ~s at the point under consideration s.

Eq. (2.6) represents the formal RTE solution because the source function itself is an in-
tegral over a set of directions and contains the unknown intensities (see Eq. (2.4)).

In the absence of scattering by particles the source function reduces to Ibη and βη ≡ κη,
so that

Iη,s(~s ) = Iη,0(~s ) exp



−
s
∫

0

κη(s
′) ds′





+

s
∫

0

κη(s
′)Ibη(s

′) exp



−
s
∫

s′

κη(s
′′) ds′′



 ds′.

(2.7)

The above two equations can be used in conjunction with a RT technique for numer-
ical calculation of radiative heat transfer (for instance, by using the discrete transfer
method (DTM)). When treating absorption/emission processes without scattering, the
integration in Eq. (2.7) along a ray through the medium is straightforward since the
equation is an explicit expression for intensity, and so the ray can be treated indepen-
dently without taking account of surrounding conditions. The inclusion of scattering
requires a RT procedure in multidimensions [13], and the solution of Eq. (2.6) is it-
erative. Numerical aspects related to the implementation and use of RT are discussed
further in Section 2.6.1

1The conventional treatment of IR radiation from exhaust plumes is based upon a 1D integration
of the source function along a line-of-sight (LOS) [11, 15, 16]. The calculation is generally repeated for
many lines-of-sight through the plume, thereby requiring ray tracing into a predetermined plume IR
emission direction. In the current study, the RT method is associated with this technique (except for
Appendix B). The two terms “ray” and “LOS” are considered equivalent.
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2. Governing Equations and Solution Methods

2.5 Finite VolumeMethod for Radiative Transfer

2.5.1 Comparison with DOM

The FVM for predictions of radiative heat transfer in participating media [51–60] is the
result of further improvements to the popular DOM. The method treats radiation in
a way that is very similar to what is done in CFD. The most significant advantage of
the FVM is that it ensures strict conservation of radiative energy (unlike DOM) [23,
58].

Moreover, the DOM does not ensure the conservation of scattered energy in the case of
anisotropic scattering, e.g. the normalization condition for the scattering phase function
is not satisfied (see Eq. (3.54) of Section 3.7). A common practice to force the scattered
energy to be conserved is the renormalization of the scattering phase function. This
technique, however, induces a deformation of the discretized phase function leading
to a decrease in the accuracy of radiation predictions, especially in the case of acute
forward scattering [61]. On the contrary, the FVM preserves the shape of the actual
phase function on average (see Eq. (2.11) below), and so there is no loss of scattered
radiation [58].

Both the DOM and FVM use a finite volume approach for spatial discretization. The
major difference between the methods is the treatment of angular space. In the DOM,
numerical quadratures, such as the SN [62, 63] and TN [64] quadrature sets, are utilized
for angular discretization. The DOM is then best described as finite volume (in space)–
quadrature (in direction) [58]. In the FVM, the finite volume approach is used both in
space and direction. Therefore, the FVM can be defined as finite volume (in space)–finite
volume (in direction) [58]. It is worth mentioning that the FVM and DOM are the only
existing methods (aside from the statistical MC method) which permit arbitrary levels
of accuracy of radiative transfer computations without adding to their mathematical
complexity [23].

2.5.2 Basic Relations

A 3D formulation of the FVM in Cartesian coordinates is obtained by integrating the
RTE, Eq. (2.3), over a control volume ∆V and then over a control solid angle ∆Ωl

(hereafter, the superscript l denotes a given angular direction), as illustrated in Fig. 2.2.
The volume integral on the left hand side is rewritten as an integral over the entire
bounding surface of the control volume by using the divergence theorem. This gives

∑

k

I lk(s
l · ~nk)Ak = βP (S

l
P − I lP )∆V∆Ωl, (2.8)

where ~n is the outward face normal as indicated in Fig. 2.2, A is the face area, the
subscript k designates the midpoint of a control volume face and runs over all volume’s
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2. Governing Equations and Solution Methods

faces (k = e, w, n, s, b, t for the control volume shown in Fig. 2.2), and the superscript l
denotes a value associated with ∆Ωl. It is assumed in Eq. (2.8) that the magnitude of
the intensity is constant within the control solid angle ∆Ωl and the radiative properties
are constant within the volume ∆V . All quantities on the right hand side, i.e. βP , S

l
P ,

and I lP , are evaluated at the volume center P . The wavelength dependence indicated by
the subscript η in Eq. (2.3) is omitted for the sake of simplicity. One should of course
remember that Eq. (2.8) holds on a spectral basis.

Figure 2.2: A hexahedral control volume and a control solid angle

Note that in Eq. (2.8) the radiation direction varies within the control angle. Otherwise
the DOM’s discretization equation would be obtained [54]. In other worlds, the vector
sl has a varying length depending on the size of ∆Ωl and points into an average solid
angle direction, i.e.

sl =

∫

∆Ωl

~s dΩ. (2.9)
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2. Governing Equations and Solution Methods

The source term at the control volume center P is

Sl
P =

1

βP

(

κP Ib,P +
σs,P
4π

N
∑

l′=1

I l
′

P Φ̄l′l∆Ωl′

)

, (2.10)

where N is the number of discrete directions and Φ̄l′l is the average scattering phase
function from direction l′ to direction l defined as

Φ̄l′l =
1

∆Ωl ∆Ωl′

∫

∆Ωl

∫

∆Ωl′

Φ(~s ′, ~s )dΩ′dΩ. (2.11)

The key points of the FVM are an accurate evaluation of the average phase function
given by Eq. (2.11) to ensure conservation of radiative energy and a spatial discretization
technique to relate the intensities at the face centers I lk to those at the volume centers I lP .
The evaluation of Φ̄l′l can be performed either analytically or numerically. The spatial
differencing scheme is considered in the next subsection.

2.5.3 Spatial Differencing Scheme

Downstream cell face intensities may be approximated by the following linear differenc-
ing scheme that involves two upstream values (see, e.g., Liu et al. [50]):

I lf = I lP +

(

1

ψ
− 1

)

(I lP − I luf), (2.12)

where I lP is the cell center intensity. For directions with negative direction cosines
(sl · ~ei < 0, i = x, y, z), I lf , f = e, n, b, are the intensities at east, north, and bot-

tom cell faces, and I luf , uf = w, s, t, are the corresponding intensities at west, south,
and top cell faces, as illustrated in Fig. 2.2. The factor ψ is assumed constant in all
three Cartesian directions as well as in all angular directions.

Conventional schemes applied to the DOM and FVM are the first-order step and second-
order diamond schemes [50, 56, 65–67]. They are obtained from Eq. (2.12) by setting
ψ = 1 and ψ = 0.5, respectively. The step scheme is known as the upwind scheme in the
field of CFD, whereas the diamond scheme resembles the central difference scheme [68].
The diamond scheme can produce oscillations in intensity solutions (i.e. the scheme is
unbounded) and negative intensity values that are physically unrealistic [66, 69]. The
step scheme does ensure boundedness and positivity of the primitive variable (intensity)
(see, e.g., Jessee and Fiveland [69]), but it always causes the so-called false scattering
(see p. 19) whenever the radiation direction is not aligned with grid lines.

Other spatial differencing schemes are exponential-type schemes [50, 51, 66], the second-
order upwind scheme for 3D unstructured grids [70], standard (MINMOD, MUSCL,
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CLAM, SMART, etc.) [69, 71] and skewed [72] high resolution schemes (HRS), and
schemes based on the TVD (total variation diminishing) methodology [73]. A compre-
hensive study of various schemes has been performed by Coelho [74].

In this work, the step (upwind) scheme is chosen as the spatial differencing scheme.
Fig. 2.3 shows the scheme stencil drown in two dimensions for the sake of clarity. The
relationships between the intensities are represented as coloured arrowheads. As can be
seen from the figure, the step scheme sets the cell face intensities equal to the respective
upstream nodal (cell center) values:

I le = I ln = I lP , I lw = I lW , I ls = I lS. (2.13)

The step scheme is computationally stable and inexpensive, and it can easily be imple-
mented in a FVM radiation code.

Figure 2.3: 2D stencil for spatial finite volume discretization using the step scheme

2.5.4 Derivation of the Discretized RTE

In order to obtain the final discretization form of the RTE using the step scheme,
Eq. (2.8) should be linearized by removal the forward-scattering term in Sl

P (Eq. (2.10)).
This reduces the iterations dependence and leads to faster convergence [75]. One obtains
then the following linear equation [56]:

alP I
l
P = alEI

l
E + alW I

l
W + alNI

l
N + alSI

l
S + alBI

l
B + alT I

l
T + bl, (2.14)
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where E,W,N, S,B, T denote the east, west, north, south, bottom, and top node points
around P , respectively (Fig. 2.2). In accordance with the step scheme, the coefficients
and the source term in Eq. (2.14) are

alnb = max[−Ak(s
l · ~nk), 0], (2.15)

alP =
(

βP − σs,P
4π

Φ̄ll∆Ωl
)

∆V∆Ωl +
∑

k

max[Ak(s
l · ~nk), 0], (2.16)

bl =

(

κP Ib,P +
σs,P
4π

N
∑

l′=1,l′ 6=l

I l
′

P Φ̄l′l∆Ωl′

)

∆V∆Ωl, (2.17)

where nb = E,W,N, S,B, T , the subscript k = e, w, n, s, b, t stands for the east, west,
north, south, bottom, and top faces of the control volume ∆V , and the vector sl is
defined by Eq. (2.9).

2.5.5 Angular Space Discretization

Spatial domain discretization practices used in radiative transfer computations with the
FVM are fully identical to those employed in CFD [68]. Therefore, the angular domain
discretization, which does not exist in CFD calculations, is only considered here.

The simplest directional discretization is Nθ×Nϕ (employed in the current research).
The total solid angle Ω = 4π is uniformly subdivided into discrete solid angle elements
of size ∆Ωl, l = 1 . . .N . In the Nθ×Nϕ notation, Nθ is the number of the elements in
the θ direction and Nϕ is the number of the elements in the ϕ direction, 0 6 θ 6 π and
0 6 ϕ 6 2π are the zenith and azimuth angles, respectively. Fig. 2.4 demonstrates the
uniform angular discretization scheme. In the figure, θ−, θ+, ϕ−, ϕ+ are the zenith and
azimuth angles bounding the solid angle element.

The advantage of using the uniform directional discretization is that the angular grid
can be easily generated and handled. The disadvantage is that the angular grid becomes
denser with decreasing θ (∆Ωl = (cos θ− − cos θ+)(ϕ+ −ϕ−)), i.e. the grid is essentially
nonuniform in Ω–space. To overcome this shortcoming, the so-called FTn [76] angular
discretization scheme can be used.

2.5.6 Discretization Errors

Inaccuracies in radiative transfer predictions with the FVM arise from three different
sources of errors. These are 1) false scattering, 2) ray effect, and 3) control angle over-
lap [57, 77–80].
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Figure 2.4: The Nθ×Nϕ uniform angular discretization scheme: the entire angular grid (left);
a single solid angle element (right)

2.5.6.1 False Scattering

False scattering (also referred to as ray diffusion, false diffusion, or numerical smearing) is
a consequence of spatial discretization errors. False scattering is analogous to numerical
diffusion in CFD. This means that, in multidimensional problems, the radiation intensity
appears to be nonphysically smeared. This typically occurs if a spatial differencing
scheme is used in which the radiative fluxes through cell faces are treated as locally
one-dimensional (i.e. without taking into account the directional effect of radiation as
in the case of the step scheme) [74].

2.5.6.2 Ray Effect

Ray effect is related to the directional discretization and it is independent of the spatial
discretization. There is nothing similar to this type of error in CFD. The ray effect occurs
due to the fact that a continuously varying angular nature of radiation is approximated
with a set of discrete angular directions associated with each control solid angle [77].
The radiation intensity is nonphysically concentrated along the center of each control
angle (which is also called the ray concentration error [59, 78]).

The ray effect can be reduced by using a finer angular grid. Since directional and spatial
discretization errors tend to cancel [78], an angular grid refinement has to be accompa-
nied by using a finer spatial grid. Also, to reduce the ray effect, unstructured angular
grids can be utilized [81].
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2.5.6.3 Control Angle Overlap

A control angle overlap (overhang) occurs whenever a control solid angle bisects a control
volume face in such a manner that the intensity associated with the control angle is not
fully outgoing (sl · ~n > 0) or incoming (sl · ~n < 0) at the face. This situation is almost
unavoidable for complex irregular geometries and unstructured meshes.

In this work, no special attempts are made to treat such overlaps since they would
significantly increase the computational effort for the evaluation of I lP . Therefore, the
so-called simple approximation (also known as the bold approximation [79] or “to-do-
nothing” approach [59]) is used. The solid angle overlap error diminishes with solid angle
refinement [78].

2.6 RTE Solvers

2.6.1 RT Solver

The RT technique solver is based on Eq. (2.7) that represents the RTE solution along
a single LOS through an absorbing-emitting medium. The intensity values are obtained
by solving Eq. (2.7) numerically along each LOS traced through the medium in a given
direction. In the literature, this approach is sometimes referred to as the method of
characteristics (MOC) [81]. In this work, the RT solver is applied to the solution of
nonscattering problems only (see also p. 13).

Note that the RT method is free of spatial and directional discretization errors such as
false scattering and ray effect inherent to the DOM and FVM. It can thus be used to
gain benchmark solutions to validate results obtained using the methods based on the
discretization of the RTE.

2.6.1.1 Absorption Coefficient Based Formulation

For calculations of intensities, each LOS through the medium is uniformly subdivided
into M homogeneous slabs of length ∆s defined as

∆s = χs
3

√

∆Vmin, (2.18)

where χs is a scale factor that allows variation of the slab length along LOS and ∆Vmin

is the minimum cell volume in the computational mesh.
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Assuming the incoming intensity I(s = sM , ~s ) = 0 (Fig. 2.5(a)), the intensity at the
point s = 0 is

I(s = 0, ~s ) =
M
∑

i=1

[

Ib(Ti−1/2)(1− τi)
i−1
∏

j=0

τj

]

(2.19)

with a slab transmissivity given by

τi = exp(−κi−1/2(si − si−1)) = exp(−κi−1/2∆s), (2.20)

where i is a spatial discretization node index and τ0 = 1. The slab temperature Ti−1/2

and absorption coefficient κi−1/2 may be calculated as

Ti−1/2 =
Ti−1 + Ti

2
, (2.21a)

κi−1/2 =
κi−1 + κi

2
. (2.21b)

The respective values at nodes i − 1 and i may be computed using an inverse distance
weighting (IDW) interpolation procedure. In this case, the distance-weighted nodal value
is evaluated by averaging over the known values at cell vertices surrounding a given LOS
node (a practice used in CFD codes to compute gradients [68]).

Alternatively, the following explicit equation can be solved [82]:

Ii−1 = τi[Ii − Ib(Ti−1/2)] + Ib(Ti−1/2). (2.22)

Note that it is assumed in Eq. (2.22) that the direction of radiation propagation is from
i =M to i = 0, as shown in Fig. 2.5(a). The subscript η is intentionally omitted to em-
phasize that the above equations hold either spectrally or on a gray basis. Importantly,
Eqs. (2.19) and (2.22) should not be confused with a finite-difference approximation of
the RTE.2

2A second-order finite-difference scheme for the RTE can be found in the book by Surzhikov [48].
The discretization equation using this scheme is

Ii−1 − Ii

∆s
+ κi−1/2

Ii−1 + Ii

2
= κi−1/2Ib,i−1/2.

Calculations showed that the use of this scheme can lead to negative intensities similar to the diamond
scheme applied to DOM. Therefore, the finite-difference approximation is not employed here.
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(a)

(b)

Figure 2.5: Schematic of 1D spatial grid (LOS discretization) for solving the RTE using the
RT technique: (a) κ-formulation; (b) τ̄ -formulation

2.6.1.2 Mean Transmissivity Based Formulation

Neither Eq. (2.19) nor Eq. (2.22) can be used in conjunction with band models that
formulate gas radiative properties in terms of mean transmissivity τ̄ such as SNB models.
To get a formulation that suits the SNB mean-transmissivity formalism, Eq. (2.7) must
first be averaged over a narrow band ∆η. The corresponding mean intensity can then
be computed as (Fig. 2.5(b))

Īη(s = 0, ~s ) =

M
∑

i=1

Ībη(Ti−1/2) [τ̄η,i−1→0 − τ̄η,i→0] , (2.23)

where the incoming intensity at s = sM is assumed to be zero, M is the number of slabs
used to discretize the LOS, Ībη is the average blackbody intensity, τ̄η,i−1→0 and τ̄η,i→0

are, respectively, the mean transmissivities of the gaseous layers from i − 1 to 0 and
from i to 0, with τ0→0 = 1.

It is worth noting that τ̄η,i−1→0−τ̄η,i→0 6= τ̄η,i→i−1, i.e. the summation in Eq. (2.23) cannot
be replaced by a summation over single slab transmissivities. If the layer between nodes
i and 0 contains inhomogeneities in total pressure, temperature, and/or species mole
fraction, then a method for the treatment of inhomogeneous paths, such as the Curtis-
Godson approximation (CGA) (discussed in Section 3.2), has to be employed.
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2.6.1.3 Verification Procedure

The implementation of the RT mean transmissivity based solver was verified by exe-
cuting simple spectral radiance calculations and comparing with data obtained using a
code from the EM2C laboratory. This code is provided with the SNB model parameters
described in [83]. The spectral radiance values were calculated along a 2 m length LOS
consisting of 20 slabs at 1 bar with temperature varying between 300 and 670 K, and
with varying CO2 and H2O concentrations.

Fig. 2.6 compares the radiances as computed here with those predicted by the EM2C
code in the 150 – 4500 cm-1 spectral range. As seen from the figure, the relative percent
difference between the results determined as

Relative difference % = 100× | Iη − Iη,EM2C |
max

(

Iη, Iη,EM2C

) (2.24)

is limited to 2.5%, showing that the solver was coded properly. This also shows that the
SNB model parameters and the CGA were implemented correctly.
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Figure 2.6: Verification of the RT technique based RTE solver

2.6.2 FVM Solver

2.6.2.1 Overview

The finite-volume discretization leads to a set of linear equations with the intensities at
the cell centers as the unknowns (see Eq. (2.14)) [69]. The algebraic set is written for
each direction associated with control solid angles. Coupling between the directions is
incorporated in the source term. The resulting system of equations is solved using any
solution technique for linear algebraic equations.
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On orthogonal, structured grids the system may be solved very efficiently by using
a marching technique. This technique takes advantage of the step scheme in which
the downstream cell neighbour coefficients in Eq. (2.14) are equal to zero. Therefore,
the IP values are obtained by visiting the cells from upstream to downstream as
IP = (

∑

nb anbInb + b) /aP . The source term b is treated explicitly, and so Eq. (2.14)
can be solved independently for each direction. Global iterations are required to include
the source term and upstream boundary conditions. The marching method converges
rapidly in most cases.

2.6.2.2 Solution Strategy

With the FVM algorithm, if the distributions of thermophysical properties within a
participating medium are known (for instance, through CFD computations), the RTE
solution strategy consists of the steps illustrated in Fig. 2.7 and outlined below [56, 70,
84]:

1. For each direction l related to ∆Ωl, l = 1 . . . N , I lP = 0 is used as initial guess for
each cell of the space mesh.

2. Coefficients and the source term in Eq. (2.14) are calculated for each cell assuming
that the Ib,P , κP , σs,P , and Φ̄ values are known.

3. Eq. (2.14) is solved in each direction by using the marching technique beginning
from the appropriate domain boundary where the proper boundary values Ik,0,
k = e, w, n, s, b, t, are set.

4. The source term (Eq. (2.17)) is updated.

5. Convergence is judged by calculating a preset convergence criterion. The crite-
rion is based on the maximum relative difference between intensity values of two
consecutive global iterations

max
l

[

max
i

(∣

∣

∣

∣

∣

{I lP,i}n − {I lP,i}n−1

{I lP,i}n

∣

∣

∣

∣

∣

)]

< 10−6, (2.25)

where l ∈ [1, N ], i ∈ [1, M ], with M being the number of cells in the computa-
tional grid, and n and n− 1 represent the current and previous iterations.

6. Steps 3 to 5 are repeated until the convergence criterion, Eq. (2.25), is satisfied.

7. Steps 1 to 6 are repeated for each narrow band (in spectral calculations).

The FVM solver implementation is verified in Appendix B.
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Figure 2.7: The FVM algorithm
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2.7 Summary

The RTE solution methods employed in the current work have been considered theoret-
ically in this chapter, namely the RT technique and the FVM for radiative heat transfer.
Ray-tracing and finite-volume RTE solvers have been developed. The RT solver is based
on the solution of the RTE in integral form. This solver is utilized for radiative transfer
computations in nonscattering media. Absorption coefficient and mean transmissivity
RT solver formulations were suggested. The κ-formulation is suitable for using with
LBL and CK methods, whereas the τ̄ -formulation is intended for use with SNB models.
Results from the RT solver match perfectly with simulations using a radiance calcula-
tion code from the EM2C laboratory. The FVM solver is based upon the discretization
of the RTE, both in space and direction. The solution of the equation is obtained by
solving it explicitly using a marching method. The source term is computed from the
previous iteration. The RT and FVM solvers use the same spatial computational grid.
However, in the RT solver, this grid is employed solely to interpolate cell vertex values
of temperature, pressure, etc. The purpose of the interpolation procedure is to provide
the nodal values of thermophysical and spectral properties along a LOS in order to
compute radiances. Both solvers were implemented in the JERAD code.
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Chapter 3

Spectral Narrow-Band Modeling of

Thermal Radiation

3.1 Introduction

The LBL method is the most accurate approach to predict the radiative transfer in par-
ticipating media such as exhaust plumes. LBL calculations are exact in the sense that
no additional assumptions are required to describe the spectrum behaviour. Although
there are LBL codes, which have been optimized for signature calculations [85, 86], the
large computational effort they require makes them impracticable for engineering ap-
plications. This is particularly true for real-life aircraft (rocket) engine exhaust plumes.
The gas-dynamic structure of these plumes can be highly complex and so the RTE must
be solved for each of the thousands lines-of-sight passing through the plume to provide
an accurate estimation of the plume signature.

Due to the enormous computational cost associated with the LBL method, a variety
of spectral models for radiative transfer have been developed. These models are suit-
able for a wide range of engineering applications and may be put into three groups
(in order of decreasing accuracy): narrow-band models, wide-band models, and global
models [23].

In the narrow-band models, the spectrum is subdivided into bands of several tens of
wavenumbers, say up to 50 cm-1, to assume the Planck function within each band
to be constant and to avoid significant changes in the parameters of spectral lines.
Computations based on narrow-band modeling provide spectrally average intensities
whilst ensuring reasonable computation time and cost. The regular Elsasser model and
SNB models are classical narrow-band methods.

The wide-band models treat the spectral range of the entire vibration-rotation band.
Such models are more applicable to problems where total quantities, such as radiative
heat fluxes, are of interest. The exponential wide-band model due to Edwards [87] is by
far the most successful [23].

27



3. Spectral Narrow-Band Modeling of Thermal Radiation

The global models, such as weighted-sum-of-gray-gases (WSGG) [88, 89], spectral
line-based weighted-sum-of-gray-gases (SLW) [90–93], absorption distribution function
(ADF) [94], and full-spectrum k-distribution (FSK) [95], treat the entire spectrum.
These models are unable to provide the spectral information on gas radiative proper-
ties required for the prediction of IR emissions from plumes. The global methods are
commonly used in CFD problems which involve radiation.

This chapter discusses aspects of narrow-band modeling of IR radiation. The LBL cal-
culations, wide-band models, and global models are not considered for obvious reasons.
A consideration of the band models for the prediction of radiative transfer in air plasma
applications under nonequilibrium conditions is far beyond the scope of the current
work, and so the interested reader is referred to the literature [96, 97].

In the sections below, the “traditional” SNB models are first considered. An alternative
to the SNB models called the CK method is discussed and assessed next. Some simplified
approaches to narrow-band modeling based on the so-called gray approximation are then
presented, followed by the consideration of the radiative properties of soot particles and
approximate scattering phase functions.

3.2 Statistical Narrow-Band Models

3.2.1 Basic Principles

Band models formulate the radiative properties of a molecular gas in terms of uniform
gaseous column transmissivity averaged over a small spectral interval, ∆η, usually 5 to
25 cm-1. In absence of scattering by particles and under assumption of LTE, the solution
of the RTE formulated for the average spectral intensity can then be expressed using
the mean transmissivity as [15, 98]

Īη(s) =

s
∫

0

Ībη(T (s
′))
∂τ̄η(s

′ → s)

∂s′
ds′, (3.1)

where Īη is the spectral intensity averaged over ∆η, τ̄η(s
′ → s) is the mean transmissivity

of the gaseous column between points s′ and s, Ībη is the mean Planck function, and
T is the temperature. In Eq. (3.1), the subscript η designates the spectral dependence
and stands for the center of ∆η. The incoming intensity at the gas boundary (s = 0) is
assumed to be zero.

The general expression for the mean transmissivity given by a random model is

τ̄ = exp

(

−W
δ̄

)

, (3.2)
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where δ̄ = ∆η/N is the mean spacing between N spectral lines located within ∆η andW
is the mean equivalent black-line width of these lines. Eq. (3.2) has nothing to do with
the Beer-Lambert law and is a consequence of the statistical treatment of spectral lines
inside ∆η. A clear mathematical derivation of this formula is presented in [99].

The objective of SNB models is to provide an approximate value of W/δ̄ entering
Eq. (3.2). Two commonly employed SNB models due to Goody and Malkmus are dis-
cussed directly below.

3.2.2 The Goody Model

With the assumptions used in random models and assuming the exponential line
strength distribution together with the Lorentz line shape (see [98] for detail), the
Goody model is obtained as

W

δ̄
= xplk̄

(

1 +
πxplk̄

2β̄

)−1
2

, (3.3)

where x is the species mole fraction, p is the total pressure (in atm), l is the column length
(in cm), k̄ = S̄/δ̄ is the ratio of the mean line strength to the mean line spacing (often
referred to as the mean absorption coefficient, expressed in cm-1 atm-1), and β̄ = 2πγ̄/δ̄′

is the line overlapping parameter with

γ̄ =
1

N

N
∑

i=1

γi, (3.4)

δ̄′ = δ̄
S̄γ̄

[

(1/N)
∑

i

√
γiSi

]2 , (3.5)

where γ̄ is the mean half-width at half-maximum (HWHM), δ̄′ is the effective mean
spacing between the lines in the spectral interval of interest, and γi and Si are the
HWHM and strength of each individual line inside the interval, respectively.
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3.2.3 The Malkmus Model

The Malkmus model is obtained for the inverse-exponential tailed line strength distri-
bution and the Lorentz line shape [100]. The value of W/δ̄ is defined by

W

δ̄
=
β̄

π





(

1 +
2πxplk̄

β̄

)

1
2

− 1



 , (3.6)

where the same notations as in Eq. (3.3) are used. The mathematical derivation of
Eq. (3.3) as well as of Eq. (3.6) may be found in the appendix to the treatise by Taine
and Soufiani [98].

3.2.4 Weak Line Limit

The weak line limit is an asymptotic one given by

lim
u→0

[− ln(τ̄ )] = k̄u, (3.7)

where u = xpl is the optical path. Since Eq. (3.7) corresponds to the linear portion of
the curve of growth, it is also called the linear limit [15] (in contrast to the square-root
limit for strong absorption).

It is readily seen from Eqs. (3.3) and (3.6) that the weak line limit is a valid assumption
if the condition uk̄/β̄ ≪ 1 is satisfied. The latter is true either for small optical depths
(based on average absorption coefficient), k̄u ≪ 1, or when a strong overlapping of
spectral lines within ∆η occurs, β̄ ≫ 1. In either cases, the fine structure of the lines
has no effects on radiation transport resulting in a linear absorption rate with l.

In practice, the condition uk̄/β̄ ≪ 1 leads to a significant simplification in the solution
of the RTE. In this limiting case, the Beer-Lambert law is simply recovered with an
absorption coefficient equal to xpk̄, i.e.

τ̄ = exp(−xplk̄). (3.8)

The use of the average absorption coefficient κ̄ = xpS̄/δ̄ to estimate the average trans-
missivity by applying Eq. (3.8) is called the weak line approximation (WLA) [101].
It should be understood that the WLA and the so-called thin-gas approximation, i.e.
when τ̄ ≈ 1 − k̄u, are two distinct assumptions, though they are sometimes made to-
gether [15].
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3.2.5 Voigt Line Profile

Eqs. (3.3) and (3.6) allow for the collision broadening of spectral lines only. To take
a proper account of combined effects of collision and Doppler broadening, the mixed
line shape (Voigt profile) must be used [23]. Since no analytical expression exists for
the mean equivalent black-line width W V of a set of Voigt absorption lines, additional
approximations combining the Lorentz WL and the Doppler WD equivalent widths are
commonly employed [98].

One of the approximations assumes the form [48, 98, 102]

W V

δ̄
= xplk̄

√

1− Y −1/2,

Y =

[

1−
(

1

xplk̄

WL

δ̄

)2
]−2

+

[

1−
(

1

xplk̄

WD

δ̄

)2
]−2

− 1. (3.9)

This approximation neglects the smaller of the two equivalent widths as long as they
differ by a factor of 3 or more [102]. Eq. (3.9) is used in conjunction with the Goody
model to form the NASA single line group (SLG) model proposed by Ludwig et al. [102].
The SLG model as well as the MLG (multiple line group) model [102] are used, for
instance, in the NATO Infrared Air Target Model (NIRATAM) [6, 7].

The most satisfactory approximation, which provides an accuracy of 8-10% [48, 98],
was introduced by Rodgers and Williams [103] for a single spectral line with the Voigt
profile. This approximation can also be applied to a group of lines and is given by

W V

δ̄
=

[

(

WL

δ̄

)2

+

(

WD

δ̄

)2

−
(

1

xplk̄

WL

δ̄

WD

δ̄

)2
]

1
2

. (3.10)

Expressions forWD/δ̄ entering Eqs. (3.9) and (3.10) may be found in the literature (see,
e.g., [15, 102, 104]).

3.2.6 The Curtis-Godson Approximation

Both the Goody and Malkmus models are formulated for a homogeneous path of length
l. For nonuniform media, which are of the most practical interest, either the CGA or
the formal Lindquist-Simmons approximation can be used [98]. The CGA is known to
be the most widely applied method to address medium nonhomogeneity, and so this
approximation is considered here.
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In the CGA, a nonuniform optical path between abscissas s1 and s2 is replaced by an
effective uniform one. This yields the following expressions for the mean transmissiv-
ity:

τ̄CGA(s1, s2) = exp







−uk̄CGA

(

1 +
πuk̄CGA

2β̄CGA

)−1
2







, (3.11)

τ̄CGA(s1, s2) = exp







− β̄CGA

π





(

1 +
2πuk̄CGA

β̄CGA

)

1
2

− 1











. (3.12)

Eq. (3.11) is for the CGA applied to the Goody model, whereas Eq. (3.12) is for the
CGA applied to the Malkmus model. In the equations, the parameters of the equivalent
uniform path are

k̄CGA =
1

u

s2
∫

s1

x(s)p(s)k̄(s) ds, (3.13)

β̄CGA =
1

uk̄CGA

s2
∫

s1

x(s)p(s)k̄(s)β̄(s) ds, (3.14)

with u defined by

u =

s2
∫

s1

x(s)p(s) ds. (3.15)

The CGA relies on an assumption that the widths and strengths of all lines in a given
spectral range ∆η vary in a similar manner with temperature, pressure, and species
composition between s1 and s2 (scaling approximation), i.e. [23, 98]

γi(s) = γi,0 fγ(s), (3.16)

Si(s) = Si,0 fS(s), (3.17)

where the subscript i runs over all the lines inside ∆η, i = 1 . . .N . The constants γi,0
and Si,0 are functions of η only, whereas fγ(s) and fS(s) are functions of the physical
coordinate s along the path, and they are the same for each line. Mathematically,
Eqs. (3.16) and (3.17) mean that the frequency and spatial integrations can be separated
yielding Eq. (3.14).
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While being rather acceptable for HWHM, the scaling approximation can be inaccurate
for line strengths in the presence of strong temperature gradients due to rise of “hot
lines” that are unimportant at room temperatures but become prominent at higher
temperatures. More precisely, the CGA overestimates the spectral correlations between
cold and hot lines, which is physically wrong [105].

The CGA was found to be fairly accurate for moderate degrees of inhomogeneity [98,
106]. However, because of the overcorrelation effect, it can fail when applied to remote
sensing applications, i.e. when the IR radiation emitted by a gaseous mixture at high
temperature is transmitted through a long atmospheric path. For such applications,
a fictitious-gas based SNB model (SNBFG) [105] seems to be an appropriate candi-
date.

3.2.7 Treatment of Gas Mixtures

The mean transmissivity of a homogeneous gaseous column of length l containing a
mixture of two species that absorb in the same spectral interval ∆η is

τ̄mix =
1

∆η

∫

∆η

e−(κη,1+κη,2)l dη =
1

∆η

∫

∆η

τη,1τη,2 dη, (3.18)

where κη,1 and κη,2 are, respectively, the monochromatic absorption coefficients of species
1 and 2, and τη,1 and τη,2 are the corresponding transmissivities.

Considering the absorption coefficients as random variables over ∆η and introducing a
joint probability density function (PDF) f(κ1, κ2), the expression for τ̄mix is transformed
into

τ̄mix =

∞
∫∫

0

e−(κ1+κ2)lf(κ1, κ2) dκ1 dκ2. (3.19)

If the κ1 and κ2 are now assumed to be statistically independent, then the joint PDF is
the product of PDFs for κ1 and κ2 considered separately, f(κ1) and f(κ2), and Eq. (3.19)
reduces to

τ̄mix =

∞
∫

0

e−κ1lf(κ1) dκ1

∞
∫

0

e−κ2lf(κ2) dκ2 = τ̄1τ̄2. (3.20)

Eq. (3.20) can be generalized to a mixture of M absorbing species to take the final
form
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τ̄mix =
M
∏

i=1

τ̄i, (3.21)

which claims that, if one treats the absorption coefficients of the M species as statis-
tically independent random variables, the mean transmissivity of the mixture can be
evaluated as the product of the transmissivities of the individual components [23].

For relatively narrow spectral intervals, say up to 25 cm-1, Eq. (3.21) leads to a very
good agreement with LBL calculations, as demonstrated in [98, 107]. For wide spectral
intervals, the validity of Eq. (3.21) is questionable [108]. On the other hand, when
employed to formulate a global spectral model, the statistically uncorrelated method
leads to significant errors. This has been shown in the work [94] in which the assumption
of completely uncorrelated spectra was used to model radiative transfer in a H2O–CO2

mixture by utilizing the ADF model.

3.2.8 SNB Model Parameters

Three quantities in Eqs. (3.3) and (3.6), i.e. k̄, γ̄, and δ̄′ (or its inverse value 1/δ̄′

referred to as the line density), are the SNB model parameters. These parameters can
be obtained either theoretically or experimentally, and also from spectroscopic databases
such as HITRAN [109, 110], HITEMP [111], and CDSD [112, 113].

The SNB model parameters have been generated by many researches over the years.
Ludwig et al. provided the well-known NASA parameters based on experimental mea-
surements in the temperature range 300-3000 K [102]. The data were later corrected
in [99]. Khmelinin and Plastinin compiled their parameters for H2O, CO2, CO, and
HCl at temperatures of 300-3000 K [114]. These parameters are based on theoretical
computations. Young provided the SNB model parameters for the 2.7-µm bands of H2O
and CO2 in the temperature range from 100 to 3000 K [115]. Soufiani and Taine derived
their high-temperature SNB parameters from the EM2C second-generation approximate
spectroscopic databases [83]. The parameters were adjusted to fit LBL curves of growth
in order to correct the intrinsic inaccuracies resulting from the assumptions used to build
SNB models. These data have been updated by Rivière and Soufiani in [116]. Perez et al.
compiled a new parameter set based on their own spectroscopic database for H2O [117].
Lindermeir and Beier updated the NIRATAM database using a new set of the SNB
model parameters derived from the HITEMP2010 spectroscopic database [118].

The SNB model parameters from various data sets have been described and compared
in the author’s paper [47], so the interested reader is referred to this work for more
details.
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3.3 The Narrow-Band Correlated-k Method

3.3.1 k-Distribution Method

A narrow-band k-distribution serves to reorder the erratic monochromatic absorption
coefficient of gas media into a monotonically increasing function over a narrow band [23].
When compared to LBL calculations, the use of k-distributions decreases the number of
RTE solutions required for the evaluation of the narrow band average of any radiative
quantity that depends on the absorption coefficient, such as transmissivity τ̄η, intensity
Īη, etc. In fact, the k-distribution method replaces spectral integrations over η by inte-
grations over the values of a reordered wavenumber. Therefore, the computational effort
is dramatically reduced (in comparison to that of LBL).

Let the spectral absorption coefficient κη be a random variable within the narrow band
∆η. The average of any spectral quantity Q, which depends on κη, can then be expressed
as [98]

Qη =
1

∆η

∫

∆η

Q(κη) dη =

∞
∫

0

Q(k)f(k) dk, (3.22)

where k is the absorption coefficient variable and f(k) is the k-distribution function for
the narrow band. The k-distribution assumes the form [23]

f(k) =
1

∆η

∫

∆η

δ(k − κη) dη, (3.23)

where δ is the Dirac delta function. The k-distribution is a PDF, so that f(k)dk is the
probability that the absorption coefficient κη takes values between k and k + dk inside
∆η.

The k-distribution function shows rather erratic behaviour (see [23]). In practice, it is
more convenient to use a smoothly increasing function of k over ∆η. Such a function is
the cumulative distribution function (cumulative k-distribution), g(k), that is expressed
in terms of f(k) as

g(k) =

k
∫

0

f(k′) dk′. (3.24)

The cumulative k-distribution represents the fraction of the spectrum whose absorption
coefficient lies below the value of k [23], as illustrated in Fig. 3.1. In this figure, which
depicts a 25-inverse-cm-width portion of the H2O 2.7-µm band at p = 1 atm, T = 300 K,
and xH2O = 0.06, a particular k-value, kj, is selected. The respective g-value, gj, can be
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(a)

(b)

Figure 3.1: Extraction of a narrow-band k–g distribution from monochromatic absorption
coefficient data: (a) high-resolution spectrum and (b) reordered spectrum

determined as gj =
∑N

i=1∆ηi/∆η, with N being the number of sub-intervals for which
the absorption coefficient values are below kj. The gj is the probability that the absorp-
tion coefficient inside ∆η will attain values less than kj. By definition, g(k) ∈ [0, 1].

Using the cumulative k-distribution, a radiative quantity averaged over ∆η is

Qη =
1

∆η

∫

∆η

Qη dη =

1
∫

0

Qg dg, (3.25)
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where Qg ≡ Q(k(g)), with k(g) being the reordered absorption coefficient (reciprocal of
g(k)). Inspection of Eq. (3.25) reveals that g can be interpreted as artificial wavenum-
ber.

In order to evaluate the integral in Eq. (3.25), Gaussian-type quadratures are typically
utilized [98]. Using an N -point quadrature one obtains

Qη =

1
∫

0

Qg dg ≈
N
∑

i=1

ωiQgi , (3.26)

where gi and ωi are the quadrature points and weights, respectively.

In particular, the mean intensity is evaluated as

Īη =
1

∆η

∫

∆η

Iη dη =

1
∫

0

Ig dg ≈
N
∑

i=1

ωiIgi. (3.27)

3.3.2 Nonuniform Media – Correlated-k Approximation

3.3.2.1 Basic Principles

The k-distribution method yields exact results for uniform gaseous media. However,
this approach is not well suited for media where there are spatial inhomogeneities in
pressure, temperature, and concentration (Fig. 3.2). Two methods are commonly used
to address inhomogeneity, namely the scaling approximation and the assumption of a
correlated k-distribution [119].

In the scaling approximation, spectral and spatial dependences of the absorption coeffi-
cient are assumed to be separable. In the correlated k-distribution method (CK method),
it is simply assumed that the absorption coefficients at different thermophysical condi-
tions in a nonuniform medium, say at two states φ

1
= (p1, T1, x1) and φ2

= (p2, T2, x2)
(as shown in Fig. 3.2), are spectrally correlated. This may be written as [120]

correlated: κη(η, φ) = κη,0(η, φ0)v(φ, φ0
, κη,0), (3.28)

scaled: κη(η, φ) = κη,0(η, φ0)v(φ, φ0
). (3.29)

In the above equations, the subscript 0 denotes a reference state and v is a scaling func-
tion. The scaling approximation is more restrictive, i.e. a scaled absorption coefficient
is always correlated, but not vice versa [120].
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Figure 3.2: A nonuniform participating medium

In the present work, correlated k-distributions will be used for the treatment of inho-
mogeneous (nonuniform) media. The reason for this is that the CK method is more
straightforward to implement.1

Unlike scaled-k, the CK method assumes that if k–g distributions are known at two
locations in a nonuniform medium, then the absorption coefficient can be mapped from
one location to the other [23], as demonstrated in Fig. 3.3(a) (which shows a small
portion of the 2.7-µm band for a H2O–N2 mixture at temperatures of 300 and 700 K).
In Fig. 3.3(a), the absorption coefficient at T = 700 K is artificially constructed to
be correlated with that at T = 300 K. This implies that a particular g-value in the
k–g distributions for 300 and 700 K corresponds to identical sets of actual wavenumber
ηi, i = 1 . . . N , regardless of φ [119].

It should be understood that the CK method is based on the assumption of correlated
absorption coefficient spectra (even though they are not). This assumption is only rig-
orous for a single spectral line, for the Elsasser band, for optically thin media, and if
the scaling approximation is valid (optically thick media) [121]. In the general case, the
CK method can yield significant errors, especially in inhomogeneous media with strong
temperature gradients. This is illustrated in Fig. 3.3(b) that depicts the realistic ab-
sorption coefficient at T = 700 K (cf. Fig. 3.3(a)). It is easily seen that the absorption
coefficients at 300 and 700 K are actually uncorrelated. The absorption coefficient at
a higher temperature of 1500 K becomes even “more uncorrelated” due to rise of “hot
lines”.

1Both the correlated-k and scaled-k methods have been demonstrated to be about equally accurate
when applied to narrow spectral bands. Moreover, both methods require roughly the same numerical
effort [119]. However, if the scaled-k method is employed, the function v(φ, φ

0
) in Eq. (3.29) must be

found.
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(a) (b)

Figure 3.3: Monochromatic absorption coefficient of 6% H2O in nitrogen at 300 and 700 K
across a small portion of the 2.7-µm band: (a) correlated spectra and (b) realistic spectra

The errors associated with the use of the CK method at typical gas conditions encoun-
tered in aircraft engine exhausts will be evaluated in Section 3.5.

3.3.2.2 CK and the RTE

Following Modest [107, 119], the narrow-band RTE for an absorbing, emitting, and
scattering medium expressed in terms of the cumulative k-distribution assumes the
form

dIg
ds

= k(g, φ, φ
s
)(Ībη(T )− Ig)− σ̄sη(φs

)



Ig −
1

4π

∫

4π

Ig(~s
′)Φ(~s ′, ~s ) dΩ′



 , (3.30)

where Ig is the reordered intensity, k(g) is the reordered absorption coefficient, and φ
s
is

a state variable vector containing information of local particle properties. In Eq. (3.30),
Ībη and σ̄sη are, respectively, the average values of the Planck function and scattering
coefficient across the narrow band. Also, it is assumed that the scattering phase function,
Φ, is not dependent on η and φ

s
. The absorption coefficient is the sum of gas and

particulate contributors, i.e. k(g, φ, φ
s
) = kgas(g, φ) + κ̄pη(φs), with κ̄pη being the mean

particle absorption coefficient.

In absence of scattering by particles, Eq. (3.30) reduces to
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dIg
ds

= k(g, φ)(Ībη(T )− Ig). (3.31)

The average narrow band intensity can be calculated from Eq. (3.27) after solving the
RTE, Eq. (3.30) or (3.31), using any arbitrary solution method.

3.3.3 Multicomponent Gas Mixtures

The CK method is not straightforward to apply to spectral ranges where several species
absorb simultaneously, e.g. CO2 and H2O near 2.7 µm. As illustrated in Fig. 3.4, an
overlap of CO2 and H2O spectral lines occurs approximately between 3500 and 3750 cm-1

(for the conditions shown in the figure). Similar to the SNB models, overlapping bands
require special consideration.2
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Figure 3.4: High-resolution absorption coefficient spectra obtained using SPECTRA Infor-
mation System [122] in the spectral range 3225 – 4000 cm-1 for mixtures containing (a) 6% CO2

and 94% N2, and (b) 6% H2O and 94% N2. The mixtures are at a total pressure of 1 atm and
a temperature of 500 K

There is plenty of methods for handling multicomponent gas mixtures (see, e.g., [93,
123–127]). In what follows, three approaches to the treatment of overlapping bands
on a narrow-band basis are considered: an approach based upon the direct use of the
multiplication property for the total gas transmissivity, a summation approach, and
mixing model.

2k-Distributions can directly be constructed for mixtures of gases, so that the mixture is simply
treated as a single gas. In practice, however, this task is feasible for gas mixtures with uniform com-
position only. For arbitrary mixtures it is much more convenient to obtain the mixture k-distribution
based on the k-distributions of the individual component species.
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3.3.3.1 Direct Integration Approach

This approach is directly based upon the use of Eq. (3.21) which assumes that the
absorption coefficients of different absorbing species in the mixture are statistically
uncorrelated over a narrow band [98]. Let us consider, for simplicity, the case of a
homogeneous mixture consisting of two species 1 and 2. Then Eq. (3.21) expressed in
terms of the cumulative k-distribution becomes

τ̄mix = τ̄1τ̄2 =

1
∫

0

e−k1(g) l dg

1
∫

0

e−k2(g) l dg, (3.32)

where l is the column length and k1(g) and k2(g) are, respectively, the reordered ab-
sorption coefficients for species 1 and 2.

The two integrals that appear in Eq. (3.32) can be evaluated by utilizing an N -point
quadrature yielding to

τ̄mix =
N
∑

i=1

ωi exp{−k1(gi) l}
N
∑

j=1

ωj exp{−k2(gj) l}

=
N
∑

i=1

N
∑

j=1

ωi ωj exp{−[k1(gi) + k2(gj)] l}.
(3.33)

This implies that, by analogy with Eq. (3.26), the average intensity also satisfies the
double quadrature seen in Eq. (3.33) [98] and it is expressed as (cf. Eq. (3.27))

Īη =
N
∑

i=1

N
∑

j=1

ωi ωjIgigj . (3.34)

In the case of a purely absorbing/emitting (nonscattering) medium, the RTE at an
overlapping band takes the form (cf. Eq. (3.31))

dIgigj
ds

= [k1(gi, φ1
) + k2(gj, φ2

)](Ībη(T )− Igigj), (3.35)

where φ
1
= (p, T, x1) and φ2 = (p, T, x2).

The direct integration approach is applicable to any number of species, M , in the mix-
ture. Since the multiplication property, Eq. (3.21), is known to be very accurate when
compared to LBL transmissivity calculations, the direct integration approach can be
used as a benchmark method to validate various approximate models for handling over-
lapping bands. The most serious disadvantage of this approach is that it requires NM

evaluations of the RTE, Eq. (3.35), to obtain the average narrow band intensity from
Eq. (3.34).
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3.3.3.2 Summation Approach

The summation approach3 is an approximate method which relies on the assumption
that the reordered absorption coefficient of all species can be added up, as in the case
of a monochromatic absorption coefficient. Therefore, the total (reordered) absorption
coefficient at the quadrature point gj, kmix(gj), is the sum of the individual absorption
coefficients, i.e.

kmix(gj) =
M
∑

i=1

ki(gj), (3.36)

where M is the number of absorbing gases.

The advantage of this method is that gas mixtures can be treated as a single gas, and
therefore, only N evaluations of the RTE, Eq. (3.30) or (3.31), are required for each
narrow band. The average intensity is calculated using Eq. (3.27).

3.3.3.3 The Mixing Model of Modest and Riazzi

Modest and Riazzi [107] proposed a new narrow-band mixing model that is intended
for obtaining the k vs. g distribution of a gas mixture from the individual component
k–g distributions. The model can mathematically be derived as follows.

Consider a binary mixture of gases. Suppose that the individual absorption coeffi-
cients are statistically uncorrelated – or, to be more precise – independent random
variables. Then the mixture k-distribution is the convolution of the individual species
k-distributions,

fmix(k) = f1(k) ∗ f2(k), (3.37)

where the property was used that the PDF of the sum of two independent random
variables X and Y is the convolution of their individual PDFs, i.e fX+Y = fX ∗fY .
By applying the convolution theorem, one can write:

L{fmix(k)} = L{f1(k) ∗ f2(k)} = L{f1(k)} · L{f2(k)}, (3.38)

where L denotes the Laplace transform operator.

3In the work by Liu et al. [125], this approach is called the uncorrelated method, whereas the
previously described direct integration approach is called the correlated method (though it is based on
the uncorrelated assumption).
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Since the definition of the mean transmissivity,

τ̄ =

∞
∫

0

e−klf(k) dk, (3.39)

is also the definition of the Laplace transform of f(k) [107], Eq. (3.38) becomes

L{fmix(k)} =

∞
∫

0

e−k1lf1(k) dk1

∞
∫

0

e−k2lf2(k) dk2. (3.40)

In terms of the cumulative k-distributions, Eq. (3.40) can be expressed as

L{fmix(k)} =

1
∫

g1=0

1
∫

g2=0

e−[k1(g1)+k2(g2)] l dg2 dg1. (3.41)

Using the Laplace transform integration property one obtains

L







k
∫

0

fmix(k
′) dk′







=

1
∫

g1=0

1
∫

g2=0

e−[k1(g1)+k2(g2)] l

l
dg2 dg1 = L{gmix(k)}. (3.42)

The mixture cumulative k-distribution is determined from Eq. (3.42) by taking the
inverse Laplace transform, i.e.

gmix(kmix) = L−1







1
∫

g1=0

1
∫

g2=0

e−[k1(g1)+k2(g2)] l

l
dg2 dg1







. (3.43)

Since the inverse Laplace transform is a linear operator, Eq. (3.43) becomes

gmix(kmix) =

1
∫

g1=0

1
∫

g2=0

L−1

{

e−[k1(g1)+k2(g2)] l

l

}

dg2 dg1. (3.44)

The inverse Laplace transform of X(s) = e−τs/s is the delayed unit step function, i.e.
x(t) = L−1{X(s)} = H(t − τ), with H being the Heaviside step function. Therefore,
Eq. (3.44) reduces to

gmix(kmix) =

1
∫

g1=0

1
∫

g2=0

H(kmix − [k1(g1) + k2(g2)]) dg2 dg1. (3.45)
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It can easily be shown that

1
∫

g2=0

H(kmix − [k1 + k2]) dg2 = g2(kmix − k1), (3.46)

so that the mixing model by Modest and Riazzi takes its final form:

gmix(kmix) =

1
∫

g1=0

g2(kmix − k1) dg1. (3.47)

This expression can be extended to mixtures comprising any number of species (see
[107]). However, for the case of M > 2, it is more practical to use it in a recursive
manner.

Exact mixing of k-distributions can never be done because the reordering process oblit-
erates any spectral information. Nevertheless, the mixing model by Modest and Riazzi
results in virtually no error, as will be shown further in Section 3.5. A disadvantage of
the model is that, whilst decreasing the number of RTE evaluations from NM to N , it
requires additional calculation effort to perform mixing.

3.3.4 CK vs. SNB

Table 3.1 summarizes the differences between the CK and SNB models. It is assumed
in the table that M = 2 (number of species) and N = 8 (number of quadrature points
in CK).

As can be seen from Table 3.1, the CK method is superior to the SNB models in many
respects (see also Modest [23]). With respect to the treatment of medium inhomogene-
ity, the CGA employed in the SNB models is similar to the assumption of correlated
spectra involved in the CK method (cf. Eqs. (3.16), (3.17), (3.28), and (3.29)). Both
models perform equally well as long as severe spatial inhomogeneities in total pressure,
temperature, and component gas mole fraction are not encountered. On the other hand,
the SNB models require less computational cost than the CK method. Note however
that, for a band of 25 cm-1, LBL calculations with a wavenumber step of 10−3 cm-1

would require 25× 103 RTE evaluations.
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Table 3.1: Comparison of the CK and SNB models

Criterion SNB models CK method
Radiative property Transmissivity τ̄ Absorption coefficient k
RTE solution method RT Arbitrary
Compatibility with scattering No Yes
Voigt broadening regime Eq. (3.9) or (3.10) Directly applicable
Narrow band width, cm-1 < 50 6∼250
Number of RTE evaluations M = 2 NM = 64,minN = 8
Inhomogeneity treatment CGA CK approximation

3.4 Implementation of the CK Method

Unlike the SNB models whose parameters are only temperature dependent (at a given
wavelength), k-distribution methods require the values of the reordered absorption co-
efficient that are generally functions of temperature, total pressure, and species mole
fraction.

The easiest way to obtain the (reordered) absorption coefficients is to use the inverse
Laplace transform applied to the average transmissivity given by the SNB model of
Malkmus [98]. The CK method in conjunction with such generated absorption coeffi-
cients is referred to as the statistical narrow-band correlated-k (SNBCK) model [82,
125, 128, 129]. For instance, Dembele and Wen [130] suggested a SNBCK scheme based
on a 5-point Gauss-Legendre quadrature and on the optimized set of SNB parameters
due to Soufiani and Taine [83] containing 43 spectral narrow bands of variable width.
This approach was referred to as “FAST CK”.

On the other hand, when the SNB based CK methods are employed, intrinsic inac-
curacies involved in the SNB model generation are automatically transferred to CK
calculations, regardless of the fact whether the SNB model parameters are fitted or
definition-derived. Therefore, it seems preferable to construct k-distributions directly
from a spectroscopic database.

In the present work, the SNBCK method will thus not be used. The k–g data for CK
calculations will be retrieved from the narrow-band k-distribution database due to Wang
and Modest [131]. A portable spectral module called Spectral Radiation Calculation
Software (SRCS) will be employed.

3.4.1 Narrow-Band k-Distribution Database

Wang and Modest [131] have constructed an accurate and compact database of narrow-
band k-distributions for H2O and CO2. In this database, the k–g distributions for H2O
are based on and derived from the HITEMP spectroscopic database (an edition prior to
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HITEMP2010). The k–g distributions for CO2 are generated based on the CDSD-1000
data.4

The k-distribution data are stored in the database for a variety of pressures (up to
30 bar), temperatures (from 300 to 2500 K, every 100 K), and species mole fractions
(0 – 1, every 0.25). In the range 300 – 4000 cm-1, a spectral resolution of 25 cm-1 is used.
In order to obtain an arbitrary gas state k–g distribution, various interpolation schemes
in p–T–x space are available. Also, a scalable quadrature scheme (see Table 3.2 below)
is realized in the database using a fixed-g concept.

3.4.2 Application of the SRCS

The k-distribution database has been implemented in the SRCS package developed
by Pal et al. [133, 134]. The SRCS includes all state-of-the-art k-distribution methods
and the LBL method. The source code is available, so that the user is able to run
these methods as part of another application. This software is basically aimed for full-
spectrum k-distribution-based calculations during the solution of combustion problems.
Nevertheless, it can be applied to moderate resolution narrow-band simulations.

In order to use the SRCS in conjunction with JERAD (see Appendix D), which is a
narrow-band radiation calculation software program, the narrow-band single-group data
retrieval module of SRCS has been improved by declaring new global variables, modi-
fying some functions and subroutines, etc. Since the SRCS is a Fortran-based software
package, a C/C++ application programming interface (API) containing “wrapper rou-
tines” for the narrow-band data retrieval module has been developed. This API provided
coupling between the SRCS and the C-based JERAD code on Linux platforms, thereby
ensuring an accurate and robust procedure for obtaining k vs. g distributions from the
narrow-band database of Wang and Modest for performing CK calculations.

3.4.3 Quadrature Scheme

The Gauss-Lobatto and Gauss-Legendre quadrature schemes are generally used for the
numerical evaluation of the integrals in Eqs. (3.27), (3.34), and (3.47) [82, 83, 135]. The
k-distributions in the SRCS database are however tabulated based upon a Gaussian
quadrature with the abscissas that are zeroes of the Chebyshev polynomial of the second
kind of the nth rank (see [131] for more detail). This quadrature is open at one end
(g = 1) but closed at the other (g = 0). The quadrature is scalable that allows one to
choose the number of quadrature points desired for a certain calculation. The number
of quadrature points available is 2, 4, 8, 16, etc., with 16 being the minimum number of
the points tabulated. The quadrature points and weights are given in Table 3.2.

4Recently, Cai and Modest [132] updated the narrow-band k-distribution database by using
HITEMP2010, including more species, and increasing the tabulated temperature range up to 4000 K.
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Table 3.2: Numerical quadrature points and weights

Abscissas gi
Weights ωi

N = 2 N = 4 N = 8 N = 16
0.000000 0.333333 0.180952 0.094283 0.048112
0.098017 — — — 0.099653
0.195090 — — 0.200357 0.094337
0.290285 — — — 0.095898
0.382683 — 0.393464 0.173631 0.088751
0.471397 — — — 0.088533
0.555570 — — 0.171016 0.079680
0.634393 — — — 0.077839
0.707107 0.666667 0.247619 0.131113 0.067473
0.773010 — — — 0.064227
0.831470 — — 0.116749 0.052600
0.881921 — — — 0.048218
0.923880 — 0.177965 0.067639 0.035639
0.956940 — — — 0.030413
0.980785 — — 0.045212 0.017279
0.995185 — — — 0.011348

3.4.4 Samples of k–g Distributions

Figs. 3.5(a) and (b) show examples of k–g distributions for CO2 and H2O derived from
the database [131] using the SRCS retrieval routines. For the demonstrative purpose, the
k–g data are plotted together with the corresponding monochromatic absorption coeffi-
cient obtained using the SPECTRA system [122]. The LBL spectra for water vapor were
obtained from the same version of the HITEMP spectroscopic database that was ap-
plied to the k-distribution generations in [131]. The CDSD-1000 spectroscopic database
was used for the carbon dioxide spectrum simulation. A mixture of the first four CO2

isotopologues with their natural abundance was considered. In the figures, the data are
demonstrated for the 16-point quadrature. The 17th point (for which the quadrature
weight is zero) is used for the evaluation of the maximum absorption coefficient inside
the narrow band.

The kmix vs. gmix distributions for a CO2–H2O–air mixture across a part of the 2.7-µm
overlapping band (between 3575 and 3725 cm-1 every 25 cm-1) are demonstrated in
Fig. 3.6. To illustrate the results of using the gas mixture treatment methods (discussed
in Section 3.3), the (k–g)mix distributions were assembled from the CO2 and H2O indi-
vidual k–g distributions (shown by the red and cyan lines, respectively). The summation
approach, Eq. (3.36), and the mixing model, Eq. (3.47), were used. As seen from Fig. 3.6,
the kmix computed using Eq. (3.36) is always underestimated at small k-values and over-
estimated at large k-values when compared to the kmix given by Eq. (3.47).
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Figure 3.5: Samples of k vs. g distributions of (a) CO2 and (b) H2O derived from the narrow-
band single-group k-distribution database of SRCS [131]. The corresponding monochromatic
absorption coefficient was computed using SPECTRA Information System [122]. The data are
for 6% CO2 and 6% H2O in nitrogen at 1 atm and 300, 500, and 700 K
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Figure 3.6: k–g Distributions for a CO2–H2O–air mixture at 1 atm and 500 K for six 25-
inverse-cm-width bands near 2.7 µm: (a) 3575 – 3600 cm-1, (b) 3600 – 3625 cm-1, (c) 3625 –
3650 cm-1, (d) 3650 – 3675 cm-1, (e) 3675 – 3700 cm-1, (f) 3700 – 3725 cm-1. The mixture k–g dis-
tributions obtained from the mixing model by Modest and Riazzi are compared with those
computed as the sum of k-values of the individual components
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3.5 Assessment of the CK Method

The CK method applied to aero-engine plume signature prediction problems has been
first investigated by Sventitskiy and Mundt in [136]. Among other things, they demon-
strated that the 8-point quadrature scheme (see Table 3.2) results in very minor differ-
ences in intensities when compared with the 16-point quadrature. Therefore, the 8-point
quadrature scheme will be applied to all CK computations performed in this study.

Within this section, the CK method implemented in the current research will be assessed
with respect to accuracy by comparison with exact LBL solutions. The methods for
handling overlapping bands will also be evaluated.

3.5.1 1D Test Problem

Since LBL computations of entire exhaust plumes are prohibitive, a 1D test problem is
suggested here. In this test problem, the spectral radiance leaving a single LOS passing
through the plume of a typical medium-bypass turbofan engine with a mixed exhaust is
calculated. The LOS of length 1.06 m consists of 54 isothermal and homogeneous slabs
with total pressure, temperature, and CO2 and H2O mole fraction distributions shown
in Fig. 3.7. The radiance values are computed at L = 0 m.
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Figure 3.7: Distributions of temperature, pressure, and species mole fractions along LOS in
the 1D test problem
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3.5.2 LBL Reference Data

The LBL solutions for the spectral radiance along the LOS are presented in Fig. 3.8
(which depicts high-resolution radiance spectra for the 6.3-µm band of H2O, 4.3-µm
band of CO2, and 2.7-µm band of CO2/H2O). Two types of spectra can be seen in
the figure, namely the synthetic spectrum and the convoluted spectrum. The latter
was obtained by using a rectangular slit function with a width of 25 cm-1 to allow
comparisons with CK results. Note that the LBL calculations were carried out using
the monochromatic absorption coefficients computed by means of the LBL routines of
the SRCS package. The same routines had been applied to construct the k-distribution
database [131].

3.5.3 Comparison with LBL Solutions

Fig. 3.9 compares the CK and LBL results. For the H2O 6.3-µm band and the CO2/H2O
2.7-µm band the error determined as

Error % = 100× Iη,CK − Iη,LBL

Iη,LBL
(3.48)

is less than 10%. For the CO2 4.3-µm band, the error is somewhat greater than 50%
near the band center. The use of the 16-point quadrature scheme (denoted as CK16 in
Fig. 3.9) reduces the error up to approximately 30%.

In realistic IR signature problems, however, significant errors produced by the CK
method near the CO2 4.3-µm band center are unimportant. In the 4.3-µm band, the cold
CO2 absorption is extreme in the band center, but it is transparent in the wings of the
hot CO2 radiation within the spectral regions 2212.5 – 2337.5 and 2362.5 – 2412.5 cm-1

(the so-called “red spike” and “blue spike”, respectively) [15, 118]. The CO2 emissions
from the band wings are therefore transmitted through the atmosphere and they can be
measured experimentally. This implies that rather the band wing spectral regions are
of interest where the CK method yields fairly accurate results (for moderately inhomo-
geneous media as in Fig. 3.7).
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Figure 3.8: LBL solutions for the 1D test problem in the spectral regions (a) 1250 – 2100 cm-1

(6.3-µm band of H2O), (b) 2200 – 2450 cm-1 (4.3-µm band of CO2), and (c) 3200 – 4200 cm-1

(2.7-µm band of CO2/H2O)
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Figure 3.9: Comparison of CK and LBL solutions for the 1D test problem in the spectral
regions (a) 1250 – 2100 cm-1 (6.3-µm band of H2O), (b) 2200 – 2450 cm-1 (4.3-µm band of
CO2), and (c) 3200 – 4000 cm-1 (2.7-µm band of CO2/H2O)
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3.5.4 Treatment of the 2.7-µm Overlapping Band

In Fig. 3.9(c), the CK spectral radiances have been computed using the “exact” direct
integration approach, Eq. (3.34). Fig. 3.10 shows the comparison between those radiance
values and the values computed by the summation approach and the mixing model due
to Modest and Riazzi, Eqs. (3.36) and (3.47).
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Figure 3.10: Spectral radiances in the 2.7-µm region leaving the LOS in the 1D test problem
computed using various models for gas mixtures

The comparison reveals that the summation approach, which is rather theoretically
unsound, results in significant errors (up to 20%) when compared to the basic direct
approach. The mixing model results agree well with those given by the direct approach
(maximum error limited to less than 2.5%). Therefore, the mixing model of Modest and
Riazzi will be used to treat gas mixtures in all plume IR emission simulations that will
be performed in Chapters 5 and 6 (and also in Appendix B).

3.6 Gray-Band Approximations

Gray-band models, unlike the SNB models and the CK method, approximate the com-
plicated spectral behaviour of the absorption coefficient across a narrow band by means
of the use of a single gray-gas value, κ̄. A number of such models utilizing the local
absorption coefficient have been proposed by Liu et al. [137].

Two gray narrow-band models called correlated-k gray (CKG) and statistical narrow-
band gray (SNBG) are suggested in the present study.5 These models also use the local
gas properties to estimate the local average absorption coefficient, but they differ from
the models developed in the work [137] with respect to the averaging method.

5The terms CKG and SNBG were introduced for the first time in the author’s work [138].
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3. Spectral Narrow-Band Modeling of Thermal Radiation

3.6.1 The CKG Model

The CKG model is based on narrow-band k–g distributions. The average absorption
coefficient for a mixture of gases is calculated as

κ̄mix =
N
∑

i=1

ωikmix(gi), (3.49)

where kmix(gi) is the linear absorption coefficient (expressed in cm-1) in the mixture
k–g distribution, ωi is the corresponding quadrature weight, and N is the number of
quadrature points.

3.6.2 The SNBG Model

For a gaseous mixture comprising M species, the narrow-band average absorption coef-
ficient given by the SNBG model is

κ̄mix = p

M
∑

i=1

xik̄i, (3.50)

where k̄i = S̄i/δ̄i is the ratio of the mean line strength to the mean line spacing for
each species denoted by the subscript i, p is the total pressure, and x is the species
mole fraction. The quantity k̄ is one of the SNB model parameters. A very similar
approximation was also introduced by Surzhikov in his paper [101].

The advantage of the gray narrow-band models is that they permit only one solution of
the RTE for every narrow band, whereas the CK method requires N solutions (provided
that k-distributions for the mixture are precalculated). Like CK (but not SNB), these
models can be used with an arbitrary RTE solution method. However, both the CKG and
SNBG models fall into the WLA category, as seen by comparing with Eq. (3.8).

3.7 Radiative Properties of Particles

Particles of primary interest in exhaust plumes are generally carbon (or soot) and alu-
minium oxide (Al2O3) [1, 15]. Soot particles may be formed in plumes (or, more specifi-
cally, in fuel-rich parts of flames) as a result of incomplete combustion of hydrocarbons.
The particles of Al2O3 are produced by combustion of solid propellants loaded with
metallic powdered aluminium. Particulate radiation can have a considerable impact on
the IR characteristics of the plume.

The main focus of the present work is on the numerical simulation of thermal radiation
from airbreathing jet engine plumes (as discussed further in Chapters 5 and 6). While
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Al2O3 particles are associated with solid rocket motor exhaust plumes, aero-engine ex-
hausts often contain soot particles. Therefore, the consideration of radiative properties
of solid particles is limited to the properties of small particles such as soot. This, of
course, does not influence too strongly the mathematical model and computer code for
plume signature predictions developed within this study. If it is needed, the radiative
properties of any particles can be incorporated in the code without loss of generality.
The analytical expressions commonly used to approximate the scattering phase function
are discussed in more detail.

3.7.1 Rayleigh Scattering

Rayleigh scattering holds for particles small enough that the particle size parameter
x = 2πa/λ, where a is the particle radius, is close to zero. In the limit of x → 0 the
particle absorption coefficient is [23]

κpη =
36πnk

(n2 − k2 + 2)2 + 4n2k2
fvη, (3.51)

where fv is the particle volume fraction, n and k are, respectively, the real part (refractive
index) and the imaginary part (absorptive index) of the complex index of refraction,
m = n − ik. The value for the absorption coefficient does not depend on particle size
distribution, but only on fv.

It is straightforward to show that the particle scattering coefficient can be evaluated
as

σsη = 4π
36n2k2 + [(n2 − k2 − 1)(n2 − k2 + 2) + 4n2k2]

2

[(n2 − k2 + 2)2 + 4n2k2]2
x3fvη, (3.52)

where a mean particle radius ā is assumed for the x value.

It can clearly be seen by comparing the equations given above that σsη/κpη ∝ x3. Since
x ≪ 1, it follows that σsη ≪ κpη, i.e. scattering may be neglected as compared with
absorption leading to βη ≈ κη.

3.7.2 Optical Properties of Soot

Soot particles are mostly spherical in shape and their size is generally small, ranging
in diameter from 5 to 80 nm [23]. For jet engine exhaust plumes, the soot particle
diameters of 10 to 22 nm [139] and 30 to 60 nm [140] have been reported. Therefore,
in the IR spectral range, the particles of soot fall into the Rayleigh scattering regime
obeying Eq. (3.51) for the absorption coefficient.
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Soot strongly emits thermal radiation in a continuous spectrum over the IR region [23].
A very considerable amount of attention has thus been given to soot optical con-
stants (see [23] and references therein). The correlations developed by Chang and
Charalampopoulos [141] are used in the present study to model radiation from nongray
absorbing particles. They define the values of n and k for flame soot as follows:

n = 1.8110 + 0.1263 lnλ+ 0.0270 ln2 λ+ 0.0417 ln3 λ, (3.53a)

k = 0.5821 + 0.1213 lnλ+ 0.2309 ln2 λ− 0.0100 ln3 λ, (3.53b)

where the wavelength λ is in µm. The expressions are valid for the wavelength range
0.4 µm 6 λ 6 30 µm.

3.7.3 Scattering Phase Function

The phase function Φ describes how radiation energy is redistributed in angular direc-
tions when scattering by particles occurs. The ratio Φ(~s ′, ~s )dΩ/4π can be interpreted
as the probability that radiation propagating in the direction ~s ′ and confined within
the solid angle dΩ′ is scattered through the angle Θ = arccos(~s ′ ·~s ) into the solid angle
dΩ around the direction ~s. The scattering phase function should therefore satisfy

1

4π

∫

4π

Φ(~s ′, ~s ) dΩ = 1. (3.54)

Eq. (3.54) is known as the normalization condition. It simply claims that the radiation in
the direction ~s ′ will be scattered into the solid angle of 4π with probability 1 [48].

Scattering is classified into two categories. These are isotropic and anisotropic scattering.
Isotropic scattering occurs if energy is scattered equally into all directions. In this case,
the scattering phase function is independent of the scattering angle Θ, or

Φ(µ) = 1, (3.55)

where µ ≡ cosΘ.

The most comprehensive approach to treat the anisotropy of scattering is to use the
complicated Mie scattering theory. This was done by Trivic et al. [142] who coupled Mie
equations for the evaluation of scattering phase function with the FVM for radiative
transfer predictions in a 2D rectangular enclosure.

The scattering phase functions derived from Mie theory, however, may undergo strong
angular oscillations which are somewhat inconvenient for radiation analysis. In order
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that this problem be addressed, several approximate anisotropic phase functions have
been suggested over the years. These approximate phase functions represent the exact
(Mie-scattering) phase functions by simpler expressions while retaining their anisotropic
characteristics.

In particular, the phase function for Rayleigh scattering is

Φ(µ) =
3

4
(1 + µ2). (3.56)

The Rayleigh phase function is symmetric with respect to forward and backward scat-
tered intensities.

For large particles with strong forward-scattering peaks, such as Al2O3, many authors
(see, e.g., [21, 143]) have used the Henyey-Greenstein phase function,

Φ(µ) =
1− µ̄2

(1 + µ̄2 − 2µ̄µ)3/2
, (3.57)

in which the average cosine of the scattering angle µ̄, known as asymmetry factor, is the
only measure of the scattering anisotropy, −1 6 µ̄ 6 1. The asymmetry factor is positive
when forward scattering dominates and negative when backward scattering dominates.
If µ̄ = 0, then the medium is isotropic. Fig. 3.11 shows the Henyey-Greenstein phase
function for µ̄ = 0.5 and µ̄ = 0.86 in comparison with phase functions for Rayleigh and
isotropic scattering.

In most problems, an arbitrary scattering phase function can be represented by a series
of Legendre polynomials Pn with argument µ [48],

Φ(µ) = 2µ̄δ(1− µ) + (1− µ̄)

∞
∑

n=0

(2n + 1)bnPn(µ), (3.58)

where the forward-scattering peak is treated separately (the so-called delta-Eddington
approximation). In Eq. (3.58), δ is the Dirac delta function and bn are the expansion
coefficients.

An example of treatment of general Mie-anisotropic phase functions by Legendre poly-
nomial expansions can be found in the work by Kim and Lee [144] who proposed four
approximate phase functions for some particle size parameters and complex indices of
refraction. These scattering phase functions are designated as F1, F2, B1, and B2 (where
the letters F and B indicate that the phase function has peak values in forward and
backward directions, respectively), and they are widely used in the literature to examine
the effects of anisotropic scattering [54, 60, 76, 142, 145].
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Figure 3.11: Comparison of Henyey-Greenstein, Rayleigh and isotropic scattering phase func-
tions

3.8 Summary

In this chapter, narrow-band methods for modeling of the spectral radiative properties of
molecular gases and particles have been considered. The “classical” SNB models, which
provide the average gaseous column transmissivity, were first overviewed. This included
giving consideration to the formulations of Goody and Malkmus, their extension to the
Voigt line broadening regime, and the CGA for the treatment of inhomogeneous paths.
The transmissivity multiplication property commonly used together with the SNB mod-
els for handling gaseous mixtures has been presented. The narrow-band k-distribution
method formulating the gas radiative properties in terms of the reordered absorption
coefficient was considered next. Two approaches used to address medium inhomogene-
ity, namely the scaled-k and correlated-k assumptions, were explained in detail. The
CK model was chosen to be employed in the present research as the basic narrow-
band model. Multicomponent gas mixture treatment methods used together with the
CK model, such as the direct integration approach, the summation approach, and the
mixing model originally developed by Modest and Riazzi, were mathematically substan-
tiated and derived. Principal differences between the SNB models and the CK method
were summarized. Details of the CK method implementation were outlined and exam-
ples of k–g distributions were given. The CK method has been assessed by comparing
its results with exact LBL solutions for a single LOS passing through a typical tur-
bofan engine plume. It was shown that the CK method yields the results with about
10% accuracy when compared to the reference LBL solutions (except for the center of
the CO2 4.3-µm band). It was also demonstrated by performing computations in the
CO2/H2O 2.7-µm band region that the mixing model of Modest and Riazzi results in
essentially no error in spectral radiance. Furthermore, the CKG and SNBG models were
suggested. These models approximate the complicated spectral behaviour of the realistic
absorption coefficient across a narrow band by using an average absorption coefficient
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value calculated based on local gas properties, thereby decreasing the number of RTE
evaluations required. And finally, the radiative properties of soot and anisotropic scat-
tering phase functions, such as the Henyey-Greenstein phase function, were presented
and analysed.
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Chapter 4

Turbofan Engine Exhaust Plume

4.1 Introduction

In the present work, the exhaust jet of a realistic turbofan engine mounted on high
speed subsonic aircraft is considered as an emitting plume. It is typical for such engines
that the hot core flow is mixed with the cold bypass flow such that increased thrust
and reduced acoustic noise are achieved. After being mixed by a forced mixer the flow
is expanded through a common nozzle [146–149].

In order to predict IR radiation originating from a participating medium such as an
exhaust plume, the distribution of gas-dynamic properties through the medium should
first be known, particularly static temperature and partial pressures of all species. In the
case of an exhaust plume at low altitude, the flow field modeling and the IR emission
prediction are two different, non-connected issues.

In principle, the temperature and species fields in the plume can be obtained from
calculations based upon a variety of approaches. While concentrating on radiation phe-
nomenon modeling, it is not unusual for some investigators to be, however, very ap-
proximate in modeling the plume flow. The division of a flow field into several coaxial
cylinders [25], within each of which the medium is assumed to be homogeneous and
isothermal, is an example of non-physical treatment for plume gas dynamics.

The lobed forced mixer makes the plume flow highly complex and essentially three-
dimensional. It is obvious that neither simplified jet flow models [41, 46, 150] nor 2D
simulations [5, 28] are appropriate for this particular jet flow. Approximate methods are
unable to capture many important flow features such as vortex structures downstream
of the mixer and, if present, shocks. This, in turn, deteriorates the radiation prediction
accuracy. Therefore, 3D CFD modeling has been performed in order to estimate the
plume flow accurately. The commercial Reynolds-averaged Navier-Stokes (RANS) solver
ANSYS FLUENT [151] was used.
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In the following sections, relevant details of the CFD modeling are outlined. The compo-
sition of the atmosphere and the exhaust gas composition are discussed. The tempera-
ture, pressure, and species concentration fields in the exhaust plume needed for thermal
radiation predictions are presented and analysed.

4.2 CFD Simulation with ANSYS FLUENT

4.2.1 Engine Operation Point

The maximum take-off (MTO) phase is the most vulnerable event against the IR threat
for civil airliners [9]. This operation point is therefore preferred to other phases of flight,
such as cruise, with respect to thermal radiation modeling.

A realistic case of turbofan operation, which corresponds to MTO conditions, is sim-
ulated in order to provide the distribution of thermophysical properties throughout
the exhaust plume for subsequent IR signature predictions. The ambient and engine
operating conditions at MTO are given in Table 4.1.1

Table 4.1: Ambient and engine operating conditions at MTO

Parameter Value
Free stream

Altitude, m 333.4512
Mach number 0.239
Ambient pressure, Pa 97381.59
Ambient temperature, K 295.98

Fan flow (cold)
Total pressure, Pa 168321.78
Total temperature, K 351.7

Core flow (hot)
Total pressure, Pa 150560.87
Total temperature, K 864.6

1The free stream conditions presented in Table 4.1 are those kept in flight that is hold in the
International Standard Atmosphere (ISA) (see, e.g., [152, 153] and references therein) at a given altitude
when the ground level temperature is assumed. The present case corresponds to ISA+10◦ day, i.e. the
ground level temperature is 298.15 K.
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4.2.2 Grid System

The computational domain adopted for the CFD simulation of the plume flow is similar
to that used in the work by Saegeler [148], but with an extended length of approxi-
mately 10 dj, where dj = 0.875 m is the jet diameter taken to be equal to the nozzle
exit diameter. Due to geometric reasons, a sector of 90 degrees has been considered.
The domain was meshed with a block-structured grid containing about 16 million cells.
The grid is shown in Fig. 4.1.

Figure 4.1: Block-structured grid used in the plume flow simulation

4.2.3 Boundary Conditions

Boundary conditions specified at the boundaries of the flow domain are of the following
types. At the flow inlets, namely core, fan, and free stream (Fig. 4.1), pressure inlet
boundary conditions were applied. The corresponding total pressure and total tempera-
ture values are given in Table 4.1. A pressure outlet boundary condition was used at the
outlet boundary at x = xmax, where the specified static pressure is equal to the ambient
pressure. The outer circular boundary was defined as a characteristic (pressure far-field)
boundary with the free stream static conditions from Table 4.1. The two side boundaries
of the domain were treated as periodic boundaries. All other boundary conditions were
set as no-flow (wall). Finally, for species transport calculations, mole fractions of species
constituting the exhaust gas and air were specified at the corresponding boundaries.
Tables 4.2 and 4.3 below summarize the air composition and the exhaust gas compo-
sition, respectively. The interested reader is also referred to the work [148] for further
details on boundary conditions used for the definition of CFD problems for jet flows
from turbofans.
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4.2.4 Solver Settings

The steady-state RANS solution for the jet flow was obtained by using the ANSYS
FLUENT pressure-based segregated solver [154]. The second-order upwind scheme was
chosen for the convection terms in all discretized transport equations. The SST k−ω
turbulence model was used with the default values assigned to the model constants. In
particular, the values for the turbulent Prandtl and Schmidt numbers were 0.85 and
0.7, respectively. The flow was assumed to be nonreacting (transport of passive scalar
species).

4.2.5 Calculation Sample

Fig. 4.2 shows the distribution of static temperature in the symmetry plane as calculated
with ANSYS FLUENT for the entire domain including the engine inner flow. However,
only a part of the overall flow solution is needed for plume radiation analysis. The
necessary data on plume thermophysical properties required to calculate IR emissions
should therefore be extracted from the CFD solution obtained over the entire flow
domain. This procedure and respective flow fields used as input for radiation calculations
are discussed separately in Section 4.4.

Figure 4.2: Distribution of static temperature in the CFD domain and the computational
domain adopted for radiation predictions
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4.3 Air and Exhaust Gas Compositions

4.3.1 Air Composition

The atmospheric model profiles, such as tropical, mid-latitude summer, mid-latitude
winter, sub-arctic summer, sub-arctic winter, etc. [155], specify atmospheric radiance
and transmittance which varies for different models through various concentrations of
species. This affects the plume IR emission transmitted through the atmosphere and
perceived by a detector [156].

Plume intrinsic radiation is predicted in this work, as discussed further in Section 5.1.
However, the air composition should be specified carefully because the combustion prod-
ucts, e.g., H2O, CO2, and CO, are also atmospheric constituents.

The model adopted in the work assumes the air composition which corresponds to mid-
latitude summer at zero altitude. The air constituents are eight principal gases encoun-
tered in the earth’s atmosphere. The composition of air is presented in Table 4.2.

Table 4.2: Gaseous composition of air

Species Symbol Amount (ppmv)
Nitrogen N2 774134.01
Oxygen O2 207661.12
Water vapor H2O 17810
Carbon dioxide CO2 392.6
Carbon monoxide CO 0.15
Others CH4 +N2O+O3 2.1242

The atmospheric constituents with very trace amount, like nitric oxide (NO), sulphur
dioxide (SO2), nitrogen dioxide (NO2), etc. [110, 157], are not considered in the model.
The noble gases are not taken into account as well. Consequently, the model dry air con-
stituents are, in order of decreasing concentration, nitrogen (N2), oxygen (O2), carbon
dioxide (CO2), methane (CH4), nitrous oxide (N2O), carbon monoxide (CO), and ozone
(O3). Note that, in the dry air, the latter five molecules are the most radiatively ac-
tive [155, 158], whereas nitrogen appears as only a trace spectral contributor [155].

The atmospheric model profiles mentioned above are mainly specified by water vapor.
The atmospheric concentration of H2O varies widely in space and time, typically within
the range 0-4% by volume [158, 159]. The concentration of CO2 can also vary by season
and location, but not as much as for water vapor [158].

In Table 4.2, the H2O concentration was calculated by means of a realistic relative
humidity value obtained for a summer day in the Airport of Krasnodar (45◦N), Russia.2

2July 19, 2012, 10 a.m., 24.9◦C, 759.5 Torr, RH 56% at altitude of 2 m. Weather archive in Krasnodar
(airport). http://www.rp5.ru/.
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The CO2 molecule concentration value is based on the annual mean data for 2012.3 The
CO value was taken from the MODTRAN report [155].

4.3.2 Exhaust Gas Composition

The well-known CEA code [160] was used to obtain a chemically equilibrium compo-
sition of combustion products. Jet A kerosene-type fuel was chosen for this particular
combustion problem at assigned pressure of 25 atm (pressure inside combustor). The
fuel injection temperature was taken to be equal to the ambient temperature. The ox-
idant was air at 778 K with the composition given in Table 4.2. When performing the
simulation, the air/fuel mass ratio of 44 was assumed (lean mixture).

The species mole fractions in the exhaust gas are summarized in Table 4.3. Note that,
according to measurements [161], the realistic CO value encountered in aircraft engine
exhausts is significantly higher than that given in the table. This is a consequence of
the chemical equilibrium assumption involved in CEA.

Table 4.3: Composition of exhaust gas

Species Symbol Mole fraction
Nitrogen N2 0.7566
Oxygen O2 0.1349
Water vapor H2O 0.0612
Carbon dioxide CO2 0.0461
Carbon monoxide CO 0.1951× 10−6

Others NOx +N2O+O3 1.1429× 10−3

4.4 Plume Flow Field

The objective of the present work is numerical modeling of plume intrinsic IR emissions.
As such, the plume is considered to be isolated from other sources of radiation such as
exhaust arrangement, turbine blades, etc. In order to allow radiative transfer to be
simulated solely within the plume medium, a separate computational domain for 3D
radiation modeling was adopted.

A sketch of the radiation domain is shown in Fig. 4.2 by the red box. The domain has
a length of 6.0 dj, where dj = 0.875 m, to fully occupy the region of the jet potential
core that emits the bulk of the plume radiation. In the directions perpendicular to the
jet axis, i.e. in the y and z coordinate directions, the domain has an equal length of
1.2 dj.

3P. Tans, NOAA/ESRL, and R. Keeling, Scripps Institution of Oceanography. Trends in atmospheric
carbon dioxide. www.esrl.noaa.gov/gmd/ccgg/trends/.

66



4. Turbofan Engine Exhaust Plume

CFD solutions for temperature, pressure, and concentration of each species in the plume,
but not in the entire flow domain, are of interest. These properties were obtained by
performing a linear interpolation from the CFD grid onto a 3D Cartesian grid used in
radiation calculations. The radiation domain discretization will be discussed further in
Section 5.2.

The distributions of static temperature and static pressure within the plume are shown
in Fig. 4.3, whereas the distributions of mole fractions of CO2 and H2O, which are
the most dominant radiatively active species in the exhaust gas (see Table 4.3), are
demonstrated in Fig. 4.4. The plume thermophysical properties shown are those after
performing the interpolation. It is worth noting that pressure is intentionally in atm
rather than in Pa. The standard atmosphere (atm) is a more convenient unit for radia-
tive transfer applications. Also note that the species fields are more diffusive than the
temperature field due to the difference in the turbulent Prandtl and Schmidt numbers
(see p. 64). The temperature, pressure and species profiles as shown in the figures will
be used as input data for plume IR radiation predictions that shall be discussed in
Chapters 5 and 6.
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Figure 4.3: Static temperature and pressure distributions in the plume
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Figure 4.4: Mole fraction distributions of CO2 and H2O in the plume
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4.5 Summary

In this chapter, a particular emphasis was placed on plume flow field modeling. The
exhaust plume of a real-life turbofan equipped with a forced mixer was simulated nu-
merically using the commercial CFD software ANSYS FLUENT. This simulation has
allowed the description of a true physical pattern of temperature and species distri-
butions in the plume, thus providing accurate input parameters for the subsequent IR
radiation calculations.
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Chapter 5

Gaseous Exhaust Plume IR

Emission Simulations

5.1 Introduction

Predictions of thermal radiation from exhaust plumes fall into two categories dependent
upon whether the distance between the plume and an observer (such as a ground-based
IR detector or a seeker head of an IR-guided missile) is short or long. If the observer
is located close to the plume, a detailed modeling that takes account of observer’s field
of view and its orientation and location with respect to the plume has to be carried
out [5, 162]. For long-range applications, the entire plume is effectively viewed from
an infinite distance [26]. All lines-of-sight through the plume are then parallel. For
the purposes of this chapter it is assumed that the plume is observed from an infinite
distance.

Due to space limitations it is beyond the scope of the present research to deal with
the plume IR radiation transmitted through the intervening atmosphere [156]. For all
cases studied within the framework of the work, the medium between the plume and
the observer is treated as radiatively nonparticipating.1 Factors such as radiation from
inner jetpipe walls and turbine blades, background sky emission, sunshine, etc., are not
taken into account. Consequently, the only considered phenomenon in this thesis is the
intrinsic (source) radiation of the plume.

The following sections seek to present and analyse the results of numerical simulations
of IR emissions from the exhaust plume of a typical full-scale turbofan engine considered

1The JERAD software (see Appendix D) has an option which permits inclusion of isothermal at-
mospheric paths into overall radiation transport pattern. Either spectrally correlated or uncorrelated
approaches can be used. The option is currently available for SNB calculations. One should however
recognise that neither SNB nor CK models are accurate enough for remote sensing applications [83].
For such problems, the statistical narrow-band fictitious gas (SNBFG) [105] and correlated-k fictitious
gas (CKFG) [135, 163] models provide an accurate estimation of radiation from hot gas through a long
cold path.
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previously in Chapter 4. In order to better validate the FVM, which is suggested in the
current work for solving plume radiation problems, the simulations within this chapter
are performed for purely gaseous exhaust. The results of computations of IR signatures
from the plume with nonscattering/scattering particles will be considered in the next
chapter.

In what follows, the 8-point quadrature scheme with the quadrature weights given in
Table 3.2 is applied in all computations using the CK method. A hybrid interpolation
in 3D p–T–x space2 is used to retrieve narrow-band k–g distributions for arbitrary gas
states that are not contained in the database of SRCS. The mixture of combustion
products with air is treated by utilizing the narrow-band mixing model by Modest and
Riazzi.

The definitions of the IR radiative properties used hereafter to assess radiation from the
plume can be found in Appendix A.

5.2 Simulation Setup

5.2.1 Definition of Observation Angles

It is typical for plume IR signature prediction problems that the plume position relative
to an observer is described by the aspect angle which is defined as an angle between
the plume centerline and LOS (see, e.g., [1]). The plume examined in the current work
is nonaxisymmetric. The plume emission direction is therefore specified by two angles,
namely the aspect angle θ and the roll angle ϕ (Fig. 5.1). The θ angle is measured from
the plume centerline (x-axis), whilst the ϕ angle is measured from the y-axis.

The angle definitions are identical to those used for the angular space discretization in
the FVM (as described in Section 2.5, p. 18). In this notation, the aspect and roll angles
are equivalent to the zenith and azimuth angles, respectively. By definition, control solid
angles do not vary with the observation angles when carrying out FVM computations.
All results presented below in this chapter were obtained with varying θ at ϕ = 90◦.

5.2.2 Computational Domain Discretization

Regardless of the RTE solver used, the rectangular domain introduced in Chapter 4 has
to be spatially discretized. It should however be understood that the purpose of this
discretization is fundamentally different for the RT solver and for the FVM solver.

The RT technique provides the plume IR emission in a particular direction by performing
RTE integration along many lines-of-sight through the plume. Thus, the spatial domain

2The hybrid interpolation scheme implies a bilinear interpolation in pressure–mole fraction space
and a spline interpolation in temperature space.
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Figure 5.1: Definition of the aspect angle θ and roll angle ϕ for plume observation

discretization is needed to obtain the distributions of thermophysical and radiative
properties along each LOS by means of an interpolation procedure such as IDW. On
the other hand, the RT algorithm implemented in JERAD performs in such a manner
that the rays (lines-of-sight) pass through the medium starting from the midpoints of
the boundary cell faces of the domain. The finer the spatial grid is, the more rays are
traced in a given direction.

The FVM solver is based on a control volume approach. The spatial domain is therefore
subdivided into control volumes over which the RTE is integrated to formulate the
discretization equations. Since the RTE is also integrated over control solid angles, a
directional (angular) discretization is required.

5.2.2.1 Spatial Discretization

The 6.0 dj × 1.2 dj × 1.2 dj domain, where dj = 0.875 m (see Section 4.4), is subdivided
into 372100 control volumes using a regular grid of 100× 61× 61 shown in Fig. 5.2.
The grid is nonuniform along the jet centerline that coincides with the x-axis of the
Cartesian coordinate system associated with the domain and becomes denser close to
the nozzle exit to enable better prediction of the IR radiation emitted by the hot jet
core.
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Figure 5.2: Computational grid for the exhaust plume IR radiation calculations

Since the grid is orthogonal it is well suited for the marching technique for solving the
RTE when the FVM is employed (see Section 2.6). The use of a nonorthogonal grid,
such as that adopted in the author’s work [47] for SNB computations, was found to be
computationally inefficient as the number of iterations required to achieve a converged
solution increases. This is especially critical for nonscattering problems (with black
boundaries) where only a single sweep across the grid is sufficient for each discrete
direction. Therefore, the grid shown in Fig. 5.2 will be used in all radiation simulations
performed in the present study.

5.2.2.2 Angular Discretization

The directional domain discretization of Nθ×Nϕ, where 0 6 θ 6 π and 0 6 ϕ 6 2π,
is utilized for all FVM based simulations. In this discretization, the total solid angle
of 4π is uniformly subdivided into discrete, nonoverlapping control (solid) angles. The
subdivisions of 3× 6, 5× 10, 7× 14, and 9× 18 will be used. It is readily seen that the
numbers of control angles in the θ and ϕ angular directions are chosen in such a manner
that the average solid angle direction vector sl (Eq. (2.9)) is always aligned with the
LOS when the plume is viewed broadside, i.e. at θ = 90◦ (see Fig. 5.1).

5.2.3 Boundary Conditions

All boundaries of the domain are assumed to be nonemitting and perfectly transparent.
The boundary conditions are therefore imposed as

Iη,0 = 0. (5.1)

Eq. (5.1) provides the intensity entering the boundary for using with the RT solver (first
term on the right-hand side of Eq. (2.6)). If the FVM solver is used, Eq. (5.1) defines
the intensity leaving the bounding surface that is black and cold (see Eq. (2.5)).
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5.2.4 Details on Spectral Modeling

5.2.4.1 Spectral Range and Radiatively Active Species

The IR signature calculations are carried out in the spectral range between 2 and 5 µm
(2000 – 5000 cm-1) which is of interest to practical applications [38]. For instance, for
military applications, the 3 – 5 µm atmospheric window is mainly used by IR seekers to
detect and track flying vehicles [3, 150].3

Within the spectral region of 2 – 5 µm, the major vibration-rotation bands are 2.7 and
4.3-µm of CO2, 2.7-µm of H2O (overlap with CO2), and 4.7-µm of CO. Additionally,
the 6.3-µm band of H2O contributes near 5 µm. Generally, for aircraft engine exhausts,
the IR emission is primarily dominated by the 4.3-µm band of carbon dioxide.

In the present study, only CO2 and H2O are considered as principal emitters in the
exhaust plume. Since CO is present in trace concentration in the plume (Table 4.3), it
does not contribute to the overall plume emission. Therefore, carbon monoxide was not
included in the calculations.4

5.2.4.2 Spectral Grids

Spectral grids used for the simulations are those on which the narrow-band model pa-
rameters are generated. The SNB model parameters are generated on grids of 25 cm-1,
except for the ONERA data set, where a spectral resolution of 5 cm-1 was used. Thus,
in the spectral range modeled, a uniform grid of 121 nodes is used for SNB model calcu-
lations based on the data from EM2C and NASA. The ONERA data based calculations
required a uniform grid of 605 nodes.

All CK calculations in this work are based on the k-distribution database by Wang and
Modest [131]. In the spectral range 2000 – 4000 cm-1, k-distributions in the database
are tabulated with a resolution of 25 cm-1. In the range 4000 – 5000 cm-1, the data are
tabulated for narrow bands of 50-inverse-cm-width each. Consequently, a spectral grid
of 101 nodes is employed when using the CK method. Note that the nodes (narrow band
centers) of this grid are shifted by 12.5 cm-1 relative to the SNB grid nodes in the range
2000 – 4000 cm-1.

3The 3 – 5 µm atmospheric window is generally used for the detection of hot spots such as jet
exhausts. Another window, namely 8 – 12 µm, is better suited for detecting emissions from large surface
areas at lower temperatures.

4Inclusion of carbon monoxide and/or other emitters in a more general case for radiation calculations
is straightforward using JERAD. It is specified by the user’s input; no source code modifications are
required.
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5.3 SNB Model Simulations

Transmissivity-based SNB models (described in Section 3.2) have been used over the
last decades as the basic approach to narrow-band simulations including those intended
for radiation signature predictions [1, 15]. SNB results are therefore included in this
work for completeness and comparison.

The total plume IR emission obtained by integration of the radiance values over the
visible plume’s surface and over the full spectral interval from 2000 to 5000 cm-1 is shown
in Fig. 5.3 as a function of aspect angle θ varying between 90 and 0 deg at ϕ = 90◦. The
aspect angle of 90 deg corresponds to the plume viewed broadside, whereas the angle of
0 deg corresponds to the plume viewed backside (Fig. 5.1 of Section 5.2). Since the IR
radiation is modeled without taking into account any external radiation sources, such
as inner jetpipe walls, the radiant intensity values decrease with decreasing θ.
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Figure 5.3: Polar plot of plume radiant (total) intensities calculated using the WLA and
SNB models with various model parameters in the spectral range 2000 – 5000 cm-1

The five curves presented in the polar plot of Fig. 5.3 were obtained using the WLA
(Eq. (3.8)) and the Goody and Malkmus models extended to the case of nonuniform
gaseous media by means of the CGA (Eqs. (3.11) and (3.12)).5 The SNB model pa-
rameters due to NASA (which is actually a combination of the parameters tabulated
in the NASA handbook by Ludwig et al. [102] for H2O and in the work by Khmelinin
and Plastinin [114] for CO2), EM2C (both 1997 [83] and updated 2012 [116] versions),
and ONERA [117]6 were used.7 The RTE solution for each LOS through the plume was
obtained by the RT solver applied to Eq. (3.1).

5Approximations allowing the extension of SNB models to the case of Voigt broadening regime (given
by Eq. (3.9) or (3.10)) were not used in the present calculations. The reason for this is that collision
broadening is the only mechanism affecting radiative transfer under gas conditions in the plume [164].

6The data on SNB parameters were kindly provided by P. Perez of ONERA. Personal communica-
tion, July 8, 2011.

7Each set of data was used along with the model for which this set had been specifically generated,
thereby providing the proper use of adjusted parameters such as δ̄′.
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The Malkmus model is known to be the most accurate for polyatomic molecules [23, 106].
The updated parameters of EM2C [116] (designated as EM2C-12 in Fig. 5.3), which are
based on the data of CDSD-4000 for CO2 and HITEMP2010 for H2O, are believed to
be the most reliable. Therefore, the combination EM2C-12/Malkmus will be considered
as a reference model in the discussion below.

As can be seen from Fig. 5.3, the difference between the SNB results is insignificant. The
WLA overpredicts the radiation emitted from the plume by about 15% for θ varying
from 0 to 40 deg.

Table 5.1 demonstrates the total intensities with regard to the case of the broadside
viewed plume. The intensities were obtained by integrations over the entire spectral
range 2000 – 5000 cm-1 as well as over the bands 2200 – 2450 cm-1 (4.3-µm band of CO2)
and 3200 – 4200 cm-1 (2.7-µm overlapping band of CO2 and H2O). The corresponding
deviations determined by comparison with the EM2C-12/Malkmus results are summa-
rized in Table 5.2.8

Table 5.1: Comparison of predictions of band intensities (in W/sr) using the WLA and SNB
models, aspect angle 90 deg

Model
Spectral range, cm-1

2000 – 5000 2200 – 2450 3200 – 4200
EM2C-12/WLA 48.46 36.32 9.98
EM2C-12/Malkmus 49.46 41.28 6.32
EM2C-97/Malkmus 48.96 40.72 6.35
ONERA/Malkmus 49.03 39.74 7.47
NASA/Goody 48.84 40.13 6.88

Table 5.2: Relative deviations associated with the WLA and SNB calculations of band in-
tensities presented in Table 5.1

Model
Spectral range, cm-1

2000 – 5000 2200 – 2450 3200 – 4200
EM2C-12/WLA -2.022% -12.02% 57.91%
EM2C-12/Malkmus 0.000% 0.000% 0.000%
EM2C-97/Malkmus -1.011% -1.357% 0.475%
ONERA/Malkmus -0.869% -3.731% 18.20%
NASA/Goody -1.254% -2.786% 8.861%

8Percentage deviation determined by comparison with EM2C-12/Malkmus is

Deviation % = 100× J − JEM2C-12/Malkmus

JEM2C-12/Malkmus

,

where J is the radiant intensity.
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It follows from Tables 5.1 and 5.2 that, in the range 2000 – 5000 cm-1, the prediction
accuracy (absolute deviation value) is limited to 2.02%. Nevertheless, for the band
3200 – 4200 cm-1, the maximum error (deviation) reaches as much as 18.2% in the SNB
calculations and 57.9% in the WLA calculations. At the same time, the error resulting
from the use of the old EM2C parameters (EM2C-97) does not exceed 1.36%. Note
also that Table 5.1 confirms the CO2 molecule to be the dominant radiator in the
plume.

The difference between the predictions becomes more obvious when considering spectral
radiant intensities plotted versus wavenumber. Such spectra, which are demonstrated in
Fig. 5.4, exhibit the IR radiation emitted by the plume in a particular viewing direction
(in Fig. 5.4, the spectra for θ of 90, 40, and 0 deg are presented). Figs. 5.4(a), (c),
and (e) show the emission band of CO2 near 4.3 µm, whilst Figs. 5.4(b), (d), and (f)
show the emission band of CO2 and H2O near 2.7 µm. The spectra are plotted with
a spectral resolution of ∆η = 25 cm-1. This spectral resolution is used in the SNB
parameters from NASA and EM2C. The ONERA parameters are generated with a
spectral resolution of 5 cm-1. The spectra obtained using the ONERA parameters have
therefore been degraded to 25 cm-1 to match the results based on the parameters of
NASA and EM2C.

As can be seen from Fig. 5.4, the WLA fails to predict the plume radiation in both
the bands, except near 2325 cm-1 at θ = 0◦. The Goody model combined with the old
parameters from [102, 114] agrees reasonably well with the Malkmus model used along
with the EM2C and ONERA parameters. Nevertheless, an error up to 17% occurs in
the spectral range 2250 – 2300 cm-1 (“red spike” region). In the important range near
2400 cm-1 (“blue spike” region), the use of the CO2 parameters by Khmelinin and
Plastinin [114] results in a strong underprediction of the intensity values.

The CO2 emission spectra near 4.3 µm predicted by the Malkmus model using the
SNB parameters of EM2C and ONERA match each other very well. In the computa-
tions based on the ONERA parameters, the intensities are however overpredicted in
the spectral region between 3400 and 4000 cm-1 where the CO2 and H2O molecules
absorb together. This is most likely due to the fact that the parameter γ̄ from ONERA
is assumed to be independent of species mole fraction. In the ONERA parameters,
the γ̄ values have been computed directly from the spectroscopic database [117] using
Eq. (3.4) and then tabulated along with the k̄ and δ̄′ values. Reference mole fraction
for γ̄H2O is 0.4 that is much greater than the H2O mole fraction encountered in the
plume (see Fig. 4.4). Unlike the parameters of ONERA, the EM2C parameters assume
constant values of γ̄ across bands, but these values do depend on mole fraction. This
is particularly critical in the case of water vapor for which self-collision line broadening
is about six times greater than foreign gas broadening [98, 102]. Consequently, an over-
estimation of the reference molar fraction for H2O results in an increase in the plume
IR emission, as can be seen in Figs. 5.4(b), (d), and (f) by comparison with the spectra
calculated using the EM2C parameters.
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Figure 5.4: Comparison between the WLA and SNB models using various model parameters
for plume spectral radiant intensities in the spectral ranges 2200 – 2450 cm-1 (4.3-µm band of
CO2) and 3200 – 4200 cm-1 (2.7-µm band of CO2/H2O) for three aspect angles: (a) 4.3-µm
band, θ = 90◦, (b) 2.7-µm band, θ = 90◦, (c) 4.3-µm band, θ = 40◦, (d) 2.7-µm band, θ = 40◦,
(e) 4.3-µm band, θ = 0◦, (f) 2.7-µm band, θ = 0◦
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It is worth noting that the difference between the SNB calculations based on the old
EM2C parameters (EM2C-97) [83] and on the updated EM2C parameters (EM2C-
12) [116] reaches as much as 35% in the “blue spike” region. As pointed out by Rivière
and Soufiani in [116], this difference simply reflects the differences between earlier and
new spectroscopic data that have been utilized to generate the SNB parameters. The
difference increases with gas temperature [116].

Station radiances in the plume as functions of the scaled axial position x̃ = (x −
xmin)/(xmax − xmin) are shown in Fig. 5.5. Three narrow bands located in the CO2

“blue spike” region, which is typically used for detection purposes [161], are considered.
The corresponding 2D radiance contours (plume IR images) are given in Figs. 5.6 to
5.8. The station radiances were obtained by integrating the Iη values both spatially
and spectrally, as explained in Appendix A. The radiance contours were obtained by
performing only spectral integrations over ∆η = 25 cm-1. Note that Figs. 5.6 – 5.8 show
the radiance distributions at the so-called object plane [19, 162] that is depicted in
light blue (but not in white) in Fig. 5.1. The demonstrated data correspond to the case
of the IR radiation emitted by the plume in the direction perpendicular to the x-axis
(Fig. 5.1).

As expected, the WLA significantly underpredicts the plume radiation in the bands
centered at 2350 and 2375 cm-1. In the band centered at 2400 cm-1, the radiation calcu-
lated by the WLA appears to be significantly overpredicted. The radiance distributions
are similar except for the band 2387.5 – 2412.5 cm-1 (see Fig. 5.8). In this band, the use
of various SNB model parameters can yield very diverse simulation results as seen in
the present computations by comparing with the IR image obtained using the EM2C-
12/Malkmus model. Note that the Goody model used along with the SNB parameters
coming from the first half of the 70’s resulted in zero radiance values (cf. Figs. 5.4(a),
(c), and (e)). This emphasizes the importance of using the SNB parameters based on
modern spectroscopic data, especially if the plume IR characteristics resolved spectrally
are required. In Figs. 5.6 and 5.7 remarkable is the radiation originating from hot spots
which occur in the plume due to mixing (see temperature distribution in Fig. 4.3).

The interested reader may also refer to the work by Sventitskiy and Mundt [47] for more
detail on plume IR radiation computations using the SNB models.

80



Normalized axial position

S
ta

tio
n 

ra
di

an
ce

, W
/(

sr
 m

)

0 0.2 0.4 0.6 0.8 1
0

0.4

0.8

1.2

1.6

2

EM2C-12/WLA
EM2C-12/Malkmus
EM2C-97/Malkmus
ONERA/Malkmus
NASA/Goody

(a)

Normalized axial position

S
ta

tio
n 

ra
di

an
ce

, W
/(

sr
 m

)

0 0.2 0.4 0.6 0.8 1
0

0.4

0.8

1.2

1.6

2

EM2C-12/WLA
EM2C-12/Malkmus
EM2C-97/Malkmus
ONERA/Malkmus
NASA/Goody

(b)

Normalized axial position

S
ta

tio
n 

ra
di

an
ce

, W
/(

sr
 m

)

0 0.2 0.4 0.6 0.8 1
0

0.4

0.8

1.2

1.6

2

EM2C-12/WLA
EM2C-12/Malkmus
EM2C-97/Malkmus
ONERA/Malkmus

(c)

Figure 5.5: Plume radiation as a function of normalized axial position using the WLA and
SNB models with various model parameters in three spectral ranges: (a) 2337.5 – 2362.5 cm-1,
(b) 2362.5 – 2387.5 cm-1, (c) 2387.5 – 2412.5 cm-1
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Figure 5.6: Comparison of plume radiance distributions using the WLA and SNB models,
θ = 90◦, spectral range 2337.5 – 2362.5 cm-1
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Figure 5.7: Comparison of plume radiance distributions using the WLA and SNB models,
θ = 90◦, spectral range 2362.5 – 2387.5 cm-1
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Figure 5.8: Comparison of plume radiance distributions using the WLA and SNB models,
θ = 90◦, spectral range 2387.5 – 2412.5 cm-1
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5.4 FVM Simulations

5.4.1 RT Benchmark Solution

A reference solution should first be obtained in order to assess the FVM capability of
modeling exhaust plume IR signatures. A natural choice to get a benchmark is to use
the RT technique. The solution obtained by integration of the RTE along a ray does not
suffer from discretization errors such as false scattering and ray effect that are intrinsic
to FVM.9 Therefore, results obtained with the RT solver can be used as a benchmark
with which the FVM data are to be compared.

The polar plot in Fig. 5.9 demonstrates the RT solver benchmark solutions for total
emission in the spectral range 2000 – 5000 cm-1. Since the FVM uses the absorption co-
efficient rather than transmissivity as fundamental radiative property, the RT solutions
were obtained using the CK method.
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Figure 5.9: Benchmark solutions for radiant intensity obtained by coupling the CK method
with the RT solver, spectral range 2000 – 5000 cm-1

In Fig. 5.9, the curves for four values of the scale factor χs introduced in Eq. (2.18) are
shown. Eq. (2.18) is intended to define the slab length that is actually a step size for
numerical integration along lines-of-sight through the plume. In other words, varying the
value for χs affects the integration error. The effect of χs (or equivalently, the number
of slabs along LOS) on the radiant intensity is particularly pronounced for the aspect
angle of 90 deg and becomes less pronounced when the plume is viewed at near θ = 0◦

as can be seen in the figure.

9Moreover, FVM calculations provide spectral intensities averaged over control solid angles. As will
be demonstrated below, the use of the average intensities is the reason for the appearance of “wiggles”
in a FVM solution when predicting plume IR radiation in arbitrary direction. Since the RT solution
takes account of the direction of characteristic propagation, it represents the physics with greater
fidelity [165], thereby providing an exact representation of the directional nature of plume radiation.
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Note that for χs > 1 some cells in the numerical grid can be missed when performing
interpolation to gain the distributions of thermophysical properties along lines-of-sight.
For instance, in the case of χs = 2, roughly each second cell in the grid is missed.
This explains a poor solution for χs = 2 when compared with the data obtained using
0 < χs 6 1.

In most situations a χs value of 1 is optimal, with exception of meshes with bad as-
pect ratio. For example, all simulations utilizing the SNB models in Section 5.3 were
performed with χs = 1. However, χs < 1 will be used in further calculations to provide
grid independent RT solutions.

5.4.2 Comparison with SNB Predictions

As mentioned earlier, the use of transmissivity-based band models for gas radiative
properties is the accepted technique to simulate IR signatures from exhaust plumes [1,
15]. The absorptivity (or equivalent black-line width) of a gas layer is not a linear
function of physical coordinate along a ray through a gaseous medium [48]. This means
that the transmissivity-based models, such as SNB, are not compatible with the FVM
for radiation transport. Since the FVM can naturally treat scattering without additional
approximations, it is superior to the RT method that is de facto the only approach to be
used in conjunction with the transmissivity-based models. To provide a solid spectral
modeling procedure, the absorption-coefficient-based CK method is suggested in the
present investigation for coupling with the FVM. The question then arises: if and by
how much results obtained by using the transmissivity-based and absorption-coefficient-
based band models differ from each other when the same RTE solver is employed?

Two calculations were carried out in order to answer this question. In the first calcu-
lation, the RT solver was used with the SNB model due to Malkmus, whereas, in the
second one, the CK method was employed. The radiant intensity from the plume as a
function of aspect angle and the relative percent difference between the data are shown
in Figs. 5.10(a) and (b), respectively.10 The difference is relative to SNB:

Relative difference % = 100× |JCK − JSNB|
JSNB

, (5.2)

where J is the radiant intensity.

The average relative difference between the CK and SNB predictions is 5.3%. Since the
RTE solution technique used to obtain the data is identical for both the calculations,
this difference is attributed to the spectral modeling only. Specifically, when compared
to the SNB model by Malkmus, the CK method underpredicts the radiant intensity
from the plume for all aspect angles investigated. The underprediction is likely due to
the fact that the CK method overestimates the correlations between spectral lines in
nonisothermal media.

10SNB and CK spectra have been compared in the paper [136].
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Figure 5.10: Comparison of CK and SNB (Malkmus model) predictions of radiant intensities
from the plume, spectral range 2000 – 5000 cm-1

Another factor contributing to the difference between the predictions could be that
the parameters, with which the models are implemented, are formally based on the
line parameters from various spectroscopic databases. Indeed, the SNB calculation was
performed using the updated parameters by EM2C [116]. These band model parameters
were generated from CDSD-4000 for CO2 and from HITEMP2010 for H2O. The CK
parameters (reordered absorption coefficients) were generated from CDSD-1000 for CO2

and from an earlier HITEMP edition for H2O (see Wang and Modest [131]).

In the general case, predictions based on band parameters obtained from various sources
are not comparable. The following arguments, however, justify the comparison between
the SNB and CK results shown in Fig. 5.10. The present calculations were carried out
for temperatures less than 1000 K (see Fig. 4.3). CDSD-1000 can be confidently used for
temperatures up to 1600 K [113]. Moreover, as has been demonstrated by Tashkun and
Perevalov [113], the difference between CDSD-1000 and CDSD-4000 simulated spectra
is marginal even at 2850 K, especially in the 2200 – 2400 cm-1 region. For H2O, the
earlier HITEMP1995 compilation had been fairly accurate for temperatures below and
around 1000 K, and hence the purpose of HITEMP2010 was to provide a water vapor
compilation for higher temperatures up to 4000 K [111].

It is therefore believed that the difference in radiant intensity seen in Fig. 5.10 is mostly
attributed to the assumptions involved in the CK method and SNB models. One should
not be thinking of the CK method as being worse than SNB models. These are two
fundamentally different approaches to narrow-band modeling. The CK method per-
forms with fair accuracy, provided that SNB data are treated as a benchmark. This
demonstrates that the CK method can equally be applied to IR signature problems,
and not just SNB which is a standard technique implemented in many codes such as
NIRATAM [6, 7, 118].
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5.4.3 CK Computations Using Various Angular Grids

Fig. 5.11 shows the plume radiant intensities obtained using the FVM coupled with the
CK method. In order to demonstrate how the discretization of the directional domain
affects the FVM solution, the results for four different solid angle grids, namely 3× 6,
5× 10, 7× 14, and 9× 18, are shown (see Section 5.2 for more detail on angular dis-
cretization). The benchmark solution of the RT/CK solver is shown by the red solid
line in the figure.
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Figure 5.11: Comparison of predictions of the FVM using various angular discretizations
with the RT solution for plume radiant intensity in the spectral range 2000 – 5000 cm-1

While being reasonably accurate, the FVM based solution appears to slightly “oscillate”
about the benchmark solution. The overshoots and undershoots are due to the fact that
the FVM is implemented with uniform intensity over each control solid angle, and so the
intensity in a specific observation direction is determined by assuming that it is identical
to the average value (given by FVM) which is hold throughout the entire control solid
angle. However, in FVM computations with uniform intensity over each control solid
angle, the radiation effectively concentrates along the center of the angle [78]. This
causes the plume radiative properties, which are truly directional, to be approximated
with first-order accuracy in direction leading to the “wiggles” seen in Fig. 5.11.

Fig. 5.12 depicts the situation more clearly. The intensity I(~s ) in the direction of obser-
vation defined by θ is approximated by the intensity I lP computed by FVM. The error
associated with this approximation is proportional to the angle between the center of
the control solid angle ∆Ωl (defined by (θ− + θ+)/2) and LOS. The red shaded area in
the figure shows this angle.

Accuracy of the FVM solution can be improved by increasing the number of control
solid angles. This strategy diminishes the error associated with ray effect and thus the
directional error discussed above. Table 5.3 summarizes the plume intensities integrated
over three spectral bands for the aspect angle of 90 deg (plume broadside view), whereas
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Figure 5.12: Schematic 2D representation to illustrate the error appearing in FVM predic-
tions of plume directional emissions

Table 5.4 summarizes the intensity values for the aspect angle of 0 deg (plume tail view).
Increasing the number of control solid angles from 18 (3× 6 grid) to 162 (9× 18 grid)
decreases the band average error in Table 5.3 from 2 to 0.18%, whilst the band average
error in Table 5.4 decreases from 51 to 27%.

Poor accuracy of the FVM in the direction θ = 0◦ can be explained by examining
Fig. 5.12 that depicts the case of Nθ = 7. In general, an increase of Nθ from 3 to 9 (i.e.,
when the angular space of 4π sr is broken up into 18, 50, 98 and 162 solid angles) results
in decreasing the red shaded area shown in Fig. 5.12. This in turn decreases the error
in prediction of the plume directional radiation. Since in this work the aspect angle θ is
always measured from the plume centerline (see Fig. 5.1) that coincides with the x-axis
of the coordinate system utilized to measure the zenith angle for angular discretization,
the aspect of 0 deg is a special case in which θ = θ−. This implies that the error for
θ = 0◦ decreases with increasing Nθ, however it never vanishes.

If the plume is observed broadside at θ = 90◦, the LOS direction ~s always coin-
cides with the center of a control angle (cross-hatched sector in Fig. 5.12) so that
θ = (θ− + θ+)/2. Consequently, the FVM provides the most accurate results as can be
seen in Table 5.3.

How the solid angle mesh refinement influences the FVM calculations is demonstrated
further in Fig. 5.13. This figure shows the plume spectra in the 2.7-µm band of CO2/H2O
and in the 4.3-µm band of CO2 obtained for various θ. As in Fig. 5.11, the spectra are
computed by the 3× 6, 5× 10, 7× 14 and 9× 18 FVM and compared with the spectra
computed by the RT method.

For θ = 90◦, Figs. 5.13(a) and (b), the FVM calculations match each other and the
benchmark solution very well. A minor inaccuracy of the 3× 6 FVM is solely due to
errors that arise from both the spatial and directional discretizations [77, 78, 80]. The
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Table 5.3: Band intensities (in W/sr) calculated using the FVM with various angular dis-
cretizations in comparison with the RT benchmark solution, aspect angle 90 deg

Model
Spectral range, cm-1

2000 – 5000 2200 – 2450 3200 – 4200
RT/CK 47.97 40.88 5.87
FVM/CK, 3× 6 48.48 41.02 6.14
FVM/CK, 5× 10 48.05 40.86 5.94
FVM/CK, 7× 14 47.93 40.82 5.88
FVM/CK, 9× 18 47.88 40.80 5.86

Table 5.4: Band intensities (in W/sr) calculated using the FVM with various angular dis-
cretizations in comparison with the RT benchmark solution, aspect angle 0 deg

Model
Spectral range, cm-1

2000 – 5000 2200 – 2450 3200 – 4200
RT/CK 7.93 5.11 1.877
FVM/CK, 3× 6 4.28 3.80 0.370
FVM/CK, 5× 10 4.91 4.23 0.514
FVM/CK, 7× 14 5.51 4.61 0.672
FVM/CK, 9× 18 6.13 4.98 0.843

FVM based spectra for θ = 40◦ depicted in Figs. 5.13(c) and (d) additionally contain
the directional error explained in Fig. 5.12 so that the difference between the RT and
FVM solutions becomes noticeable, especially when using the 5× 10 and 9× 18 angular
grids. Note that, on the given spatial grid (see Fig. 5.2), the 3× 6 FVM performs better
than the 9× 18 FVM. This is likely due to the interaction between the errors associated
with ray effects and false scattering which tend to compensate each other [78, 80] (see
also Section B.2). As expected, the FVM predictions for θ = 0◦ show large errors in
comparison with the RT predictions (Figs. 5.13(e) and (f)). These particularly large
errors for θ = 0◦ can also be attributed to the use of the step scheme which makes gas
optically thin, especially in the CO2 4.3-µm band (Fig. 5.13(e)).

The aspect angle of 90 deg is beneficial to FVM analysis because simulation results are
not affected by the directional error. Fig. 5.14 shows the radiance integrated along the
plume centerline as computed by the FVM with the four angular grids for θ = 90◦. The
computations were carried out in three spectral intervals between 2325 and 2400 cm-1

covering the 4.3-µm band center and the “blue spike” region. When compared to the
benchmark solution by RT, the accuracy of FVM increases with the number of control
angles, in particular, in the 2375 – 2400 cm-1 spectral range (Fig. 5.14(c)).

Plume IR images near 4.3 µm (spectral range 2325 – 2350 cm-1) are compared in
Fig. 5.15. Each image represents the spatial distribution of plume radiance at the object
plane (Fig. 5.1). It is easily seen that the FVM images at θ = 90◦ are almost indistin-
guishable and they are very similar to the benchmark image by RT. Insignificant error
caused by a small number of discrete solid angles is observed in the 3× 6 FVM solu-
tion.
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Figure 5.13: Comparison between RT and FVM using various angular discretizations for
plume spectral radiant intensities in the spectral ranges 2200 – 2450 cm-1 (4.3-µm band of
CO2) and 3200 – 4200 cm-1 (2.7-µm band of CO2/H2O) for three aspect angles: (a) 4.3-µm
band, θ = 90◦, (b) 2.7-µm band, θ = 90◦, (c) 4.3-µm band, θ = 40◦, (d) 2.7-µm band, θ = 40◦,
(e) 4.3-µm band, θ = 0◦, (f) 2.7-µm band, θ = 0◦
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Figure 5.14: Plume radiation as a function of normalized axial position using RT and FVM
with various angular discretizations in three spectral ranges: (a) 2325 – 2350 cm-1, (b) 2350 –
2375 cm-1, (c) 2375 – 2400 cm-1

92



5. Gaseous Exhaust Plume IR Emission Simulations

RT/CK RT/CK

FVM/CK, 3×6 FVM/CK, 3×6

FVM/CK, 5×10 FVM/CK, 5×10

FVM/CK, 7×14 FVM/CK, 7×14

FVM/CK, 9×18

0.00 0.90 1.80 2.70 3.60 4.50 5.40 6.30 7.20 8.10 9.00

Radiance, W/(sr m 2)

FVM/CK, 9×18

Figure 5.15: Computed distributions of plume radiances using the FVM with various angular
discretizations in comparison with the RT benchmark solutions at θ = 90◦ (left) and θ = 0◦

(right), spectral range 2325 – 2350 cm-1

The improvement of the FVM solution with increasing the number of control angles
Nθ ×Nϕ becomes clearly visible when changing the aspect angle from 90 to 0 deg.
For θ = 0◦, the directional error has a diffusion-like appearance that is clearly seen in
Fig. 5.15. While decreasing with increasingNθ×Nϕ, the error is not completely eliminated
even using the 9× 18 discretization. This effect is also very well seen in Fig. 5.13(f) and
in Table 5.4 for both spectral and integrated band intensities.

For the given spatial domain discretization, the 7× 14 FVM provided fairly accurate
results within a reasonable computational time. The angular discretization of 7× 14 will
therefore be used in all subsequent computations.
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5.4.4 Gray Narrow-Band Calculations

The results of FVM demonstrated in Fig. 5.11 and in Figs. 5.13 to 5.15 were obtained
using the CK method. Fig. 5.16(a) shows the plume IR radiation that is predicted
by coupling the FVM with gray narrow-band spectral models. The gray narrow-band
models are those of the CKG and SNBG formulations, as discussed in Section 3.6. The
mean absorption coefficient is dependent on local gas properties and calculated inside
each narrow band using Eq. (3.49) for CKG and Eq. (3.50) for SNBG.
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Figure 5.16: Comparison of radiant intensities from the 7× 14 FVM computations using the
SNBG, CKG and CK spectral models in the spectral range 2000 – 5000 cm-1

In comparison with the CK method, the use of the CKG and SNBG models enables a
decrease in computational time by a factor of about N (number of quadrature points,
N = 8 for the current calculations, see Table 3.2). On the other hand, these models
always generate errors that can be determined by comparison with CK as

Error % = 100× JCKG/SNBG − JCK

JCK

. (5.3)

Fig. 5.16(b) shows the CKG and SNBG errors as functions of aspect angle. The max-
imum error reaches as much as 22% for θ = 0◦, although it is less than 10% for θ
between 30 and 90 deg. The latter is not intended to imply that the gray models are an
acceptable approximation of CK.

Indeed, percentage errors shown in Fig. 5.16(b) are for intensities integrated over the
entire spectral range from 2000 to 5000 cm-1. The errors eliminate each other when per-
forming spectral integrations. This can clearly be seen in Fig. 5.17 in which a comparison
is done between the CK and CKG spectral intensities. When considered spectrally, i.e.
with J ≡ Jη in Eq. (5.3), the errors are very significant (overprediction by up to 193%,
see Fig. 5.17(d)).
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Figure 5.17: Comparison of spectral radiant intensities from the 7× 14 FVM computations
using the CKG and CK spectral models for three aspect angles: (a) 4.3-µm band of CO2,
θ = 90◦, (b) 2.7-µm band of CO2/H2O, θ = 90◦, (c) 4.3-µm band, θ = 40◦, (d) 2.7-µm band,
θ = 40◦, (e) 4.3-µm band, θ = 0◦, (f) 2.7-µm band, θ = 0◦
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Because of simplicity, methods based on gray-band approximation are very attractive
for use in engineering applications. For example, such methods have been studied by
Liu et al. [137] and applied by some researches to IR signature predictions [25, 101, 166–
168]. Nevertheless, since the fine structure of spectral lines effectively disappears when
the mean absorption coefficient is assumed, the gray-band approximation is accurate for
WLA conditions only, i.e. at xplk̄/β̄ ≪ 1 [98]. This is typically the case for aircraft com-
bustion chambers and rocket engines [98]. For gas conditions encountered in aero-engine
exhausts, the gray-band modeling approach leads to erroneous results in IR signature
calculations as demonstrated above by the example of the CKG and SNBG models.
Note that the use of CKG or SNBG may also lead to erroneous predictions of radiative
heat fluxes, an aspect that is confirmed in computations (see Section B.4).

5.5 Summary

A large number of calculations have been carried out in this chapter in order to demon-
strate that the FVM and the CK method are capable of accurately predicting IR emis-
sions originating from aircraft engine plumes. A purely gaseous exhaust comprising the
most important radiatively active species, carbon dioxide and water vapor, was con-
sidered. The consideration of a medium without scattering particles allowed FVM/CK
computational results to be first compared to and validated against those computed
by the RT technique and “traditional” SNB models. SNB calculations were performed
using the Goody and Malkmus models along with various SNB parameters. It was found
that the predicted plume IR radiation can differ significantly dependent upon the model
and/or parameters utilized, in particular, for plume IR spectra. A comparison of the
total intensities calculated by RT/CK with those computed by the most reliable of the
SNB models was conducted. This comparison revealed that the maximum difference
between the CK and SNB intensities does not exceed 5.3% on average. This confirms
the accuracy of the CK method applied to the calculation of thermal radiation emitted
by realistic aero-engine exhausts. In the FVM computations performed, a particular
emphasis was placed upon the investigation of the effects of angular discretization at a
given discretization of the spatial domain. Comprehensive analysis of the computational
results has shown that the discretization of 7× 14 gives reasonable solutions with re-
spect to accuracy and computational costs. Finally it was demonstrated that the use of
gray narrow-band models would appear to be a reason of significant errors. Such models
neglect the fine structure of spectral lines by simply using mean absorption coefficients.
When compared to the CK method, the CKG and SNBG formulations overpredict the
total plume IR emission by up to 14% and 22%, respectively. The relative error cal-
culated spectrally was found to be unacceptably large (up to 193% using CKG in the
spectral range 3200 – 4200 cm-1). It is therefore not recommended to replace the band
models, such as SNB or CK, by their gray-band approximation counterparts.
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Chapter 6

Prediction of IR Signatures from

Gas-Particle Plumes Using the

Finite Volume Method

6.1 Introduction

The conventional technique applied over the years to predict radiation from plumes relies
on the usage of IR band models. A number of difficulties associated with these models
constitute what is known as the band model–scattering incompatibility problem [11]. An
approach based upon the FVM is therefore proposed in the current work to accurately
incorporate the effects of scattering into predictions of IR radiation signatures from
nongray absorbing-emitting-scattering exhaust plumes.

The results of gas-particle plume IR signature calculations using the FVM computa-
tional procedure are presented in this chapter. As in Chapter 5, the plume is assumed to
be observed from an infinite distance at varying aspect angles. The same grid is utilized
for the spatial domain discretization. A total of 7× 14 control angles are used to dis-
cretize the angular space. The CK method is applied to model the radiative properties
of the mixture of exhaust gas with air.

Two different radiative signature calculation problems will be considered in this chapter.
In the first calculation, IR radiation from a realistic exhaust plume will be simulated nu-
merically. The realistic exhaust is a participating medium containing an inhomogeneous
and nonisothermal CO2–H2O–air–soot mixture with the amount of soot added to the
gaseous phase based on measurements available in the literature (the gas composition
is identical to that used in Chapter 5). In the second calculation, the amount of soot
present in the exhaust will be intentionally increased and “model” scattering particles
will be introduced. The latter serves to illustrate the effects of scattering on plume IR
emissions predicted by the FVM.
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6.2 Particles in the Plume

6.2.1 Soot Particles

It is assumed that soot obeys the same transport process as the gaseous phase. This
is a good assumption since the soot particles are usually very small. Consequently, the
soot volume fraction is defined by

f soot
v = f soot

v, j ξ, (6.1)

where f soot
v, j is the soot volume fraction at the nozzle exit and ξ is the mixture fraction

calculated based on the distribution of CO2 in the plume (see Fig. 4.4). Recent nonin-
trusive measurements [139] have shown that the average value for f soot

v, j is dependent on
aero-engine operating conditions and varies between 0.06 and 1.55 ppbv.

The following assumptions were made for the prediction of IR signatures from the plume
containing soot particles:

1. The optical properties of soot are those determined from Eq. (3.53) for flame soot.

2. Soot particles are present in the plume in the nonagglomerated form.

3. Soot particles are at the same temperature as the gas mixture.

The legality of the first assumption is not so obvious because the optical properties of
soot formed as a result of incomplete combustion of kerosene fuels may differ from the
properties of flame soot [139]. The last two assumptions are involved in most radiative
transfer predictions in gas-soot mixtures [23, 134].

6.2.2 Model Particles

In the model plume calculations, which will be discussed in Section 6.4, the scattering
coefficient for particles is obtained from the following equation:

σmodel
sη = ακsootpη . (6.2)

In this formula, α is a model constant introduced to vary the single scattering albedo
and κsootpη is the absorption coefficient calculated using Eq. (3.51) for soot. The use of
Eq. (6.2) preserves the scattering coefficient to be nongray.

Scattering coefficients given by Eq. (6.2) are used to demonstrate that the finite volume
radiation transport procedure is capable of calculating thermal emissions of exhaust
plumes with scattering particles. It must however be stressed that the treatment of the
scattering coefficient in such a very artificial manner is arbitrary and serves demonstra-
tive purposes only.
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6.3 Simulation of the Realistic Plume

In the case of the realistic exhaust it is assumed that soot is distributed within the plume
medium according to Eq. (6.1) with f soot

v, j = 0.25×10−9. This value is based on turbojet
exhaust measurements at take-off regime [139]. The medium is fully participating, i.e.
absorbing, emitting, and scattering. The soot’s absorption coefficient is calculated using
Eq. (3.51), whereas the scattering coefficient is determined by means of Eq. (3.52) with
the ā value of 25 nm. The scattering phase function is that for Rayleigh scattering
(Eq. (3.56)).
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Figure 6.1: Comparison of the predicted radiant intensities from the plume containing soot
particles with the pure exhaust gas mixture intensities in the spectral range 2000 – 5000 cm-1

Numerical results for the radiant intensity are shown in Fig. 6.1. To ease the analysis of
this particular plume case, the results for the non-sooty plume taken from Section 5.4
are shown in the figure as well.

The predictions for the soot-loaded plume and for the plume containing CO2 and H2O
as radiators and no soot are actually different from each other but the difference is
almost indistinguishable. This is very expected because soot is present in the medium
at low concentration levels, and also due to the fact that scattering from soot particles is
negligible in comparison to absorption. Therefore, the effects of soot on the IR radiation
are not important for real-life aero-engine exhaust situations, at least within the limits
of the assumptions made for the computations (see p. 98).

6.4 Model Plume Simulations

Soot volume fractions encountered in realistic aero-engine plumes have been found in
the previous section to be small enough to influence the IR radiation emitted by the
plume. Moreover, radiative scattering by soot particles can usually be neglected.
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Therefore, model situations are suggested here in order to demonstrate the benefits
of using the FVM based technique. In contrast to the realistic plume situation, the
model plume scenarios assume that soot particles are present in the plume in high
concentrations so that their impact on IR signatures becomes pronounced. Additionally,
rather than using Eq. (3.52), the scattering coefficient for model particles is obtained
from Eq. (6.2).

6.4.1 Effect of Particle Volume Fraction

The influence of an increase in particle (soot) volume fraction on the IR characteristics
of the plume is first assessed. The plume is assumed to be an absorbing-emitting but
nonscattering medium; that is, the gas and particle absorption/emission effects are only
included.

Fig. 6.2 depicts the plume radiant intensities versus aspect angle obtained by integration
over the spectral range 2000 – 5000 cm-1 for various particle concentrations in the exhaust
gas-particle mixture. In fact, an enhanced formation of soot in the combustion chamber
was reproduced by fictitiously increasing the amount of soot in the plume. As can be seen
from the figure, the aero-engine exhaust plume IR radiation is substantially enhanced
with the amount of soot. In particular, an increase in soot volume fraction by a factor of
103, i.e. from 0.25 ppbv to 0.25 ppmv, enhanced the plume radiant intensity on average
by 104%.
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Figure 6.2: Effect of volume fraction of nonscattering particles on the predicted plume radiant
intensities in the spectral range 2000 – 5000 cm-1

“Smoke” is one of the regulated pollutant emission standards for aircraft engines [140].
An increase in soot emission is an early indication of an engine malfunction. Such a
malfunction can thus be recognized through increased thermal radiation from the engine
exhaust.

Since the effects of scattering are not considered, the RT solver can also be applied
to the present calculations. As before, the RT solution is used to validate the FVM
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6. Prediction of IR Signatures from Gas-Particle Plumes

predictions. Radiant intensity overshoots and undershoots inherent in FVM solutions
are then readily seen in Fig. 6.2 for the particle concentration of 0.25 ppmv. These
oscillations have also been observed in the simulations for the purely gaseous exhaust
(see Fig. 5.11 of Section 5.4).

Fig. 6.3 demonstrates the plume IR spectra in the 2000 – 4000 cm-1 spectral interval.
In this figure, the particle concentrations vary from 0.25 ppbv to 2.5 ppmv. When
compared to the non-sooty plume (0.25 ppbv), nongray soot radiation appears in the
spectral windows and dominates over gas radiation for high volume fractions. This trend
is prominent for both the directions for which the spectra are shown.
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Figure 6.3: Effect of volume fraction of nonscattering particles on the predicted plume IR
spectra for (a) θ = 90◦ and (b) θ = 40◦

Finally Fig. 6.4 depicts the plume radiances as computed by varying the soot volume
fraction. The radiance distribution for the plume containing gas (CO2–H2O–air mix-
ture) and no soot is also shown for comparison. The radiance values were obtained by
integration over the important spectral region between 2375 and 2400 cm-1 that is typ-
ically used for CO2 retrieval when performing IR measurements of aero-engine exhaust
emissions [161]. It is readily seen that the plume’s shine increases with the soot volume
fraction in this CO2 “blue spike” region.
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Figure 6.4: Effect of volume fraction of nonscattering particles on the predicted plume radi-
ance, θ = 90◦, spectral range 2375 – 2400 cm-1
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6.4.2 Effect of Scattering Opacity

The effects of the scattering opacity (scattering coefficient) on the predicted plume IR
emissions are examined in Figs. 6.5 to 6.7. For this particular numerical study, the
plume is assumed to be absorbing, emitting, and isotropically scattering. The scattering
opacity and, respectively, optical thickness for scattering are artificially increased by
varying the value of α in Eq. (6.2) while keeping the particle volume fraction at the
nozzle exit in Eq. (6.1) constant (fv, j = 0.5 × 10−6). Four values of α, namely 0 (no
scattering), 1, 10, and 100, are used.
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Figure 6.5: Radiant intensities of absorbing, emitting and isotropically scattering plume for
α = 0, 1, 10, and 100, spectral range 2000 – 5000 cm-1
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Figure 6.6: IR spectra of absorbing, emitting and isotropically scattering plume for α = 0,
1, 10, and 100, (a) θ = 90◦, (b) θ = 40◦
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Figure 6.7: Absorbing, emitting and isotropically scattering plume radiances for α = 0, 1,
10, and 100, θ = 90◦, spectral range 2375 – 2400 cm-1
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In the presence of scattering by particles radiative energy within the plume’s medium
tends to be redistributed. This trend is clearly be seen in Figs. 6.5 and 6.6 in which the
angular dependency of plume IR emission varies with α. For example, if α = 10, the
plume emits more IR radiation at θ = 90◦ comparing to the nonscattering case.

A significant reduction in IR signature is observed when the optical thickness (for scat-
tering) becomes very large (α = 100). This is likely due to the fact that an increasing
scattering opacity makes radiative transfer in participating media more local and the
diffusion limit for radiation is reached, just like in the case of increasing absorption opac-
ity [165]. In Fig. 6.7, which shows a comparison between the IR images obtained for
the CO2 “blue spike” region, the increase in scattering opacity appears to significantly
reduce the predicted radiance of the exhaust plume viewed at θ = 90◦.

Table 6.1: Comparison of maximum number of iterations and CPU time for cases with
different scattering opacities of the model plume

α Maximum iterations CPU time, s
0 2 326711.8
1 9 1136404.4
10 30 3102842.5
100 379 35639692.8

How the scattering opacity (or equivalently, α value) affects the computational costs in
the present FVM/CK calculations is demonstrated in Table 6.1. When the scattering
opacity is zero (α = 0), the medium is nonscattering and the angular directions in FVM
are decoupled. This leads to the number of iterations required to reach the converged
solution to be 2 (actually, in nonscattering problems, only a single iteration loop is
required to obtain a converged FVM solution; the second iteration is however needed to
check the convergence). The maximum number of iterations (i.e., the maximum value
over all the narrow bands and quadrature points) increases with increasing α. This is
to be expected because the intensities within each control solid angle become strongly
coupled to each other (through the source term in the discretized RTE).

The CPU time increases dramatically with scattering opacity, thereby demonstrating the
importance of a parallel implementation of the FVM. A parallelization strategy based
on decomposition of solution domain by angular direction (see, e.g., the work [169]) was
employed in the current study. The simulations were performed on a compute server
with four Intel Xeon E5-4617 hexa-core 2.90 GHz CPUs. The FVM solver was run
in parallel using all the 24 processors. The calculation for the case of α = 100 took
approximately 18 days. This is the most challenging computational task performed in
the present work.

In practical scattering plume signature problems, the computational time can be reduced
by decreasing the number of control volumes in the spatial grid, by using a coarser
angular grid, and/or by utilizing a lower-order quadrature scheme for CK. Note also
that in Table 6.1 the CPU time is reported for the spectral grid consisting of 101 nodes
(full spectral range, see Section 5.2).
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6.4.3 Anisotropic Scattering

A number of FVM calculations using the Henyey-Greenstein scattering phase function,
Eq. (3.57), are performed here in order to investigate the effect of anisotropy on the
predicted directional radiation signature from the plume. The Henyey-Greenstein phase
function is implemented with various values of µ̄, namely 0.5 (forward scattering), 0.86
(strong forward scattering), and -0.86 (strong backward scattering) (see Fig. 3.11). The
phase function is evaluated numerically using 5× 5 solid sub-control angles for good
accuracy [170]. During this numerical experiment the values of fv, j and α are kept
constant, i.e. fv, j = 0.5× 10−6 and α = 10.
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Figure 6.8: Total plume IR emission versus aspect angle resulting from the use of the FVM
and various scattering phase functions (fv, j = 0.5 × 10−6, α = 10, spectral region 2000 –
5000 cm-1)

Fig. 6.8 shows the plume IR radiation integrated in the spectral range 2000 – 5000 cm-1

versus aspect angle. The results for the anisotropic scattering plume are compared with
those obtained using phase functions for isotropic and Rayleigh scattering (evaluated
analytically). Since the phase function for Rayleigh scattering does not deviate too
strongly from isotropic scattering (see Fig. 3.11) [23], no difference is observed between
the isotropic and Rayleigh scattering cases.

As can be seen from Fig. 6.8, anisotropic scattering plays a significant role in the radia-
tive transfer in the plume’s medium. When backward scattering dominates (µ̄ = −0.86),
the medium transfers less radiative energy than the isotropic medium. Consequently,
the simulation data show a reduction in the total plume IR emission, especially for the
aspect 90 to 50 deg. As µ̄ is increased, the medium transfers more radiative energy than
the isotropic medium. An enhancement in the plume IR emission is then predicted.

Figs. 6.9 and 6.10 indicate the same effect of the degree of anisotropy associated with the
Henyey-Greenstein phase function. When compared to the isotropic scattering plume,
the backward scattering phase function reduces the IR signature. The forward scattering
phase function enhances the IR signature of the plume.
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Figure 6.9: Effects of anisotropic scattering on the plume spectra between 2200 and 2450 cm-1

(4.3-µm band of CO2) and between 3200 and 4200 cm-1 (2.7-µm band of CO2/H2O); results
of the calculations using the FVM with isotropic and Henyey-Greenstein phase functions
(fv, j = 0.5× 10−6, α = 10) for two aspect angles: (a) 4.3-µm band, θ = 90◦, (b) 2.7-µm band,
θ = 90◦, (c) 4.3-µm band, θ = 40◦, (d) 2.7-µm band, θ = 40◦
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Figure 6.10: Plume IR images computed by the FVM using Henyey-Greenstein and isotropic
phase functions (fv, j = 0.5 × 10−6, α = 10, θ = 90◦, spectral region 2375 – 2400 cm-1)
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6.5 Summary

It has been demonstrated by means of performing several numerical studies using the
FVM that radiation scattering by particles can have significant effects on the IR signa-
ture from plumes. Although not important for realistic aircraft engine exhausts, which
typically contain soot at relatively low concentrations (up to 0.25 ppbv at MTO ac-
cording to the data reported in the open literature), these effects were found to be
pronounced in the model radiation problems considered in this chapter. Specifically, an
increase in soot volume fraction by a factor of 103 results in the enhancement of the
total plume IR emission by approximately 100%. When compared to the nonscatter-
ing case, isotropic scattering by (model) particles tends to redistribute radiative energy
within the plume’s medium at moderate optical thickness (for scattering). When the
optical thickness becomes very large, the presence of scattering results in a reduction
in IR signature, especially for the broadside viewed plume. As the scattering opacity
is increased, the radiative intensities become strongly coupled. The number of itera-
tions needed to achieve the converged solution for each narrow band and, therefore, the
CPU time of overall FVM computations are increased. Calculations using the Henyey-
Greenstein phase function with various asymmetry factors have been conducted to study
the effect of scattering anisotropy. It was shown that the backward scattering phase func-
tion reduces the IR signature, whereas the forward scattering phase function enhances
it.
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Chapter 7

Conclusions

The modeling of IR radiation from exhaust plumes of aerospace vehicles is an important
aspect for various engineering applications. Conventional methods used to predict IR sig-
natures from plumes are based upon SNB models which formulate the radiative proper-
ties of exhaust gas in terms of the gaseous column transmissivity averaged over a narrow
band. This technique has been implemented in many codes such as NIRATAM.

The most significant shortcoming of the conventional approach is the incompatibility
with scattering by particles that cannot be eliminated without using additional ap-
proximate assumptions. Errors associated with those assumptions are difficult to ascer-
tain. In addition, in scattering media, the radiative transfer becomes essentially three-
dimensional. Consequently, situations with scattering cannot be treated rigorously by
employing 1D line-of-sight radiance calculations as in gaseous radiation.

In the present work, the above difficulties of the conventional technique have been over-
come. This was achieved by using the FVM for numerical calculation of radiative heat
transfer coupled with the CK method for modeling of the spectral radiative properties
of mixtures of exhaust gas with air.

The FVM is the most general RTE solution method. This method was historically de-
veloped to fit the finite volume approach of CFD in order to solve fluid flow problems
in which radiation is an important heat transfer mode. The method provides strict
conservation of radiative energy, shares the same computational grid, can be applied
to complex geometries, etc. Although suffering from discretization errors (which are
encountered in all numerical methods), the FVM is capable of producing accurate nu-
merical results with fine spatial and angular grids.

In the current research, the FVM has been extended to the calculation of directional
thermal emissions from absorbing, emitting, and scattering media at high tempera-
ture. It has been demonstrated that this method can be applied to plume IR signature
prediction problems. The FVM is a 3D approach and it therefore treats radiation trans-
port in scattering plumes in a rigorous manner without involving any approximation
assumptions.
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7. Conclusions

The CK method formulates the gaseous spectral properties in terms of the absorption
coefficient, and so it can readily be incorporated into the FVM scattering model. The
incompatibility with scattering of conventional SNB models is therefore eliminated. Test
problem simulations performed have demonstrated that in comparison with exact LBL
computations, the CK method provides fairly accurate results for narrow-band radiances
along a LOS through a typical aircraft plume.

The newly developed FVM/CK approach has been applied to predict intrinsic (source)
IR emissions from the plume of a full-scale mixed turbofan engine running at MTO
thrust. Nonscattering (gas only) plume calculations were carried out in order to demon-
strate that the method is capable of accurately modeling the directional IR characteris-
tics from the plume. It has been shown that the FVM/CK is able to provide physically
consistent results when simulating directional IR emissions of jet exhausts loaded with
soot and anisotropically scattering particles.

All computations in the current study have been conducted with a new radiation pre-
diction software package called JERAD. This software includes the FVM/CK approach
as well as the conventional RT/SNB plume signature predictive technique. The user
can choose from various models and algorithms (for instance, for SNB calculations, the
models by Goody and Malkmus are available which are implemented with the SNB
model parameters from NASA, ONERA, and EM2C; for CK calculations, various in-
terpolation methods in p–T–x space and different quadrature schemes provided by the
SRCS spectral module can be chosen). The simulations can be performed in either serial
or parallel mode.

The development and verification of JERAD took more than six years and has resulted
in a robust code applicable to practical engineering computations. The construction of
the program is flexible so that new models and methods can easily be implemented (e.g.,
a radiative property model for Al2O3 particles).

The FVM/CK approach suggested within the framework of the work is not restricted
to exhausts from aircraft engines. The method and developed computer software can
surely be applied to predictions of thermal radiation from rocket motor exhaust plumes,
and wakes.

Further development of the new FVM/CK model may involve the following.

In this study, the simplest step scheme was used as the spatial differencing scheme. While
being numerically stable, this scheme results in strong smearing of the intensity field
(false scattering). Therefore, to reduce false scattering, higher-order schemes (HRS) have
to be employed. In order to reduce the ray effect, which is a consequence of directional
discretization in the FVM, unstructured angular grids may be used.

The FVM was implemented with uniform intensity within each control solid angle. It
was found that such an implementation, which is adequate for computing total radia-
tive quantities, is likely to be the reason of “wiggles” in the predicted plume radiant
intensities considered as a function of aspect angle. Therefore, to improve the prediction
accuracy of plume directional emissions, the standard FVM has to be modified. This
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can be done by introducing a directional interpolation procedure for cases when the
LOS is not aligned with the average solid angle direction vector.

Alternatively a method can be used in which the FVM is assumed to be applied to
the calculation of the source term in the RTE. After the source terms are calculated,
a conventional RT solver is used to obtain the radiation intensities along many lines-
of-sight through the plume in a given direction. The very first results of this method
referred to as MOC–FVM may be found in the paper [138]. The method is however far
from completeness and requires further development.

Plume emissions transmitted through the atmosphere are often of interest in practical
thermal signature prediction problems. Radiative transfer computations for such prob-
lems involve the evaluation of atmospheric transmittance (if an uncorrelated method is
employed). The benefit of using the presently developed FVM based approach is that
the source IR radiation from a scattering plume can be computed separately. The appar-
ent IR signature is then obtained by multiplying the predicted hot gas spectra from the
plume by cold gas atmospheric transmittance that can be computed by an atmospheric
transmission software tool such as MODTRAN.

Since the CK method fails for IR long-range sensing of high-temperature plumes, ficti-
tious gas spectral models, such as SNBFG and CKFG, have to be utilized. These models
were not considered in the present study.

The plume IR emission is only a part of overall radiation from aircraft. The consideration
of complete radiation pattern requires inclusion of other emission sources such as exhaust
nozzles. This imposes additional challenges on performing radiation computations as the
radiative transfer processes in the medium bounded by nozzle walls and plume medium
are coupled.

The suggested improvements and proposals can be subject to future research.
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[82] F. Liu, G. J. Smallwood, and Ö. L. Gülder. Application of the statistical narrow-
band correlated-k method to low-resolution spectral intensity and radiative heat
transfer calculations – effects of the quadrature scheme. International Journal of
Heat and Mass Transfer, 43(17):3119–3135, 2000.

[83] A. Soufiani and J. Taine. High temperature gas radiative property parameters of
statistical narrow-band model for H2O, CO2 and CO, and correlated-K model for
H2O and CO2. International Journal of Heat and Mass Transfer, 40(4):987–991,
1997.

[84] P. Hassanzadeh and G. D. Raithby. Finite-volume solution of the second-order
radiative transfer equation: Accuracy and solution cost. Numerical Heat Transfer,
Part B: Fundamentals, 53(4):374–382, 2008.

[85] L. Ibgui and J.-M. Hartmann. An optimized line by line code for plume signa-
ture calculations—I: model and data. Journal of Quantitative Spectroscopy and
Radiative Transfer, 75(3):273–295, 2002.

[86] L. Ibgui, A. Valentin, M.-F. Merienne, A. Jenouvrier, J. P. Lux, R. Le Doucen,
B. Khalil, and J.-M. Hartmann. An optimized line by line code for plume sig-
nature calculations II. Comparisons with measurements. Journal of Quantitative
Spectroscopy and Radiative Transfer, 74(4):401–415, 2002.

[87] D. K. Edwards. Molecular gas band radiation. In Advances in Heat Transfer,
volume 12, pages 115–193. Academic Press, 1976.

[88] T. F. Smith, Z. F. Shen, and J. N. Friedman. Evaluation of coefficients for the
weighted sum of gray gases model. ASME Journal of Heat Transfer, 104(4):602–
608, 1982.

[89] M. F. Modest. The weighted-sum-of-gray-gases model for arbitrary solution meth-
ods in radiative transfer. ASME Journal of Heat Transfer, 113(3):650–656, 1991.

[90] M. K. Denison and B. W. Webb. A spectral line-based weighted-sum-of-gray-
gases model for arbitrary RTE solvers. ASME Journal of Heat Transfer, 115(4):
1004–1012, 1993.

[91] M. K. Denison and B. W. Webb. The spectral line-based weighted-sum-of-gray-
gases model in nonisothermal nonhomogeneous media. ASME Journal of Heat
Transfer, 117(2):359–365, 1995.

[92] M. K. Denison and B. W. Webb. The spectral-line weighted-sum-of-gray-gases
model for H2O/CO2 mixtures. ASME Journal of Heat Transfer, 117(3):788–792,
1995.

[93] V. P. Solovjov and B. W. Webb. SLW modeling of radiative transfer in mul-
ticomponent gas mixtures. Journal of Quantitative Spectroscopy and Radiative
Transfer, 65(4):655–672, 2000.

120



Bibliography

[94] L. Pierrot, A. Soufiani, and J. Taine. Accuracy of narrow-band and global models
for radiative transfer in H2O, CO2, and H2O–CO2 mixtures at high temperature.
Journal of Quantitative Spectroscopy and Radiative Transfer, 62(5):523–548, 1999.

[95] M. F. Modest and H. Zhang. The full-spectrum correlated-k distribution for
thermal radiation from molecular gas-particulate mixtures. ASME Journal of
Heat Transfer, 124(1):30–38, 2002.

[96] J.-M. Lamet, Ph. Rivière, M.-Y. Perrin, and A. Soufiani. Narrow-band model for
nonequilibrium air plasma radiation. Journal of Quantitative Spectroscopy and
Radiative Transfer, 111(1):87–104, 2010.

[97] A. Bansal, M. Modest, and D. Levin. k-Distributions for gas mixtures in hyper-
sonic nonequilibrium flows. In Proceedings of the 48th AIAA Aerospace Sciences
Meeting, Orlando, January 2010. AIAA 2010-234.

[98] J. Taine and A. Soufiani. Gas IR radiative properties: From spectroscopic data
to approximate models. In Advances in Heat Transfer, volume 33, pages 295–414.
Academic Press, 1999.

[99] J. Koo, R. Goulard, C. B. Ludwig, and W. Malkmus. Radiative properties of
combustion gases. In Proceedings of the 14th AIAA Thermophysics Conference,
Orlando, June 1979. AIAA 1979-1041.

[100] W. Malkmus. Random Lorentz band model with exponential-tailed S-1 line-
intensity distribution function. Journal of the Optical Society of America, 57
(3):323–329, 1967.

[101] S. T. Surzhikov. Spectral and narrow band directional emissivity of light-scattering
and non-scattering volumes. In Proceedings of the 8th AIAA/ASME Joint Ther-
mophysics and Heat Transfer Conference, St. Louis, June 2002. AIAA 2002-3324.

[102] C. B. Ludwig, W. Malkmus, J. E. Reardon, and J. A. L. Thomson. Handbook of
infrared radiation from combustion gases. SP-3080, NASA, January 1973.

[103] C. D. Rodgers and A. P. Williams. Integrated absorption of a spectral line with
the Voigt profile. Journal of Quantitative Spectroscopy and Radiative Transfer,
14(4):319–323, 1974.

[104] Ph. Rivière and A. Soufiani. Generalized Malkmus line intensity distribution for
CO2 infrared radiation in Doppler broadening regime. Journal of Quantitative
Spectroscopy and Radiative Transfer, 112(3):475–485, 2011.
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IR Radiative Properties of Exhaust

Plumes

Provided that the distributions of spectral radiances Iη(~s ) throughout the entire exhaust
plume are known, the IR radiative properties of the plume can readily be calculated by
integrating the Iη values using several options. All IR characteristics (signatures) of the
plume are directional quantities.

The spectral (radiant) intensity Jη(~s ) is the IR radiation emitted by the entire plume
per unit wavenumber. The spectral intensity plotted versus wavenumber exhibits the
emission spectrum of the plume. An integration of Iη over the plume’s surface projected
into the direction of interest ~s yields this quantity1

Jη(~s ) =

∫

A

Iη(~s )~s · ~n dA, ~s · ~n > 0, (A.1)

where A is the plume surface area and ~n is the outward surface normal. In the JERAD
code (Appendix D), the integration in Eq. (A.1) is performed over the boundary faces
of the computational domain.

The radiant (total) intensity J(~s ) represents the total plume IR emission in a particular
spectral interval, ∆η. Thus, this quantity is obtained by integrating the Jη values,
Eq. (A.1), over ∆η

J(~s ) =

∫

∆η

Jη(~s ) dη, (A.2)

where ∆η = ηmax − ηmin, with ηmin and ηmax being the lower and upper bounds of the
spectral interval, respectively.

1The plane onto which the plume’s surface is projected is sometimes called “object plane” [19, 162];
the object plane for a broadside viewed plume is shown in Fig. 5.1.
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In order to obtain the distribution of IR emission along the plume axis, the spectral
radiance can be integrated in the dimension transverse to the plume axis (and over a
wavenumber range of interest, if required). The resulting quantity is called the station
radiance [1] and can therefore be defined as

Iζ1 =

∫

∆η

∫

ζ2

Iη(ζ1, ζ2) dζ2 dη, (A.3)

where ζ1 and ζ2 are the axial and transverse coordinates associated with the object
plane (as shown in Fig. 5.1). The station radiance Iζ1 , which is expressed in Wm-1 sr-1,
is useful for comparisons with data collected by a sensor capable of resolving the plume
axially but not transversely [1].

Integration of Iη over ∆η provides the radiance distribution in a particular bandpass,
for example, that is defined by the spectral filter in an IR camera [1],

Iζ1,ζ2 =

∫

∆η

Iη(ζ1, ζ2) dη. (A.4)

Radiance maps can be useful for the identification of the plume structure [30, 31].
They can also be useful for comparisons of calculated and measured radiation data
[34, 171].

Figs. 5.5 to 5.8 are examples of plume IR characteristics resolved in one and two di-
mensions. Fig. 5.5 shows 1D distributions of station radiances. Figs. 5.6 to 5.8 show the
corresponding 2D radiance contours (synthetic IR images of plume).
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Simulation of Radiative Heat

Transfer in Three-Dimensional

Rectangular Enclosures

B.1 General Considerations

In this appendix, computational results for the total radiative heat flux and for the
divergence of the total radiative heat flux (or radiative heat source, see Appendix C)
are presented and compared with those reported in the literature to demonstrate the
validity of the FVM based RTE solver implemented in the present work. Nongray gas
radiation analysis by coupling the FVM with the CK method, which is used here for
modeling of the gas IR radiative properties, has not been previously conducted to the
author’s best knowledge.

Four test problems for the radiative transfer in gas mixtures suggested by Liu [172] and
by Trivic [173] are considered. The fifth problem proposed by Trivic in the work [170]
deals with a gas mixture containing nonscattering soot particles.

A 3D rectangular enclosure of 2m× 2m× 4m in the x, y and z coordinate directions,
respectively, is employed in all test cases. The enclosure’s six walls are black and hold
at 300 K. The total pressure of the gas mixture in the enclosure is 1 atm. In order to
obtain the total radiative heat flux and its divergence, the spectral integration is carried
out over a range of 200 – 9300 cm-1 that is composed by 221 narrow bands of the SRCS
k-distribution database. To satisfy the half-range first moment when calculating heat
fluxes incident on the walls, an angular discretization of 2nθ×4nϕ is used, where nθ and
nϕ are positive integers [174]. The 8-point quadrature scheme (see Table 3.2) is employed
in the CK method, and the narrow-band mixing model of Modest and Riazzi [107] is
used to treat (where appropriate) overlapping bands.
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B.2 Test Case 1: Homogeneous, Isothermal Medium

A homogeneous and isothermal medium is assumed first, i.e. the gas is pure H2O at
a uniform temperature of 1000 K. Accurate numerical solutions for this and two other
problems, which are described below in Sections B.3 and B.4, were provided by Liu [172]
who employed a RT solver coupled with the Malkmus SNB model. Coelho [175] used
these data as a benchmark to compare numerical results by DOM and DTM combined
with a variety of spectral models when simulating the same test cases.

RTE solutions given by the RT method are exact since they do not contain the error
due to spatial discretization. Moreover, the SNB parameters used in the work [172] are
from the EM2C data set [83]. These parameters are based on the adjustment of the
curves of growth and the error inherent to the SNB model assumptions is thus reduced.
Since the medium is homogeneous and isothermal, the CGA was not applied to this
particular problem. For other problems, where the medium is inhomogeneous and/or
nonisothermal, the CGA is similar to the correlated assumption of the CK method.
Consequently, the solutions obtained in [172] will also be used as benchmark ones in the
present work.

A uniform spatial grid of 11× 11× 16 was adopted for the simulations by the FVM. The
grid is identical to that used in [172] and [175]. In order to show the effect of angular
discretization, the solid angle grids of 2× 4, 10× 8, and 10× 12 were used yielding,
respectively, 8, 80, and 120 discretized directions that cover the total range of solid
angles 4π. Note that the T4 quadrature set [64] (128 directions) was applied to the
calculations performed in [172, 175].

Fig. B.1 shows the heat flux incident on the enclosure’s walls along (x, 1 m, 4 m)
and (2 m, 1 m, z), and the divergence of the heat flux along (x, 1 m, 0.375 m) and
along the centerline (1 m, 1 m, z). The benchmark data by Liu [172] and the results by
Coelho [175] obtained with the DOM combined with the CK, SLW and WSGG models
are also shown for comparisons. Due to the symmetry of this problem, the flux and di-
vergence distributions along the z direction are presented for half of the enclosure.

The 2× 4 discretization is equivalent to the DOM S2-approximation that is known
to be inaccurate [63]. When compared with the RT benchmark solutions, this dis-
cretization results in maximum percentage errors1 of 8.3% and 17% for the flux along
(x, 1 m, 4 m), Fig. B.1(a), and for the divergence along (x, 1 m, 0.375 m), Fig. B.1(b),
respectively. The use of the 10× 8 discretization decreases the flux maximum er-
ror along (x, 1 m, 4 m) up to 4.5% whereas the divergence maximum error along
(x, 1 m, 0.375 m) is increased up to 22%. The mean absolute percentage error for the
flux is decreased from 6.6% to 4% whereas that for the divergence is increased from 13%
to 20%. Further angular grid refinements have a negligible influence on the simulation

1Errors are taken with the absolute value.
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Figure B.1: Incident heat flux and divergence of radiative heat flux calculated by the FVM in
comparison with the RT benchmark solutions [172] and DOM results [175] for test case 1: (a)
wall heat flux along (x, 1 m, 4 m), (b) divergence of heat flux along (x, 1 m, 0.375 m), (c) wall
heat flux along (2 m, 1 m, z), (d) divergence of heat flux along the centerline (1 m, 1 m, z)

results while significantly increasing CPU time, e.g., from 1043 s for the 10× 8 FVM to
1983 s for the 10× 12 FVM.2

The increase in solution error for the divergence of the heat flux along (x, 1 m, 0.375 m)
with angular grid refinements is likely associated with the complex interaction between
the spatial and directional discretization errors. According to the work [78], the spatial
error (false scattering) effectively smears the radiation within each control solid angle,

2All computations except for test case 5 (see Section B.6 below) were run on one core of an Intel
Xeon X7542 processor at 2.67 GHz. For test case 5, a parallel algorithm was employed to facilitate the
computations. The algorithm is based on solid angle partition [169].
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whereas the direction error (ray effect) effectively concentrates the radiation along the
center of each control angle. This yields that the spatial and directional discretization
errors tend to cancel.

It is often required to refine spatial and angular grids simultaneously in order to im-
prove prediction accuracy. Not to do so can adversely affect error cancellation. This
explains why the 10× 8 FVM applying a finer spatial grid of 21× 21× 32 yields better
results than the FVM applying the coarse spatial grid even though the angular grid is
much finer, as demonstrated in Fig. B.1. Note that this comparison is valid because the
benchmark data in [172] are shown to be grid independent.

The solutions gained by DOM [175] are in better agreement with the RT benchmark
solutions than the results of FVM, except for the DOM with the WSGG model. In par-
ticular, the average relative errors of 0.6% for the incident heat flux along (2 m, 1 m, z)
and of 1.1% for the flux divergence along the centerline (1 m, 1 m, z) have been re-
ported in [175] for the CK model. The flux and divergence distributions along these
lines are shown in Figs. B.1(c) and (d), respectively, and the corresponding errors for
the 10× 12 FVM are 4.3% and 20%.

The DOM and FVM are very similar in orthogonal grids. Besides, the directional dis-
cretizations utilized by both methods are nearly equivalent with respect to the number
of control angles, i.e. the ray effect is believed to be equally pronounced. However, in
the work [175], the second-order CLAM scheme [69, 71] was used. In the current work,
the step (upwind) scheme, which is only first-order accurate, is applied to all calcula-
tions. This means that the difference between the results of DOM and FVM is mostly
attributed to the spatial differencing scheme.

The effect of discretization scheme is clearly seen in Figs. B.1(c) and (d) where the
DOM predictions [175] using the step scheme are shown as well. The results for the
wall heat flux along (2 m, 1 m, z), Fig. B.1(c), are based on the SLW model whereas
those for the divergence of the heat flux along the centerline are based on the CK
method (Fig. B.1(d)). When the step scheme is used, the DOM average relative error in
Fig. B.1(c) increases from 2.2% to 3.4%, whilst the error in Fig. B.1(d) increases from
1.1% to 19% [175]. Therefore, the DOM and FVM predictions match each other very
well despite the fact that different gas radiative property models were employed.

B.3 Test Case 2: Inhomogeneous Medium

In the second test case, the medium is isothermal at 1000 K, but the gas is now an
inhomogeneous mixture of H2O and N2. The H2O mole fraction varies according to

xH2O = 4
z

Lz

(

1− z

Lz

)

, (B.1)

where Lz = 4 m.
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Figure B.2: Incident heat flux and divergence of radiative heat flux calculated by the
10× 12 FVM in comparison with the RT benchmark solutions [172] and DOM results [175]
for test case 2: (a) wall heat flux along (x, 1 m, 4 m), (b) divergence of heat flux along
(x, 1 m, 0.24 m), (c) wall heat flux along (2 m, 1 m, z), (d) divergence of heat flux along
the centerline (1 m, 1 m, z)

A 11× 11× 25 uniform grid was used to perform FVM simulations. This is the same
grid used to obtain both the benchmark and DOM solutions [172, 175]. Additionally,
a finer grid of 21× 21× 50 was used to demonstrate the effect of grid refinement for
this particular case. The solid angle grid of 10× 12 rather than that of 10× 8 was
adopted. The 10× 12 discretization yields 120 directions so that it closer matches the
T4 quadrature used in [172, 175].
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The FVM predictions alongside with those of RT [172] and DOM [175] are presented
in Fig. B.2. As for test case 1, the quantities along the z direction are shown for half of
the enclosure.

In comparison with the benchmark solutions, the mean absolute error for the wall fluxes
in Figs. B.2(a) and (c) does not exceed 3%. If the DOM is used in conjunction with the
CK model, the maximum value of the average error is 4.9% [175]. That is, the FVM
and DOM are of equal accuracy when applied to the flux calculations even through the
CK method implemented in the work [175] differs from that of the present work with
respect to the quadrature scheme and CK parameters used (see [83] for detail).

The flux divergence errors associated with the FVM predictions are however higher than
those associated with the CK based DOM predictions. Indeed, the FVMmaximum mean
error for the divergence values in Figs. B.2(b) and (d) is 10% whereas that for the DOM
is only 5.3% [175]. This difference is attributed to using the first-order step scheme that
has already been mentioned in Section B.2. As can be seen in Fig. B.2(d), the grid
refinement reduces the spatial discretization error associated with the step scheme and
significantly improves the accuracy of the flux divergence prediction along the centerline
of the enclosure.

The WSGG model data obtained in the work [175] are also shown in Fig. B.2 for
comparisons. The model was employed in [175] with the coefficients determined by Smith
et al. [88], with the nongray implementation, and with three gray gases. The WSGG
model gives high errors, namely up to 30% on average and 50% at maximum [175]. The
so-called W-shaped source term profile (keeping in mind that the radiative heat source
Sr = −∇~qr), which also occurs in 1D problems [176], is predicted qualitatively wrong
by the WSGG model, whereas the CK method predictions are in good agreement with
the benchmark as demonstrated in Fig. B.2(d).

B.4 Test Case 3: Nonisothermal Medium

This test case can be thought of as modeling a furnace with one burner placed at the
center of the wall at z = 0 m [175]. The medium is a uniform mixture of 10% CO2,
20% H2O and 70% N2 on mole basis. The gas mixture temperature is essentially nonuni-
form but symmetric about the centerline and is prescribed as

T = (Tc − Te) f
( r

R

)

+ Te, (B.2)

where Te is the exit temperature at z = 4 m and Tc is the temperature along the
centerline of the enclosure. The centerline temperature increases linearly from the inlet
temperature of 400 K at z = 0 m to the maximum temperature of 1800 K at z = 0.375 m,
and then decreases linearly to Te = 800 K. In Eq. (B.2), r is the distance from the
centerline, R = 1 m, and f(r/R) = 1− 3(r/R)2 + 2(r/R)3 if r/R 6 1, and f(r/R) = 0
otherwise. The temperature distribution is shown in Fig. B.3.
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Figure B.3: Gas temperature and the nonuniform surface grid of 17× 17× 24 for test case 3

Basic calculations for this test case were carried out using a spatial grid of 17× 17× 24
which is nonuniform in the z direction (see Fig. B.3). The directional discretization
is 10× 12. Alongside with the use of the CK method, two gray-band models, namely
the CKG and SNBG models, were applied to this test problem. The FVM results are
displayed in Fig. B.4 where they are compared with those of RT [172] and DOM coupled
with the SLW model [175]. The DOM computational data obtained using the SNBCK
method are shown as well. These data are taken from the work [82] for the SNBCK
method implemented with the 1-point and 7-point Gauss quadratures which are referred
to as SNBCK1 and SNBCK7, respectively.

As can be seen in Fig. B.4(a), the CK method predictions for the radiative heat flux
incident on the wall along (2 m, 1 m, z) show very good agreement with those given by
the benchmark and DOM. When compared with the benchmark, the maximum error of
6.4% occurs at z = 0.725 m.

The radiative fluxes calculated using the gray-band approximations are overestimated
by up to 37% for the CKG model and 42% for the SNBG model. Both the gray-band
models ignore the fine structure of rotational lines by replacing the rapidly oscillating
absorption coefficient with an average value over each narrow band. This approximation
corresponds either to an optically thin medium or to a strong overlapping of the lines
at high pressures. Neither of the conditions is true for the given problem so that using
the average absorption coefficient makes the gas opaque within the entire narrow band.
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Figure B.4: Incident heat flux and divergence of radiative heat flux calculated by the 10× 12
FVM using the 17× 17× 24 grid in comparison with the RT benchmark solutions [172] and
DOM results [82, 175] for test case 3: (a) wall heat flux along (2 m, 1 m, z), (b) divergence of
heat flux along the centerline of the enclosure (1 m, 1 m, z)

This leads to the wall fluxes to be overpredicted as both gas absorption and emission
are enhanced. In other words, the use of the gray-band approximations results in the
spectrally uncorrelated formulation of the RTE that gives significant errors [98, 137, 177].
The SNBCK1 method, which performs as a gray-band model, also overestimated the
wall fluxes albeit by only 9% around the peak value [82].

It is worth mentioning that the mean absorption coefficient values used together with the
SNBCK model were taken from the earlier EM2C data set on SNB model parameters [83]
rather than from the updated one [116]. The computation results based on the updated
data were found to be nearly indistinguishable from those based on the earlier data and
thus they are not shown in Fig. B.4.

Fig. B.4(b) shows the radiative flux divergence profiles as predicted by the FVM cou-
pled with the three narrow-band models. Regardless of the model used, the divergence
distribution along the centerline exhibits a qualitatively correct shape which is expected
from the temperature field. The minimum value of the divergence occurs at the inlet
of the enclosure where the temperature reaches its minimum indicating the dominant
influence of gas absorption. The maximum value of the divergence occurs where the
temperature reaches its maximum at z = 0.375 m so that gas emission prevails. Note
that the heat flux incident on the wall along (2 m, 1 m, z), Fig. B.4(a), reaches its peak
value further downstream at nearly z = 0.725 m, indicating that the thermal radiation
is a long-range phenomenon [172].

The radiative divergence profile predicted by the CK agrees well with that of the bench-
mark except for the peak value at z = 0.375 m where the divergence is underpredicted
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by 8.7%. This is believed to be a consequence of using the first-order step scheme. The
errors given by the gray-band models are however significantly larger than those of
the CK model. The divergence value is underpredicted by up to 58% near the inlet of
the enclosure and overpredicted by up to 40% further downstream. Therefore, the use
of the gray-band approximations overestimates both gas absorption and emission, as
expected.
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Figure B.5: Comparison of the predicted radiative heat flux incident on the wall along
(2 m, 1 m, z) with the RT benchmark solutions [172] and DG method results [178] for test
case 3

Fig. B.5 shows the FVM results for the wall flux along (2 m, 1 m, z) as compared with
the data due to He et al. [178]. In the work [178], the discontinuous Galerkin (DG)
method (see, e.g., [179, 180]) was applied to the given test case. The DG method results
corresponding to the P-5 DG order and S8 (80 directions) angular quadrature set are
shown in the figure. Note that the simulations performed in [178] are narrow-band based
with the CK model parameters tabulated by Soufiani and Taine [83].

A uniform spatial grid of 10× 10× 20 was however adopted in [178]. Therefore, the basic
FVM simulation was performed using the same 10× 10× 20 grid and the 10× 8 solid
angle discretization. Also shown in Fig. B.5 are the predictions by the 10× 12 FVM
using the 17× 17× 24 grid (as in Fig. B.4) as well as the results obtained using a
finer uniform grid of 20× 20× 40 with angular discretizations of 10× 8, 10× 12, and
12× 16.

In general, the DG solution closely matches the SNB based benchmark, whereas the
FVM resulted in an overprediction of the wall heat flux. The difference between the
computational results of these two methods is about 6% on average. It is readily seen
that refinements of both the spatial and angular grids are needed to improve the FVM
accuracy.
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B.5 Test Case 4: Nonisothermal Medium

This test case was proposed by Trivic [173]. The temperature distribution within the
enclosure is given by Eq. (B.2) as for test case 3, but the water mole fraction is reduced
by a factor of 2 so that the gas mixture is now 10% CO2, 10% H2O and 80% N2.
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Figure B.6: Predicted incident heat flux and radiative heat source for test case 4 in com-
parison with the WSGG based FVM solutions reported in [173]: (a) wall heat flux along
(2 m, 1 m, z), (b) radiative heat source along the centerline of the enclosure (1 m, 1 m, z)

A benchmark solution of this test problem is not available. In the work by Trivic [173],
however, numerical simulations for the radiative heat flux incident on the wall along
(2 m, 1 m, z) and for the radiative heat source along the centerline of the enclosure
(1 m, 1 m, z) have been performed using the FVM. Trivic used a uniform angular dis-
cretization and the step scheme. This implies that a direct comparison between data
reported in [173] and results obtained in the present work can be done. Any discrepancies
in the predictions will be attributed solely to the difference between the global WSGG
model adopted in [173] and the narrow-band CK method implemented here.

The CK based computational results obtained using a uniform grid of 41× 41× 80 and
the 4× 20 angular discretization are demonstrated in Fig. B.6. The finite volume and
solid angle discretizations are identical to those employed by Trivic for the WSGG based
FVM computations [173]. Trivic’s results are shown in Fig. B.6 as well. Also shown in
the figure is the relative percent difference between the data defined as

Relative difference % = 100× |qWSGG − qCK|
max

(

|qWSGG|, |qCK|
) , (B.3)

where q ≡ qinr,w and q ≡ Sr for the wall flux and the heat source, respectively.
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When compared to the WSGG solution [173], the radiative heat flux indecent on the
wall along (2 m, 1 m, z) seems to be underpredicted by using the CK model, Fig. B.6(a).
Likewise, the radiative source along the enclosure’s centerline (1 m, 1 m, z) is under-
estimated, Fig. B.6(b). The local difference for the heat source reaches a maximum of
128% at around z = 0.175 m. Since the source values are close to zero at that location,
the absolute difference is insignificant. With the exception of previously mentioned max-
imum, the relative difference between the predictions is less than approximately 20%
for both the wall flux and the heat source.

The WSGG model due to Smith et al. [88] implemented with 4 gray gases (plus one
clear gas) was used in the paper [173]. Except for the number of gray gases, the imple-
mentation is similar to that adopted by Coelho in the work [175]. As demonstrated in
Figs. B.1 and B.2, the WSGG model resulted in significant errors when incorporated
into DOM computations performed in [175].

The WSGG model parameters, i.e. the gray gas absorption coefficients and weights, are
generally found from adjustments of total emissivity data [94, 98]. For instance, Smith
et al.’s parameters [88] were derived to give the best fit to the emissivities obtained using
the exponential wide-band model of Edwards [87]. The parameters are simply numbers
without clear physical interpretation. Therefore, the application of the WSGG model to
nonuniform media is mostly empirical and it can lead to very important errors [94]. It
follows that the difference between the predictions mentioned above is most likely due
to inaccuracy of the WSGG model.

The CK method and other global models, such as the SLW and FSK models, use
the absorption coefficient as the basic radiative property. In particular, the absorption
coefficient values for the CK method were obtained from the CDSD-1000 and HITEMP
spectroscopic databases for CO2 and H2O, respectively. This ensures accurate numerical
solutions of radiative heat transfer in nonisothermal and nonhomogenous media.

B.6 Test Case 5: Gas-Soot Mixture

The last test case was borrowed from the recent work of Trivic [170], where numerous
simulations of radiative heat transfer in gas mixtures containing various gray anisotrop-
ically scattering particles had been carried out.

In the test case, the temperature distribution and the gas mixture composition are
identical to those of case 3 described in Section B.4. Now the medium contains soot uni-
formly distributed with fv = 2.001× 10−6. Soot particles are at the same temperature
as gas. The particles are considered to be nongray with the absorption coefficients eval-
uated invoking the assumption of small particles [23] (scattering is therefore neglected).
The soot’s complex index of refraction was determined using the polynomial expressions
given by Chang and Charalampopoulos [141].
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Figure B.7: Predicted net heat flux and radiative heat source for test case 5 in comparison
with the FVM solutions for gas and gas-soot mixtures reported in [170]: (a) net heat flux at
the side wall at y = 0 along (1 m, 0 m, z), (b) radiative heat source along the centerline of
the enclosure (1 m, 1 m, z)

The predicted radiative heat flux at one side wall along (1 m, 0 m, z) and radiative heat
source along the centerline of the enclosure (1 m, 1 m, z) are depicted in Fig. B.7. Note
that the net heat flux rather than the incident heat flux is shown. The computational
results are compared to the FVM data kindly provided by Trivic.3 In order to show the
effects of soot on both the radiative flux and radiative source, the predictions for pure
gas medium are also demonstrated in the figure. All results presented were obtained
by uniformly subdividing the enclosure into 35× 35× 35 control volumes. An angular
discretization of 12× 20 was used.

The maximum values of relative percent difference, Eq. (B.3), between Trivic’s results
and those obtained in the present work for the gas-soot mixture are 18% and 83% for
the net heat flux and for the heat source, respectively. The latter occurs near the inlet,
whereas the difference at the peak gas temperature (z = 0.375 m, see Eq. (B.2)) is
34%.

Taking into account that discretization errors encountered in both simulations are of
the same magnitude, the differences reported above are attributed to how the gas-soot
mixture radiative properties were modeled. The results obtained in the present study
are believed to be more accurate. Indeed, the CK method has been shown in Section B.5
to be superior to the WSGG model used in [170]. It is obvious that considering soot as
nongray further improves the simulation accuracy. It should also be noted that although
Mie scattering theory applied in Trivic’s work is the most general method, it is not the

3D. N. Trivic. Personal communication, November 4, 2014.
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best approach for all material types and particle parameters [170]. Soot particles, in
particular, obey the Rayleigh limit leading to negligible scattering [23].

With the given soot volume fraction, soot radiation is a significant contributor to the
overall medium emission along with gas radiation (or even prevails over it). It is readily
seen from Fig. B.7 that the net wall heat flux is enhanced by a factor of approximately
2 when compared to the pure gas case. Similarly, the heat source absolute values along
the enclosure’s centerline are significantly higher than those for the soot-free medium,
especially around the peak gas temperature.

The FVM implemented in the current work has been validated against computational
data available in the literature. The validity of the method was demonstrated by per-
forming numerical simulations of radiative heat transfer in a 3D rectangular enclosure
with specified temperature and species concentration fields. Five test cases involving
homogeneous and inhomogeneous, isothermal and/or nonisothermal participating me-
dia containing CO2 and H2O as well as a gas mixture loaded with soot particles were
considered. In all test cases, the radiative heat flux incident on the enclosure walls and
the radiative heat source within the medium were predicted using various spatial and
angular discretizations. Comprehensive analysis of the simulation results has been car-
ried out. It was shown that by comparing the results with the RT method SNB based
benchmark solutions, the FVM coupled with the CK method performs fairly accurately.
The mean errors were found to be less than 5% for the radiative heat flux and 10 to
20% for the radiative heat source. Higher errors for the radiative source are likely to be
associated with the use of the first-order step scheme. The use of the gray narrow-band
models such as CKG and SNBG resulted in significant overestimations of the wall ra-
diative fluxes and in inaccurate predictions of the radiative sources. Since these models
provide reasonable computational time when compared to the CK method, they are
recommended for use if the error up to 50% is acceptable. The FVM based solutions
compared favourably with those given by other methods such as DOM used together
with the global SLW model. For the gas-soot mixture case, the benefit of using nongray
absorbing soot particles has been demonstrated.
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Total Radiative Quantities

Relevant total radiative quantities were calculated and discussed in Appendix B. The
derivations of these quantities are given in this appendix with a focus on the use of the
FVM in conjunction with the CK model.

The total radiative heat flux vector is obtained from the solution of the intensity field,
Iη, by [23]

~qr =

∞
∫

0

∫

4π

Iη(~s )~s dΩ dη, (C.1)

where the integrations are performed over the total solid angle of 4π and over the
spectrum. Based on Eq. (C.1), for 3D geometries in Cartesian coordinates, the radiative
fluxes qr,x, qr,y and qr,z in the x, y and z directions can easily be calculated by multiplying
~qr with ~ex, ~ey and ~ez.

The net heat flux at a wall surface can be expressed as

qnetr,w = ~qr · ~n =

∞
∫

0

∫

4π

Iη(~s )~s · ~n dΩ dη, (C.2)

where ~n is the surface normal pointing into the medium.

In order to get the heat flux incident on a wall, the angular integration in Eq. (C.2)
should be carried out over the hemisphere above the wall surface, i.e.

qinr,w =

∞
∫

0

∫

~s·~n<0

Iη(~s )|~s · ~n| dΩ dη. (C.3)
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The incident radiation, G, can be expressed in terms of the spectral radiation energy
density, uη, as

G = c

∞
∫

0

uη dη =

∞
∫

0

∫

4π

Iη(~s ) dΩ dη, (C.4)

where c is the speed of light.

The divergence of the total heat flux assumes the form

∇~qr =
∞
∫

0

κη (4πIbη −Gη) dη, (C.5)

where κη and Ibη are, respectively, the spectral absorption coefficient (dimensions 1/m)
and blackbody intensity.

The radiative heat source is

Sr = −∇~qr. (C.6)

This quantity provides the link with the energy equation in CFD problems involving
combined-mode heat transfer (combined diffusion, convection and radiation).

If the FVM implemented with uniform angular discretization is used to solve the RTE
and the CK method is used to model gas radiative properties, then the quantities given
by Eqs. (C.1)–(C.5) are approximated as follows:

~qr =

Nnb
∑

i=1

∆ηi

N
∑

j=1

ωj

∑

l∈[1, Nθ×Nϕ]

I li,j

∫

∆Ωl

~s dΩ, (C.7)

qnetr,w =

Nnb
∑

i=1

∆ηi

N
∑

j=1

ωj

∑

l∈[1, Nθ×Nϕ]

I li,j

∫

∆Ωl

~s · ~n dΩ, (C.8)

qinr,w =

Nnb
∑

i=1

∆ηi

N
∑

j=1

ωj

∑

l′, ~s·~n<0

I l
′

i,j

∫

∆Ωl′

|~s · ~n| dΩ, (C.9)

G =

Nnb
∑

i=1

∆ηi

N
∑

j=1

ωj

∑

l∈[1, Nθ×Nϕ]

I li,j ∆Ωl, (C.10)
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∇~qr =
Nnb
∑

i=1

∆ηi

N
∑

j=1

ωj(ki,j + κ̄p,∆ηi)(4πĪb,∆ηi −Gi,j). (C.11)

In the above equations, Nnb is the number of narrow bands, each of width ∆ηi, N is the
number of quadrature points with respective weight ωj (as an example, the calculations
of Appendix B were carried out with Nnb = 221 and N = 8), and Nθ and Nϕ are,
respectively, the number of solid angle elements in θ and ϕ directions. The index l runs
over all 4π directions associated with the angular discretization, whereas the index l′ in
Eq. (C.9) runs over all 2π incoming directions. The integral in Eq. (C.7) represents a
vector that points into an average direction within control solid angle ∆Ωl and can be
evaluated analytically. In Eq. (C.11), which is formulated for a gas-particle mixture to
preserve generality, κ̄p,∆ηi and Īb,∆ηi are the particle absorption coefficient and blackbody

intensity averaged over ∆ηi, kj ≡ kmix(gj), and
∑N

j=1 ωj = 1.

Computational procedure based on Eqs. (C.7)–(C.11) has been implemented in the
radiation package JERAD (Appendix D). The radiative flux ~qr = ( qr,x, qr,y, qr,z ), its
divergence ∇~qr and incident radiation G are calculated locally at the cell center loca-
tions. The wall heat fluxes qnetr,w and qinr,w are evaluated at the midpoints of the boundary
cell faces.
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JERAD Software Overview

Name: JERAD (JEt RADiation)

Version: 3.03 (June 2015)

Developer: Alexander Sventitskiy

Objective: 3D radiative heat transfer modeling in emitting, absorb-
ing and scattering media at high temperature

Operating system: Linux

Programming languages: C, Fortran

Run modes: Serial, parallel

Parallelization: OpenMP API

User’s input: – Input file for the calculation and solver settings
– Input file for the computational grid with pressure and
temperature distributionsa

– Input file for species distributions
– Input file for atmospheric conditionsb

aArbitrary CFD solver output.
bOptional input for IR signature predictions.

Output data:1 – Total radiative heat flux vector
– Radiative heat flux incident on domain boundaries
– Divergence of the radiative heat flux
– Incident radiation
– Radiant (total) intensity
– Spectral radiant intensity
– Spectral radiance

Spatial grid: Structured (hexa), non-orthogonal, non-uniform

Angular grid: Uniform of Nθ×Nϕ

1Tecplot ASCII file format.
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RTE solvers: – Integration of the RTE along lines-of-sight using a RT
technique

– FVM (both in space and direction, cell-centred, ex-
plicit in each direction with global iterations to take
account of scattering and/or nonblack wall effects)

Discretization scheme
for FVM:

Step (upwind)

Interpolation schemes: – Nearest-neighbour vertex
– Simple averaging over neighbouring vertices
– IDW

Algorithms:2 – Mesh bypass
– Coordinate descent

Radiative species: H2O, CO2, CO, CH4

Particles: Soot (nongray)

Spectral models: – WLA
– SNB (Goody, Malkmus, NASA SLG)
– CK
– Gray narrow-band (CKG, SNBG)

Medium inhomogeneity
effects:

– CGA (for SNB)
– Correlated-k approximation (for CK)

SNB parameters data
sets:

– NASA 1973
– EM2C 1997
– ONERA 2007/2012
– EM2C 2012

Species mixing: Uncorrelated narrow-band mixing model due to Modest
and Riazzi (for CK)

CK method support: SRCS
(The Pennsylvania State University, 2008)

Note: The source code of SRCS is written in Fortran;
that is, to call SRCS routines from JERAD, a C/C++

wrapper function interface has been developed using
concepts of mixed-language programming. In addition,
the original SRCS code has been modified to provide a
more efficient use in conjunction with JERAD

2Techniques that are employed when discretizing LOS.
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