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Abstract

In this thesis, we study optimal control problems subject to differential-algebraic equations in
Hessenberg form and mixed control-state constraints. Specifically, we derive necessary and suffi-
cient conditions for problems with Hessenberg differential-algebraic equations of arbitrary order,
and then examine convergence properties of an approximated optimal control problem for the

index two case.

The first part of this thesis is dedicated to proving vital lemmas and theorems for later chapters.
Herein, we consider linear operators, bilinear forms, generalized equations, parametric optimiza-

tion problems, and linear differential-algebraic equations.

In the second part, we derive a local minimum principle for optimal control problems with index
one differential-algebraic equations and mixed control-state constraints by writing the problem
as an infinite optimization problem, for which non-trivial Lagrange multipliers exist. Then, an
explicit representation is derived for these multipliers, which yields a local minimum principle.
The results are then applied to an optimal control problem with Hessenberg differential-algebraic

equations of arbitrary order by reducing the index to one.

The third part of this thesis examines second-order sufficient conditions for optimal control prob-
lems subject to index one differential-algebraic equations and mixed control-state constraints.
Herein, a Riccati equation is used to construct a quadratic function, which satisfies a Hamilton
Jacobi inequality. The main task of the verification is to prove second-order sufficient condi-
tions for a parametric optimization problems with the assumptions at hand, which is done in
the first part. Analog to the second part, the results are applied to problems with Hessenberg

differential-algebraic equations of arbitrary order by reducing the index.

In the last part of this thesis, we consider the implicit Euler discretization for an optimal con-
trol problem subject to an index two differential-algebraic equation in semi-explicit form and
mixed control-state constraints. Typically, convergence is proven by comparing the respective
Karush-Kuhn-Tucker conditions. However, there is a discrepancy between the continuous and
discrete necessary conditions of optimal control problems with differential-algebraic equations
of index two or higher. Hence, standard techniques fail. This was overcome by equivalently
reformulating the discrete optimization problem, which has suitable Karush-Kuhn-Tucker con-
ditions. The respective necessary conditions are then rewritten as generalized equations and a
fitting convergence theorem is applied, which results in a linear convergence rate of the solution

and multipliers in the essential supremum norm.






Kurzzusammenfassung

In dieser Dissertation studieren wir Optimalsteuerungsprobleme mit differential-algebraischen
Gleichungen in Hessenberg-Form und gemischten Steuer- und Zustandsbeschrankungen. Wir
leiten notwendige und hinreichende Bedingungen fiir Probleme mit Hessenberg differential-
algebraischen Gleichungen mit beliebiger Ordnung her. Des weiteren untersuchen wir Konver-
genzeigenschaften von einem approximierten Optimalsteuerungsproblem mit einer Index zwei
differential-algebraischen Gleichung und gemischten Steuer- und Zustandsbeschrénkungen.

Der erste Teil der Dissertation ist den Beweisen von grundlegenden Lemmas und Theoremen
gewidmet, welche wir in den darauffolgenden Kapiteln benttigen. Hierbei betrachten wir lineare
Operatoren, Bilinearformen, verallgemeinerte Gleichungen, parametrische Optimierungsprob-
leme und lineare differential-algebraischen Gleichungen.

Im zweiten Teil leiten wir ein lokales Minimumprinzip fiir Optimalsteuerungsprobleme mit
einer differential-algebraischen Gleichung vom Index eins und gemischten Steuer- und Zus-
tandsbeschrankungen her, indem wir das Problem als Infinites Optimierungsproblem betrachten,
flir welches nicht-triviale Lagrange-Multiplikatoren existieren. Danach leiten wir eine explizite
Darstellung fiir diese Multiplikatoren her, wodurch wir ein lokales Minimumprinzip erhalten.
Diese Resultate wenden wir dann auf ein Optimalsteuerungsprobleme mit einer differential-
algebraischen Gleichung in Hessenberg-Form mit beliebiger Ordnung an, indem wir den Index
der differential-algebraischen Gleichung auf eins reduzieren.

Im dritten Teil der Dissertation untersuchen wir hinreichende Bedingungen zweiter Ordnung fiir
Optimalsteuerungsprobleme mit einer differential-algebraischen Gleichung vom Index eins und
gemischten Steuer- und Zustandsbeschrankungen. Dabei verwenden wir eine Riccati-Gleichung,
um eine quadratische Funktion zu konstruieren, welche eine Hamilton-Jacobi Ungleichung erfiillt.
Die Hauptaufgabe der Verifikation besteht darin, hinreichende Bedingungen fiir ein parametrische
Optimierungsproblem mit den verfiigharen Annahmen zu beweisen. Die Resultate werden dann
analog zum zweiten Teil auf Probleme mit differential-algebraischen Gleichungen in Hessenberg-
Form mit beliebiger Ordnung angewandt, indem der Index auf eins reduziert wird.

Im letzten Teil betrachten wir die implizite Eulerdiskretisierung fiir ein Optimalsteuerungsprob-
lem mit einer Index zwei differential-algebraischen Gleichung und gemischten Steuer- und Zus-
tandsbeschrankungen. Ublicherweise wird Konvergenz durch den Vergleich der Karush-Kuhn-
Tucker Bedingungen des diskretisierten Problems mit denen des Ausgangsproblems bewiesen.
Bei Probleme mit differential-algebraischen Gleichungen mit einem Index gréfler als eins liegt
jedoch eine strukturelle Diskrepanz zwischen den jeweiligen notwendigen Bedingungen vor.
Aus diesem Grund sind versuchte Konvergenzbeweise mit Standardtechniken aus der Theo-
rie gescheitert. Die Diskrepanz wurde durch eine Umformulierung des diskretisierten Opti-
mierungsproblems tiberwunden, wodurch wir geeignete Karush-Kuhn-Tucker Bedingungen er-
halten haben. Die jeweiligen notwendigen Bedingungen werden dann als verallgemeinerte Gle-
ichungen betrachtet und ein entsprechendes Konvergenz-Theorem wird angewandt. Das Resultat
ist die Existenz von einer diskreten Losung und Multiplikatoren, welche linear gegen die Losung

und Multiplikatoren des Ausgangsproblems in der essentiellen Supremumsnorm konvergieren.
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Chapter 1

Introduction

The study of optimal control has its origins in the theory of variational problems. Research
for variational problems started to increase in 1696, when Johann Bernoulli (1667-1748) first
proposed the Brachistochrone problem, and has since then been broadened by several renowned
mathematicians, including Leonhard Euler (1707-1793), Ludovico Lagrange (1736-1813), An-
drien Legendre (1752-1833), Carl Jacobi (1804-1851), and William Hamilton (1805-1865).

By separating state and control variables and permitting control constraints variational problems
were generalized to optimal control problems. Herein, the behavior of the state is described by
dynamic equations, typically as a system of ordinary or partial differential equations (ODEs
or PDEs). Usually, the dynamic behavior is influenced through the choice of control variables,
which in turn are often subject to constraints, such as physical limitations. The objective of
optimal control is to find a control such that all constraints are satisfied, and a particular
optimality criterion is obtained.

Since the 20" century optimal control theory has been applied to numerous fields, for instance,
aerospace, biological engineering, economics, and robotics. An example of an optimal control
problem would be an autonomously driven car, where the dynamic behavior is given by some
equations of motion, which can be controlled by, e.g., steering, accelerating, and braking. Such
a system is typically restricted by the boundaries of the road, as well as the maximum steer-
ing angle and acceleration. The objective could be to minimize the travel time from start to
destination or the fuel consumption.

Many dynamic behaviors in, e.g., electronics, mechanics, and process engineering are described
by differential-algebraic equations (DAEs), which have been investigated more thoroughly since

the 1970’s. DAEs in their most general form are implicit differential equations
Orn- = F'(t,2(t),2(t)), tE€ [to,ty], (1.1)

where z is called state variable. This type of equation consists of differential equations and
algebraic equations, if the partial derivative FY (-) is singular. Otherwise, the implicit function
theorem can be applied to solve for 2, resulting in an explicit ODE. A special class of DAEs are
the so-called semi-explicit DAEs, where the state variable z is decomposed into the differential

variable x and algebraic variable y, and (1.1) into differential and algebraic equations:

e(t) = fta(t)y®), te ot

(1.2)
Opny = g(t,z(1),y(t)), tE€lto,ts].

The concept of an index was introduced for DAEs in order to measure its degree of regularity.

There are numerous index definitions, such as the differentiation index, the perturbation index,
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the strangeness index, and the tractability index (cf. [20,38,42,43,66,74-76]). In (1.2), let f be
uniformly Lipschitz continuous with respect to  and y, and g be continuously differentiable in
sufficiently large convex compact sets. The DAE (1.2) has index one, if the partial derivative
gy (+) is non-singular, and g (-), g, (~)_1 are bounded. Then, the algebraic equation in (1.2) is
implicitly solvable for y. DAEs are called higher index DAEs, if the index is greater than one.
In that case, the algebraic equation does not depend on all components of the algebraic variable
y. For the DAE

p(t) = f(tz)y(t)), telto,ts],
Ogpry = g(t,m(t)), tE[to,tf],

let f be continuously differentiable, and let g be twice continuously differentiable in suffi-

(1.3)

ciently large convex compact sets. Then, (1.3) has index two, if g; () f; (-) is non-singular,

-1
and g; (+) f, (), (g; () fy ()) are bounded. In Chapter 3 and Chapter 4, we consider specially
structured Hessenberg DAEs of order k > 2

1(t) = fi(t,w(t),z2(t),. .., 2p_1(t),y(t)), tE€ [to,ty],

xo(t) = fa(t,xi(t),x2(t),. .., xx-1(t)), t € [to, ty],

23(t) = f3(t,x2(t),xs(t),. .., 2p-1(t)), t € [to,ty,
: (1.4)

Tp-1(t) = foo1 (@t zp—2(t), 2p-1(t)) t € [to, ty],

Orry = g (t, xk_l(t)) , te [to, tf] .
Herein, (x1,x9,...,zr_1) is the differential variable and y is the algebraic variable. Let the func-
tions f; be i-times continuously differentiable for i = 1,...,k—1, and g be k-times continuously

differentiable in sufficiently large convex compact sets. Then, (1.4) has index k, if

E () = g.’rk,1 () fl:?—l,:l‘k,Q () f];—Q,a?k,g () T fé,(tl () f{,y ()
is non-singular, and E (-), E (-)~" are bounded.
In this thesis, we analyze optimal control problems of the following type:

Problem 1.1 (DAE Optimal Control Problem)

Minimize the objective function
¢ (2(0), (1))
with respect to
z:[0,1] = R"™  y:[0,1] - R™, w:][0,1] — R",

subject to the semi-explicit DAFE

p(t) = f(x(t),y(t),u(t)),

Opry = g (x(t),y(t),u(t)),
the boundary condition

Oy = ¢ (2(0), (1)),

and the mized control-state constraint

Ozne > ¢ (a(t), y(t), ult)).



Herein, the inequality is considered componentwise, i.e., 0 > ¢; (z(t), y(t), u(t)) for j =1,..., n..
Since we also consider inequality constraints in Problem 1.1, we will later combine the index
notions above for the algebraic equation Ogny = g (2z(t),y(t),u(t)) with the regularity of the
mixed control-state constraints Ogn. > ¢ (x(t),y(t), u(t)). Moreover, through several transfor-
mation techniques it is possible to transform more general optimal control problems to the form
of Problem 1.1. For instance, problems with free final time, non-autonomous problems, and
problems with integral objective functional can be transformed. In order to properly define
Problem 1.1, we introduce Lebesgue and Sobolev spaces.

Definition 1.2 (Lebesgue and Sobolev Spaces)

Let a,b € R with a < b.

e For1l < p < oo the Lebesgue space Ly, ([a,b]) is the Banach space of all equivalence classes,

which consist of measurable functions v : [a,b] — R (compare Definition A.8) with

b

/ ()P dt < oo,

a

i.e., the p-th power of the absolute value of v(-) is Lebesgue integrable on [a,b]. The
Lebesgue space Lo ([a,b]) is the Banach space of all equivalence classes, which consist of

measurable functions v : [a,b] — R (compare Definition A.8) with

ess sup |v(t)] < oo,
t€(a,b]

i.e., v(+) is essentially bounded on [a,b]. Two functions are in the same equivalence class,

if they are equal almost everywhere on [a,b] in terms of the Lebesque measure.

o Fork e N and 1 <p < oo the Sobolev space Wy, ([a,b]) consists of absolutely continuous

functions v : [a,b] — R with absolutely continuous derivatives up to order k — 1 and

dk:
V€ Ly ([a,0]),

where % v is the weak derivative of order k.
e For1<p<oc andk,n €N the spaces L, ([a,b]) and W}, ([a,b]) are the product spaces

Ly ([a,0]) = Ly([a;b]) x --- x Ly ([a, 0])
Wity ([a,0]) = Wip ([a,0]) X - - x Wiy ([a,0])

equipped with the norms

€la,b

}, 1<p< oo
p

b %
ol = (/ o ()| dt) , 1<p<oo,  |vlly = ess sup|v(t)],
a

d*
dtk

dv
dt

ey

[0lly. = maX{llvlpv

.
p
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For Problem 1.1, we consider the differential state x to be in the Sobolev space W' ([0, 1]),
and the algebraic state y and control u to be in the Lebesgue spaces Lod ([0,1]) and L™ ([0, 1]),
respectively. Occasionally, we consider matrix valued functions A € L™ ([a,b]) bounded in

the norm || A, := ess sup ||A(t)]|, in which case ||-|| is the spectral norm. It will be clear from
t€[a,b]
the context whether the Euclidean or the spectral norm is used.

In optimal control one can distinguish between weak local minimizer and strong local minimizer:

Definition 1.3 (Weak and Strong Local Minimizer)
Suppose (2,9,1) € W5, ([0,1]) x Lo ([0,1]) x L™ ([0,1]) is feasible for Problem 1.1. Then,

(Z,9,0) is called a
e (weak) local minimizer of Problem 1.1, if
¢ (2(0),z(1)) = ¢ (2(0), (1))

for all admissible (z,y,u) with

[z =20 <P Y=l <p, lu—alo<p
for some p > 0.

e strong local minimizer of Problem 1.1, if

for some p > 0.

Note that a strong local minimizer is also a weak local minimizer, since strong local minimizer
are optimal on a larger set of algebraic states and controls. In this thesis, we only consider
weak local minimizer and aim to derive the following for optimal control problems subject to a

semi-explicit DAE, a boundary condition, and a mixed control-state constraint:

(a) Necessary conditions in form of a local minimum principle for problems with index one
DAEs and Hessenberg DAEs of arbitrary order. (Theorem 3.1.15 / Theorem 3.2.5)

(b) Second-order sufficient conditions for problems with index one DAEs and Hessenberg DAEs
of arbitrary order. (Theorem 4.1.12 / Theorem 4.2.2)

(c) Conditions such that there exist a solution of an approximation of the optimal control
problem with an index two DAE that converges to a solution of the continuous optimal

control problem. (Theorem 5.5.6)



Necessary conditions, also called maximum principles or minimum principles, for optimal con-
trol problems have been investigated since the 1950’s. Early proofs of the maximum principle
can be found in Pontryagin et al. [104] and Hestenes [57]. In [96,124], optimal control prob-
lems subject to ordinary differential equations with mixed control-state constraints have been
analyzed. Problems with pure state constraints are discussed in, e.g., [59-61, 63, 86,87, 89, 90].
In more recent years, the research has been expanded to optimal control problems subject to
DAEs. In [8,65,94], linear quadratic DAE optimal control problems are discussed. Herein, [94]
consider descriptor systems with constant coefficient matrices, whereas time-variant systems are
considered in [65]. In [8], nonlinear quasi-linear DAEs are examined. Optimal control problems
with nonlinear index one DAEs in semi-explicit form are inspected in [29,47,102], where [102]
consider set constraints on the controls, and [29,47] consider pure state and mixed control-
state constraints. Necessary conditions for problems with higher index DAEs were derived
in [45,47,83,111]. In [45,47], Index two DAEs with pure state constraints, mixed control-state
constraints, and set constraints on the controls are considered. Problems with Hessenberg DAEs
up to index three are analyzed in [111], and in [83], problems with Hessenberg DAEs of arbitrary
order are investigated. By reducing the optimal control problem to an equivalent nonsmooth
variational problem, a maximum principle for problems with implicit control systems is derived
n [28]. In [67], general unstructured DAE optimal control problems are studied. [69, 88] estab-
lish necessary conditions for infinite optimization problems, which are closely related to optimal

control problems.

In Chapter 3 we expand the research on necessary conditions for optimal control problems.
Specifically, Theorem 3.1.15 generalizes [47, Theorem 3.4.4], and Theorem 3.2.5 generalizes [47,
Theorem 3.3.8] by weakening the assumptions and considering Hessenberg DAESs of arbitrary or-
der. Moreover, [83, Theorem 3.1] is generalized by including boundary conditions and weakening

the assumptions.

Sufficient conditions can be utilized in order to verify, if a solution of local minimum principle
is a weak local minimizer. Results on sufficient conditions have primarily been established for
optimal control problems subject to explicit ODEs. In [21,31,98,123], problems with control
constraints are analyzed. Mixed control-state constraints are considered in [92,93]. In [13,79,
82,99, 100], optimal control problems subject to mixed control-state constraints and pure state
constraints are investigated, where [13] considers multiple pure state constraints of arbitrary
order. Problems with free final time have been discussed in [21,58,93]. In [14,15], sufficient
conditions for strong local minimizer were derived.

By adding boundary conditions to the optimal control problem we expand the results of [83,
Theorem 4.1] in Theorem 4.1.12/ Theorem 4.2.2. The results in [92] are also generalized, since
DAE:s are included in Problem 3.1.1/ Problem 3.2.1.

In general, optimal control problems are not analytically solvable. Therefore, numerically meth-
ods are used in order to obtain an approximated solution. From a theoretical point of view, it is
of interest to find conditions that guarantee convergence of the approximated solution. Herein,

the type and rate of convergence depends on the discretization method and the problem itself.
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The most commonly used approximation method is the (explicit or implicit) Fuler discretization.
It was used for optimal control problems with mixed control-state constraints in [48,80]. Linear
convergence in the Lo-norm is obtained in [80], whereas convergence with a rate of % in the
L,-norm is achieved in [48] for optimal controls of bounded variation. In [16,32,34], problems
with pure state constraints of order one are investigated. Herein, [32,34] prove linear convergence
in the Lo-norm and convergence of order % in the Loo-norm, while [16] obtain linear convergence
in the Loo-norm. Problems with DAEs are considered in [84,85]. A Linear convergence rate
in the Lo-norm for problems with index one DAEs is achieved in [84]. Problems with index
two DAEs and mixed control-state constraints are examined in [85], and linear convergence in
the Loo-norm is proven. In order to obtain a higher rate of convergence Runge-Kutta methods
are utilized. In [33,53,117], they are applied to problems with set constraints on the control,
where [33,117] achieve a quadratic convergence rate for a second order Runge-Kutta approx-
imation, and [53] obtain convergence of arbitrary rate with a suitable Runge-Kutta scheme.
In [73], convergence for the value of the objective function is proven. In [3-7,101,113,118], prob-
lems with discontinuous (bang-bang type) controls are inspected. Linear problems are discussed
in [4,101,118], where [4] obtain linear convergence in the Li-norm, and of rate 1 in the Ly-norm
for the control. In [3,5,6,113], linear quadratic systems are investigated. Herein, [3] achieve cor-
responding results to [4], whereas [6] obtain a linear convergence rate. In [7], nonlinear optimal
control problems, where the control appears linearly, are considered.

Theorem 5.5.6 generalizes the results in [80] by including index two DAEs. We expand the
research on convergence analysis for optimal control problems, and establish a technique that
deals with the discrepancy between the necessary conditions of the problem and its approxima-
tion. This method could also be used for problems with DAEs of higher index. Additionally, the
techniques in Chapter 5 are also applicable to problems subject to index one DAEs and mixed

control-state constraints.

The thesis is structured as follows:

In Chapter 2, we gather fundamental results and definitions. The aim is to shorten the technical
and repetitive proofs in later chapters by considering more general settings such that the results
can be applied to various problems. The analysis includes properties of linear operators and
bilinear forms, regularity of generalized equations, sufficient conditions and sensitivity for finite-
dimensional parametric optimization problems, and characteristics of linear time-variant DAEs.
In particular, approximation conditions are derived for bilinear forms, generalized equations,
and linear time-variant DAEs.

Necessary conditions for optimal control problems subject to semi-explicit DAEs and mixed
control-state constraints are derived in Chapter 3. Therein, we first consider index one DAEs
and obtain a local minimum principle under regularity and controllability assumptions. Then,
we apply the results to optimal control problems with Hessenberg DAEs of arbitrary order via

index-reduction.



In Chapter 4, we provide second-order sufficient conditions using a Hamilton Jacobi inequality.
Similar to Chapter 3, we first discuss the index one case and then DAEs of higher index. With
aid of appropriate Riccati equations, suitable quadratic functions are constructed, which satisfy
the respective Hamilton Jacobi inequalities.

Chapter 5 is dedicated to proving convergence of approximations of optimal control problems
subject to semi-explicit index two DAEs and mixed control-state constraints. The standard
scheme for proving convergence is to compare the continuous and discrete necessary conditions,
and apply a suitable approximation result. However, this method fails for higher index DAEs,
since there is a structural discrepancy between the respective necessary conditions. This was
overcome by finding an equivalent reformulation of the discretized optimal control problem.
Convergence is then proven for states and control, as well as the associated Lagrange multipliers
of the transformed discrete problem. Additionally, a relationship between the multipliers of the
modified discrete problem and the directly discretized problem is established.

In Chapter 6, we summarize the main results, and give a perspective of open questions and
future research topics that arose from this thesis.

In the Appendix, we collect some definitions and auxiliary statements for the other chapters,
which would have disturbed the reading flow.

In the following chapters, we frequently use the abbreviation F' [t] for functions of type F'(z(t))
in order to simplify notation. Usually, these functions will be evaluated at a minimizer (or

Karush-Kuhn-Tucker point), e.g.,

Fl = f (@), 9(),a0), g, [t] = g (2(t),9(2),a(t)).
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Chapter 2

Fundamental Results

The intention of this chapter is to collect fundamental definitions and statements, which are
significant for later chapters, in one place, thus improving the reading flow. In Section 2.1, we
gather some properties of linear operators and bilinear forms on Hilbert spaces. The main result
of this section is Theorem 2.1.10, which states that approximations of bilinear forms inherit a
particular coercivity property under appropriate assumptions. In Section 2.2, we introduce the
concept of generalized equations and prove a convergence result, which is essential for Chapter 5.
Section 2.3 deals with finite-dimensional parametric optimization problems. Herein, we provide,
among other things, second-order sufficient conditions and a sensitivity result, which prove to
be crucial for Chapter 4 and Section 5.5, respectively. Finally, in Section 2.4 we examine linear
time-variant DAEs. In particular, we investigate the connection between time-continuous and

time-discrete systems, using the results of Section 2.1.

2.1 Linear Operators and Bilinear Forms

Definitions and statements on Banach spaces, Hilbert spaces, and linear operators can be found
in, e.g., [1,51,72,107,120].

Let X be a Hilbert space with the inner product (:,-), and the induced norm |-|| y given by
2]l = /(2 2) -

Definition 2.1.1 (Dual Space)

For a normed vector space X the dual space X* is the set of all linear, continuous functionals
from X to R, ie., X* =L (X,R).

Remark 2.1.2

For p,qg € R with 1 < p < oo and 1% —l—é = 1 the dual space of L, ([a,b]) can be (isomet-
ric isomorphically) identified with Ly ([a,b]), i.e., for every f € (L, ([a,b]))* exists a unique

equivalence class in Lq ([a,b]) such that for all elements vy of the equivalence class it holds

1ty = Il and

b
Fu) = / vpt)ut)dt forall ue Ly (ja,b]).
Moreover, the dual space of Ly ([a,b]) can be identified with Lo ([a,b]). However, the dual space
of Lo ([a,b]) cannot be identified with Ly ([a,b]), since it also contains so called finitely additive
measures (cf. [41, Proposition 7.16], [112, Theorem 6.19], [121]).
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The following well-known theorem describes the relation between a Hilbert space and its dual:

Theorem 2.1.3 (Fréchet-Riesz Theorem, [120, Theorem V.3.6])
Let X be a Hilbert space. Then, the linear map Zx : X — X* defined by Ixx := (-, )y has the

ollowing properties:
g
(i) Ix is bijective.
(it) Ix is a linear isometry, i.e., |Ixz| v« = ||z| x for allxz € X.

The mapping Zx : X — X* is called canonical isomorphism between X and X*. It follows

o = |
L(X*, X
In the sequel, we examine linear, continuous operators 1" : X — between Hilbert spaces and

straightforwardly from condition (77)

their adjoint operators T* : Y* — X*. In particular, we aim to derive conditions for the existence
of a generalized right inverse. To that end, we require the following notion of a strengthened
surjectivity property:

Definition 2.1.4 (Uniform Surjectivity)

Let X,Y be Banach spaces. A mapping T € £(X,Y) is called uniformly surjective, if the
following holds:

There exists a constant k > 0 such that for all y € Y there exists x € X with

Tr = vy,
gzl < lllly -

Note that in case of finite dimensional spaces this definition is equivalent to standard surjectivity.
We recall that the adjoint operator T* : Y* — X* of the linear map T : X — Yis defined by

(T*y*) (z) :=y* (Tx) fory*eY* ze€X, (2.1.1)

which allows us to prove the following using Theorem 2.1.3:
Lemma 2.1.5
Let X, Y be Hilbert spaces. Suppose T € £(X,Y) is uniformly surjective with constant k. Then,

the adjoint operator T* is injective and satisfies
1Ty |« 2 & |y*[ly«  for ally™ € Y.

Proof. Let y* € Y*\ {Oy+«} be arbitrary. According to Theorem 2.1.3, for the element
vy := Iy y* € Y\ {0y} it holds

v () = Gy (2.1.2)

19" My~ = llvglly - (2.1.3)

Then, the uniform surjectivity of T" assures the existence of x, € X \ {Ox} with

Txy, = vy, (2.1.4)

1
lzollx < — lloglly - (2.1.5)
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It follows
T* * 1. * T
Tl sp T@IEy ()

sex\fox}  llzllx vex\fox} |17llx
(2..2) sup ’(Tx,vy>y| > ‘(va,vy>y|

zeX\{0x} [E41P% 2ol x
(2.1.4) ’(ijvy>y| (2.1.5) ’<ijvy>y|

lzollx llvylly
(2.1.3)
£ lloglly =" E 1Yy

which implies T*y* # 0 for all y* € Y* \ {0y+}. Thus, ker (T*) = {0y~ }, which is equivalent to
T™* being injective. O
Consequently, if Y is finite dimensional, the following holds:

Lemma 2.1.6
Let X, Y be Hilbert spaces with dim (Y) < dim (X), and dim (V) < oo. Suppose T' € £(X,Y)
is uniformly surjective with constant k. Then, the mapping S =T oI)_(1 oT* € £(Y*Y) is

bijective and the inverse is bounded by

HS_IHS(Y,Y*) = K2

Proof. Let y* € Y*\ {Oy+} be arbitrary. Then, due to Lemma 2.1.5, it holds

T*y* 7& OX*a
1Ty I x+ = & ly* [y - (2.1.6)

In addition, Theorem 2.1.3 implies ur, := Zy' (T*y*) € X \ {0x} satisfies

(T*y*) (1) = (un,)y (2.1.7)
1Ty 5 = ug, [l (2.1.8)

and therefore
Syt = (ToZx' o T*) (y*) = Tur, . (2.1.9)

Exploiting the inequality y* (y) < |ly*|ly« llylly leads to
(2.1.9) (2.1.1)
ly*lly« 1Sy*ly =y (Sy") "="y" (Tur,) "="(T"y") (uz,)
(2.1.7) 2.

8
(ur,ury) = |luz, % P22 1Ty 1%

216)
> k& lyTllys
Dividing with respect to ||y*|ly» > 0 yields

1Sy*ly = &% [ly*[ly« > 0, (2.1.10)
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which implies Sy* # Oy for all y* € Y*\ {Oy+}. Hence, ker (S) = {0y+}, which proves the
injectivity of S. Utilizing dim (Y*) = dim (Y") < co and the rank-nullity theorem results in

dim (Y*) = dim (im (5)) + dim (ker (S)) = dim (im (5)) = dim (V) ,

and therefore im (S) = Y. Thus, S is surjective and S~! exists. Finally, for an arbitrary
y €Y \ {0y} we conclude

il = s (5713)], “=" 2 s~

Dividing by %2 ||y|ly and taking the supremum with respect to y € Y \ {0y} yields the bound

5 e <

which completes the proof. O

Remark 2.1.7 (Generalized Right Inverse)
-1
In Lemma 2.1.6, we have shown that (TOI)_(1 OT*) exists and is bounded by - =z, if T is

uniformly surjective and Y is finite dimensional. Therefore, the generalized right inverse

-1
Ri=Tg'oT" o (ToIy' o T*) € £(Y,X), (2.1.11)
with (ToR)(y)=y forall yeY

exists and is bounded by HTHS;#, since || T g x vy = 1T lgqy= x+) (¢f- [120, Satz 111.4.2]) and

2 ——
Next, we study bilinear forms P : X x X — R on Hilbert spaces, for which we introduce the

following notions:

Definition 2.1.8 (Continuity, Symmetry, Coercivity)
Let X be a Hilbert space, P: X x X = R a bilinear form, and U C X a subset.

(i) P is called continuous, if there exists a constant I'p > 0 such that for all z1,29 € X it
holds

P (z1, 22)[ <Tp [zl x l2llx -
(ii) P is called symmetric, if for all x1,x2 € X it holds P (x1,x2) = P (z2,21).

(iii) P is called (uniformly) coercive on U, if there exists a constant v > 0 such that for all
u € U it holds

P (u,u) > |ull -

If a bilinear form is continuous, symmetric, and (uniformly) coercive on U, then it was shown

in [88, Lemma 5.5] that the coercivity can be expanded to an even larger set than U:
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Theorem 2.1.9 (Maurer, Zowe)
Let X be a Hilbert space and P : X x X — R be a continuous, symmetric bilinear form.
Furthermore, suppose P is coercive on a subset U C X with constant ~v. Then, there exist

Y0, L'y > 0 such that
P(u+z,u+x) zfngu—i-:c]]%(

is satisfied for allu € U,x € X with ||z|y < Ty |jul| -

For a parameter h € (0,00) we consider the finite dimensional, closed subspaces X; C X and
Y}, €Y, which equipped with the inner products (-, )y and (-, )y, respectively, are complete,
and therefore Hilbert spaces. Additionally, let T' € £(X,Y), Ty € £(Xp, Ys) be linear, contin-
uous operators, and P : X x X — R, P : X; X Xj, — R be bilinear forms. Our aim is to prove
that under certain conditions, the coercivity of the bilinear form P on ker (T) is inherited (for

sufficiently small h) by the parametric bilinear form P}, on ker (7,) with a constant independent
of h.

Theorem 2.1.10 (Parametric Coercivity)

Let X, Y be Hilbert spaces and X, C X, Yy, C VY finite dimensional closed subspaces. Suppose
T e £(X,)Y), T, € £(Xp,Yp) and P : X x X — R, P, : Xj, x X, = R are linear, bounded
operators and continuous, symmetric bilinear forms, respectively, where the bounds of Ty, and

Py, are independent of h. Furthermore, the following properties hold:
(i) T is uniformly surjective with constant k.
(ii) P is coercive on ker (T') C X with constant 7.

(iii) There exist k,h1 > 0 independent of h such that for all 0 < h < hy the mapping T}, is

uniformly surjective with constant K.
(iv) There exists a constant Ly > 0 independent of h such that
[T = Thanlly < Lrhllzalx
for all xp, € Xy,
(v) There ezists a constant Lp > 0 independent of h such that
P (@, xn) — Ph (zn, 21) < Lph |z
for all xp € Xj Nker (T).

Then, there exist 7, h > 0 independent of h such that for every 0 < h < h the bilinear form P,

is coercive on ker (Ty,) with constant .
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Proof. Define the restriction Tj, := T|Xh with
Th € S(Xh,ffh) , Yh =T (X, CY,

which is uniformly surjective with constant k, since im (Th) = Y}, and (i) hold. Moreover,
dim (Yh) < dim (Xp), dim (Yh> < 00, and Y, is closed, due to the surjectivity of T},. Equipped
with the inner product of Y, the subspace Y}, is complete, and therefore a Hilbert space. This
allows us to apply Lemma 2.1.6 for T}, thus the mapping T}, oI)_(i o T,: PV (Yh* , ?h) is bijective

- - \—1
and the inverse operator is bounded by H (Th o I)_(i o T;:) < K% In addition, accord-

o(757)
ing to [120, Satz II1.4.2], it holds HT,:H}:(?* X7) = HThH):(X )’ Hence, by Remark 2.1.7, the
h*h h>Lh
right inverse Ry, := I;(}IL o Tfl‘ o (Th OI;(}L o T,’;)_l satisfies
Ix! ) )
[l o, < = i, e <Th, (2.1.12)

Tl x,v)
= =)

where I'g : is independent of h. For an arbitrary uy € ker (Th) it holds

5 (@ (42) 9
Lph|lupllx = P (un,un) = Pr (un,un) = v llunllxs = P (un, un) -
Reordering and choosing h < ﬁ yields
2 g 2
Ph (unsun) = (v = Lph) Jlunllx 2 3 llunllx -
Then, according to Theorem 2.1.9, there exist vg, 'y > 0 independent of h such that
Pr (un + 2n,un + 21) > 0 lun + 20 % (2.1.13)

for all uj, € ker (Th) and zj, € Xj, with ||z||y < Tv||usl . Set 5 := o and

= . v 1 I'y }
B h . 9.1.14
mm{ U 9Ly 2T pLy 2T gLy ( )

Let 0 < h < h and z, € ker (T},) be arbitrary. Then, it holds

T, = [Tz — Thaa |, € Lol (2.1.15)
Define
Zp = Rh (Thxh) R Up = Th — Zh ,

which satisfy Thuh = Thxh — (Th o Rh) (Thxh> = Thxh — Thxh = Oy, hence up € ker (Th)

Furthermore, the choice of h implies

lunlx = len—zallx = lenllx = lznllx = loallx = [ Ba (Than) | (2.1.16)

(2.1.12) - (2.1.15) (2.1.14) 1
> lenlly = Tr||Than|, > (1 =TrLeh) ol > 5 lanlly
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and consequently

(2.1.12) N (2.1.15) (2.1.16) (2.1.14)
lonllx < Tr|Than|| < TaLrhfealy < 20aLobfunly < Tollunlx -

Finally, (2.1.13) yields

(2.1.13) . )
P (xn, on) = P (un + 2n,un +21) > 0 lun + 2ally = 7 loallx

which completes the proof. O

2.2 Generalized Equations

In this section, we examine properties of generalized equations, i.e., inclusions of the form
Oy €T (z)+ F(x). (2.2.1)

Herein, X,Y are Banach spaces, T': X — Y is a single-valued function, and F' : X =3 VY is
a set-valued mapping. Problems of this type have been extensively investigated in [36]. The

inverse of the set-valued mapping F' is defined as
Fl(y)={reX|yeF(2)}.
For a subset P C Y we consider the parametric generalized equation
Oy eT(z)+F(x)+p, peP (2.2.2)

First, we derive an implicit function theorem for (2.2.2) similar to [30,35], that is finding con-
ditions under which (2.2.2) has a solution x depending on p near a reference solution (Z,p).
In case of a single-valued equation Oy = T (z) + p a sufficient assumption would amount to
T (%) being a linear, continuous operator. However, for (2.2.2) we require a different property
introduced by Robinson [109]:

Definition 2.2.1 (Strong Regularity)
Let Q C X be open and & € Q such that & solves (2.2.1) and T is Fréchet differentiable at %.
Furthermore, let the set-valued mapping S : X =3Y be defined by

S(z)=T (@) +T (&) (x —2)+ F(x). (2.2.3)

We call (2.2.1) strongly regular at & with associated Lipschitz constant L > 0, if there exist
neighborhoods V' of & and U of Oy such that for every u € U the set

STTu)yNnV={veV|uecS[)} (2.2.4)
contains a single element v (u), and the mapping G(S]y U =V defined as
G(‘S}y (u) :=wv(u) (2.2.5)

is Lipschitz continuous with constant L.
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The property of strong reqularity allows us to prove the following implicit function theorem for
(2.2.2):
Theorem 2.2.2 (Implicit Function Theorem)
Let T be Fréchet differentiable on Q. Suppose for & € Q and p € P the operators T, T are
continuous at T, and

Oy €T (x)+p+ F(x) (2.2.6)

is strongly reqular at & with Lipschitz constant L. Then, for any € > 0 there exist neighborhoods
W of & and N of p, and a single-valued mapping x : N. — Wy such that for each p € N., = (p)
is the unique solution of the inclusion (2.2.2) in W.. Moreover, for every pi,p2 € N it holds

2 (p1) =2 (p2)llx < (L+¢€)[p1 —p2lly -
Proof. Let € > 0 be arbitrary and let us define
S(z)=T@)+p+T" (&) (x—2)+ F(x).

Then, by strong regularity of (2.2.6) there exist neighborhoods V' of # and U of Oy such that
for every u € U the set
STHu)yNV={veV|uecS[)}

contains a single element v (u), and the mapping G&V : U — V defined as
Gy (u) = v (u)

is Lipschitz continuous with constant L. Choose 6 > 0 such that Lé < 57 < 1, and define the
parametric mapping r : 2 x P =Y by

r(z,p) =T &) +p+T (&) (x —2) - T (z) —p.
Since T" is continuous in #, there exists p; > 0 such that
|T" (z) —T" (ﬁ:)HQ(ij) <90 (2.2.7)
for every x € B,, () C Q. Now, choose p,0 > 0, p < py such that Bs,,, (0y) C U and
Lo < (1—-1LJ)p. (2.2.8)

Hence, (2.2.7) is also satisfied for every x € B, (Z). In addition, using the mean-value theorem
in [59, p. 40], it follows that for every x € B, () and p € B, (p) it holds

Ir(@plly <T@ =T @)+T @) (@-2)|y + 17— ply

S0 [T (1= 002+ 08) = T @ s o = 8l + 19~ ol
S )

IN

(2.2.7) R R
< dlle—2x+Ip—ply <dp+o
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since |[(1-0)x+02—2||y = (1—-0)|lz —2|x < p. Thus, r(z,p) € Bspto(0y) € U. Set
W, := B, (%) and N, := B, (p). For arbitrary p € N. we define the function II, : W, — V by

I, (z) := Gy (r (2,p))
which satisfies

II, (z) =
< r(z,p) € S(x) (2.2.9)
s T@E)+p+T @) (x—2)—-T((x)—peT@)+p+T (2)(z—2)+ F ()
& Oy eT(x)+p+ F(x)

for every x € W,.. Utilizing the Lipschitz continuity of G&V and the mean-value theorem
in [59, p. 40] implies

My (z1) =1Ly (z2)[[x < Lr(z1,p) — 7 (z2,p)lly
= LT (&) (x1 — x2) — (T (21) = T (22)) |y (2.2.10)
< L sup ||T7((1—0)x1 + bz2) — T (2) H2 xyy 171 — 22|y
0e(0,1)
(2.2.7)

< L5Hx1 —JIQHX

for all x1,z9 € W, since ||(1 — 0) 1 + Oz — xHX (1—-6)p+0p = p. It follows that II, is a

contraction mapping on W¢, because L§ < < 1. Moreover, it holds

L+5
Oy €T (Z)+p+ F(z)=5(2),

and therefore vav (0y) = z. Consequently, since r (&, p) = p — p, we obtain

ITL, (2) — 2] = HGE,,V (r(2,p)) = Giy (Oy)HX

<L|r@p)ly =Llp-2ly (2.2.11)

(2.2.8)
<Lp < (1-LJ)p.

Then, for every x € W, we have II, (x) € Wy, since by (2.2.10) and (2.2.11) it holds

M (2) = 2]l < [ (2) — T (2) ]|y + [T, (2) — 2]
< Loz~ ally +(1—Lé)p
<Lép+(1—-L35)p=np.
According to the Banach contraction principle (cf. [40, Theorem 12.3]), the self-map II, has a
unique fixed point x (p) with

1
lz(p) —z| x < 113 1L, () — x|y for every x € W-. (2.2.12)
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It follows from (2.2.9) that for each p € N, the relation

Il (x (p)) =z (p) & Oy € T'(x(p)) +p+ F (z(p))
is satisfied. In addition, by uniqueness of the fixed point, = (p) is the unique solution of the
inclusion (2.2.2). Furthermore, for arbitrary pi, pa € N¢ it holds

(2.2.12) 1
lz(p) =z )llx = 75 e (@ (p2)) -2 (p2)llx

- 1—;145 1Ty, (2 (p2)) = Ty, (2 (p2)) ]l

and, since r (z,p1) — r (x,p2) = p2 — p1, we obtain

1Ty, (@ (p2) = Ty, (2 (p2)) | = |[GEhy (7 (@ (p2) 1)) = G (r (2 (p2) s p2)|

< Lr(z(p2),p1) — 7 (= (p2),p2)lly
=L{p1 —P2HY~

Finally, we conclude

L
I (1) =2 )l < =5 o1~ pally < (L) Iy = pally

sincel—L5>1—LL+E:LL+E’
Let H be a Banach space of parameters and H C H a neighborhood of the origin 0. For

h € H\ {0y} we denote the subspaces X, € X, Y, C Y supplied with the same respective

which completes the proof. O

norms. For a function T}y : X; — Y), and a set-valued mapping Fj, : X, = Y3, we consider the
generalized equation

Oy €Ty (a:h) + F}, (:L'h) . (2.2.13)
Let & denote a solution of (2.2.1). Our goal is to find conditions such that for sufficiently small

||| 7 the inclusion (2.2.13) has a unique solution & with
lin—2lx =0 for Al 0.
To that end, we consider the parametric generalized equation
Oy € Ty, (zn) +pn + Fi (xp) . (2.2.14)

Remark 2.2.3

Suppose for a parameter py, the inclusion (2.2.14) is strongly reqular at zp, with Lipschitz constant
Ly, and ||z, — Z||x — 0, ||Prlly — O for |||l — 0. Then, there are pp, on > 0 such that for all
Ph € By, (Pn) the inclusion (2.2.14) has a unique solution xp, (py) in By, (21), which is Lipschitz
continuous with constant Ly. If the constants Ly, = L, pp, = p, and on, = 0 were independent
of h, then we could choose ||h||; sufficiently small such that ||pplly < o, thus Oy € B, (Dp)-
Therefore, (2.2.13) would have a unique solution Ty, in B, (z1) with

12n = 2l x < llzn = 2llx + 120 = 2nllx < ll2n = 2l x + (L +€) [Ipnlly =0

for ||h||y; — 0.
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This means we require a reinforced strong regularity condition such that the constants Ly, pp,

and g, are independent of h.

Definition 2.2.4 (Uniform Strong Regularity)

Let z, € X, exist such that z, solves (2.2.13) and T}, is Fréchet differentiable at zp. We call
(2.2.13) wuniformly strongly regular at zp, if there exist <, 0, p,L > 0 independent of h such that
for every h € B (0g) \ {0} the inclusion (2.2.13) is strongly regular at zj, with neighborhoods
B, (z1), B, (0y) and Lipschitz constant L.

Remark 2.2.5
In order to verify uniform strong regularity at zp, one has to prove the existence of L, ¢, 0,p > 0
independent of h such that for every h € B (0g) \ {On} and every yy € B, (0y) the inclusion

Yn € Ty (zn) + Ty, (21) (zh — 21) + Fi (z3)

has a unique solution xp, (yp) in B, (zp), which is Lipschitz continuous with respect to y, and

Lipschitz constant L.

The notion of uniform strong regularity allows us to prove that the generalized equation (2.2.13)
has a unique solution &, that converges to the solution Z of inclusion (2.2.1) for ||h|; — 0,

which is fundamental for the main result of Chapter 5 (Theorem 5.5.6):

Theorem 2.2.6 (Convergence)
Let & be a solution of (2.2.1) and let T}, be Fréchet differentiable. Furthermore, let the following

conditions hold:
(i) Let T} (-) be Lipschitz continuous with constant Ly > 0.

(ii) Let there exist zp, € X and py, € Yy, such that
Oy € Th (21n) + Pn + F (2n) , (2.2.15)
and lzn — 2| x =0, |Pnlly =0, for ||h|lz — 0. (2.2.16)

(iii) Let (2.2.15) be uniformly strongly regular at zj, with associated Lipschitz constant L > 0.

Then, there exists .S > 0 such that for each h € B:(0m) \ {0m} the inclusion (2.2.13) has a

locally unique solution T with

120 — 2l x < Ullzn — 2l x + 2nlly)

Proof. According to (ii7), there exist L, <, 0, p > 0, which satisfy the conditions in Definition
2.2.4. For arbitrary h € B. (0g) \ {Og} we apply Theorem 2.2.2 to (2.2.15) for some € > 0. By
condition (), the inequality (2.2.7) holds for 7}, with a constant independent of k. Additionally,
the neighborhoods W, and N. = B, (pn) can be chosen independent of h, since uniform strong
regularity holds for neighborhoods independent of h. Select ¢ > 0 such that ||psly, < § for each
h € Bz (0g) \ {0g}, which is possible according to (2.2.16). Then, Oy € N, hence there exists



20 CHAPTER 2. FUNDAMENTAL RESULTS

a solution &, of (2.2.13) with ||2, — 23]y < (L +¢€)||Pnlly. Exploiting the triangle inequality
yields
1Zn = 2l x < llzn — &llx + 120 — 20l x < U(llzn = 2l x + 12nlly)

for 1 := max {1, (L + ¢)}, which proves the assertion. O
Remark 2.2.7

Condition (it) in Theorem 2.2.6 is often referred to as consistency. If (2.2.13) is an approzima-
tion of (2.2.1), then one usually chooses the projection of & into the subspace X}, as the solution
zp, of the inclusion (2.2.15), and py, is chosen accordingly. Therefore, |z, — &||x is called in-
terpolation error, and ||py|ly is called consistency error. The rate of convergence depends on
these errors, e.g., if there exist Ly, I'y > 0 independent of h such that ||zp, — Z||x < Ly ||h|| and
IDnlly < Til|h]|, then the solution Iy, of the approxzimated generalized equation (2.2.13) would
converge linearly to the solution & of (2.2.1).
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2.3 Parametric Nonlinear Optimization Problems

In this section, we aim to derive a sensitivity result and second-order sufficient conditions for

special cases of the following problem:

Problem 2.3.1 (Parametric Nonlinear Optimization Problem)
For a parameterp € P C R"™, P closed, and n,,ng,ng € N with ng+ng < n, let the functions
J:R"=xP >R, G:R" xP =R, H:R" xP — R"™ be sufficiently smooth.

Minimize T (z,p)

with respect to z € R
subject to  H (z,p) = Ogny,
G(Zap) < Ogne .

Problems of this type have been extensively treated in the literature, e.g., [2,10,44,97]. Let the
Lagrange function of Problem 2.3.1 be denoted by

L (lo, 2, A, p) := boT (2,p) + ATH (2,p) + 1" G (2,p) ,
and the set of feasible vectors by
2 (p):={z€R"™ | H(z,p) = Ornu, G (2,p) < Ornc } .
According to [10, Theorem 4.3.2], necessary conditions for a fixed parameter can be expressed

as:

Theorem 2.3.2 (Fritz John Necessary Conditions)

For a fized parameter p € P let 2 be a local minimum of Problem 2.5.1, and let J (-, ), G (-, D),
H (-,p) be continuously differentiable. Then, there exist multipliers £y > 0, A € R"® and
n € R"@ not all zero such that

VoL (lo, 2,\,1,p) = Opns,
n = Ogre,
n'G(2p) = 0.
If so called constraint qualifications hold (cf. [10, Chapter 5]), then there exist multipliers that
satisfy Theorem 2.3.2 with ¢y = 1. Among the most commonly used constraint qualifications

are the Mangasarian-Fromovitz constraint qualification and the linear independence constraint

qualification (LICQ). For our purposes we choose the latter:

Definition 2.3.3 (Linear Independence Constraint Qualification)
For a fixed parameter p € P the linear independence constraint qualification is satisfied at 2 for
Problem 2.5.1, if the vectors

VZHJ(27ﬁ)7 j:]‘7""nH’
V.Gj(2,p), Jj=1,...,ng with G;(%,p) =0

are linear independent.
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Remark 2.3.4 (Uniqueness of Multipliers)
If the assumptions of Theorem 2.5.2 are satisfied and the linear independence constraint quali-

fication hold at Z, then the necessary conditions hold for £y = 1, and the associated multipliers
A, n are unique, cf. [48, Corollary 2.3.39].

The constraints of Problem 2.3.1 together with the necessary conditions for ¢y =1, i.e.,

V.L(1,z,\,n,p) = Ogn:,
H(z,p) = Ogrnu,

G(z,p) < Ogrng, (2.3.1)
n = Ogrne,

n'G(z,p) = 0.

are called Karush-Kuhn-Tucker conditions (KKT conditions). For a non-empty, closed, and

convex set C' C R™ we denote the normal cone operator by

N :R" = R”
Ne (z) = {yER”\yT(c—x)gOforallceC}, ifzeC .
0, ife¢gC

Note that Mg satisfies the following conditions

NR" (ﬂ?) == {ORn}’

n T.. . n
N]R"(x): {yER |y «I—O,ySORn}’ 1fx€R+ ’
' 0, if v ¢ R"}

./\/’C1 (.1‘1) X N02 (.1‘2), if (.T1,$2) € C1 x Cy

N01><C2 (271,1172) = { @7 1f (561,372) ¢ Cl x 02

This allows us to write the KKT-conditions (2.3.1) as a generalized equation of the form

VZ‘C (1727)\7777])) z
ORn: xRnH xR7G € — H (z,p) + Nenosmmn e | A |- (2.3.2)
G (z,p)

For a fixed parameter p € P let (2 (p), A (p), 7 (p)) be a Karush-Kuhn-Tucker point (KKT-point)

of Problem 2.3.1, i.e., (2 (), X (p),1 (p)) satisfies the KKT-conditions (2.3.1). Furthermore, for
the KKT-point and p € P, we decompose the index set J := {1,...,ng} into the subsets

JE) =15 € TG ((0).p) =0, 0 (0) > 0}, T (p) = card (J* (),
J(p) = {i € T1G; (2 (p),p) = 0, il () = 0}, }°(p) := cand (J° (p))
J=(p):={j € J|Gj(2(p),p) <0, A (p) =0}, j (p):=card (f* (p)) :
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and use the abbreviations

B ()= G5 w)w)]
38 (p) = |G} (2 () ,p)LejO(p)
B )= G5 ;-

If JO (p) = 0, then the strict complementarity condition 9; (p) — G5 (2 (p),p) > 0 holds for all
j € J. For a fixed parameter p € P second-order sufficient conditions for Problem 2.3.1 were
proven in, e.g., [10, Theorem 4.4.2], [47, Theorem 6.1.3]:

Theorem 2.3.5 (Second-Order Sufficient Conditions)

For a fized parameter p € P let (2 (D) A (P),n (ﬁ)) be a KKT-point of Problem 2.53.1 and let the
functions J (-,p), H (-,p), and G (-,p) be twice continuously differentiable. Suppose for every
v € R" \ {Ogn: } with

AH(ﬁ)U = Ogrnm
Bf(p)v = Opre (2.3.3)
3% () v < Ogng

the inequality
v V2L (1,2(5),A () ,7 () ,p) v >0

is satisfied. Then, there exist o, p > 0 such that for every z € X (p) N B, (2 (p)) it holds
T (20) 2 T (2().0) +allz— 2 ()]

Remark 2.3.6
The set of all vectors v € R™ that satisfy (2.3.3) is called critical cone. For our purposes
we require a stronger condition than the one in Theorem 2.3.5. Particularly, by removing the
inequality BY (p)v < Ogna in (2.3.3) we obtain the condition

Ay (p
B¢ (9)

=

v'VZL (1, 2(p), A (D), 1 (D) ,]5) v >0 forallv € ker <l ]) \ {Ogn-} . (2.34)

Of course, if J° (p) is empty, then E?; (p) is vacuous. Thus, the condition in Theorem 2.53.5 and

(2.3.4) would be equivalent. However, in general
A A~
B (D)

Condition (2.3.4) together with the linear independence constraint qualification are sufficient

s a superset of the critical cone.

for strong regularity of the generalized equation (2.3.2), as shown in [109, Theorem 4.1]:
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Theorem 2.3.7 (Strongly Regular KKT-Conditions, Robinson)
For a fized parameter p € P let (2 (p), A (p),n (ﬁ)) be a KKT-point of Problem 2.3.1 and let
the functions J (-,p),H (-,p), and G (-,p) be twice differentiable at Z (p). Furthermore, let the

following conditions hold:

(i) The matriz

>;l>>
QO Q+ T

>

has full row rank.

A
(ii) For all v € ker ([ Ali (A
B¢ (p)

>

D \{0zn.} one has 0T V2L (1,2(5), A (5) .7 (5) .5) v > 0.

Then, (2.3.2) is strongly regular at (2 ), A .79 (ﬁ))
This statement allows us to derive a crucial sensitivity result for the following special case of
Problem 2.3.1:

Problem 2.3.8

For a parameter p € P C R, P closed, n,,ng,ng € N with ng + ng < n,, and matrices
ReR™= " (e R"EX" D c R"¢*" [et the functions J : R™ x P - R, G : R" x P — R"G,
H :R™ x P — R defined by

J(z,p) =T (2) + 2 Rp, H(zp):=H(2)+Cp, G(zp):=G(2)+Dp
be sufficiently smooth.

Minimize — J (2)+ 2z  Rp
with respect to  z € R"* (2.3.5)
subject to H (z) + Cp = Ognu,
G (2) + Dp < Ogrg.

Analog to (2.3.2), we write the KKT-conditions of Problem 2.3.8 as the generalized equation

V.L(1,z,\n,D) z
ORrrz xrmi xRG € — H(z)+Cp + Ngn s grn k"G | A (2.3.6)
G(z)+ Dp n
V.L(1,z,\n,0rmp) R z
< OrnzxRmH xR € — H(z) —| C |[p+Ngn. xR XR"C
G (z) D n

with the Lagrange function

L (Lo, z,\,n,p) = (j (z) + zTRp) + AT (I:[ (z) + Cp) +n" (G (z) + Dp) )
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R
For the new parameter ¢ (p) := — | C |p € R™ with m = n, + ng + ng we consider the
D
parametric generalized equation
V.L(1,z,\n,0rnp) z
Ogm € — H(2) +q() + Npnosprasmre | A ] (2.3.7)
G (2) U

and prove the following:

Theorem 2.3.9 (Sensitivity of the KKT-Conditions)

Let the assumptions of Theorem 2.3.7 hold for a fixed parameter p € P and a local minimum
2(5)

J, H
of (2 (p), A (p),n (ﬁ)), and Lipschitz continuous functions z : B, (p) — R"=, X : B, (p) — R"#,
n: By (p) = R"G such that for each p € By (p), (2 (p),A(p),n(p)) is the unique solution of the

inclusion (2.3.6) in W, and z (p) is a local minimum of Problem 2.3.8.

A (A

with the associated multipliers \ (p),n (p) of Problem 2.3.8. Furthermore, let the functions
, and G be twice continuously differentiable. Then, there exist o > 0, a neighborhood W

Proof. (2 (D), A\ (p) ,ﬁ(ﬁ)) satisfies the linear independence constraint qualification in Def-
inition 2.3.3, hence it solves the inclusion (2.3.7). According to Theorem 2.3.7, for ¢ (p) the
inclusion (2.3.7) is strongly regular at (2 B), A (), (13)) with some Lipschitz constant L > 0.

Then, by Theorem 2.2.2 for a fixed € > 0 there exist neighborhoods W; of (2 P), A (D), N (ﬁ))
and N of ¢ (p), a single-valued mapping (2,5\,ﬁ> : N — W, which is Lipschitz continuous
with constant L + ¢, and for each ¢ € N, (2, A, ﬁ) (¢) is the unique solution of (2.3.7) in W..
In addition, for p;,ps € R™ with ¢ (p1),q(p2) € N¢ it holds

[(225) (@) = (2 A7) (@ (2)]| < (L +2) lla (1) = a @2)ll < Ullpr = po

for I .= (L+¢)(||R[|+ [|C|| +||D]). Set o := min #; (p) > 0, W := W, and select o0 > 0
J€J* (D)
such that

. a
q(By (p)) € N and o < 20 (2.3.8)

Then, the functions z : B, (p) — R™, X : B, (p) — R, n: B, (p) — R"C defined as

2(p)=2(q®), A :=Aaq®), n) =7 p)

are Lipschitz continuous with constant I. Additionally, (z (p), A (p),n (p)) is the unique solution

denote

Jt(p):={jeJ|Gj(z(p),p) =0, n(p) >0},
Ag (p) == H' (2(p),p),

B ()= |G 0).p)] . '
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which satisty J* (p) = J*t (), Ag (p) = Ap (p), and B (p) = BS (p). In order to verify the
(

optimality of z (p) for Problem 2.3.8, we show that for every p € B, (p) there exists v (p) > 0

such that

WTVLL (L2 (p) AB) 0 (), p)v =y () o] for every v € ker ([ o Ef,’; D ;
G

which is sufficient for the assumption in Theorem 2.3.5. To that end, let j € J* (p) = J* (p) be
arbitrary. Then, by choice of o

A R . (2.3.8) o
3 (B) =1 (0) < n () —n @ < tp-pl = 3,
is satisfied for every p € B, (p). This and n; (p) > « imply

0< <) —5 <,

hence j € JT (p) for each p € B, (p). We conclude J* (p) C J* (p) and therefore

A (p) Ap (p) N
o (73 e |

B (») jETH®)
We will prove positive definiteness of V2, £ (1,2 (p), A (p),n(p),p) on the larger set K (p) by

assuming the contrary. Thus, for each ¢ € N there exists some p; € Be (p), and for every k € N

there exists some v;, € K (p;) with
1
Uizvzz[’ (1,2 (p%k) ) (p'lk) 1 (plk) 7pik) Vg, < ﬁ Hvlk ”2 . (2.3.9)
Note that the parameter p only appears linearly in
Ll 20m,p) = bo (T (=) + 2T Bp) + AT (H (2) + Cp) +n" (G (2) + Dp) ,

hence V2,L (1,+,-,-,p) = V2,L(1,-,-,-,p). Since the balls By (Og»-) and B, (p) are compact with

respect to Euclidean norm ||-||, there exist convergent subsequences of (p;, ) C B, (p) and

i EN

<Uzk> C Bi (Ogn-) with limits p and v € K (p), respectively. In order to minimize the use
i €N

v |
of indexes, we assume without loss of generality that (p;, ), i eN and (”” H) are convergent
'k

i €N
with limits

; Ay (p Ay (p
lim p;, =p, lim — :@en(ﬁ):kerq ’j(zf)D:ker([ fj(zf)D, 9] = 1.
k—o0 k—o0 [|v;, || B¢ (D) B¢ (D)

Then, dividing (2.3.9) by [|v;, ||* and taking the limit yields 9T V?2, L (
contradicts assumption (#4) in Theorem 2.3.7. Thus, V2,£ (1, z (p),

27 5‘7 ﬁaﬁ) 0 < Oan, which
n(p),p) is positive

A
definite on K (p), which is a superset of ker <[ f (p) ]) O

B ()
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Linear Quadratic Case:

Let us consider a special case of Problem 2.3.8, where

J(z) = %zTQz, H(z):= Az, G(z):= Bz.

with a symmetric matrix Q € R™"=*"=, A € R"#*"z and B € R"¢*™=, Thus, Problem 2.3.8

becomes a linear quadratic optimization problem:

Minimize %ZTQZ +2z"Rp
with respect to  z € R"* (2.3.10)
subject to Az + Cp = Ogng,
Bz 4+ Dp < Opne.

A
If the matrix l B ] has full row rank, then the set of admissible vectors is not empty, and

the linear independence constraint qualification in Definition 2.3.3 is satisfied for every p € P.
Furthermore, if vTQu > 0 for all v € ker (A) \ {Og»- }, then the sufficient conditions in Theorem
2.3.5 hold for any KKT-point. Hence, the KKT-conditions of (2.3.10), expressed as the linear

generalized equation

Q AT BT z R z
Orm € — | A Onyxnyg  Onpxng A - C ﬁ+NananHxRiG A, (23.11)
B Ongan OnGXTLG D

have a unique (global) solution (2 (B), A (p) ,ﬁ(ﬁ)) for every p € R"™. Moreover, for every
q € R™ the perturbed inclusion

Q AT BT z R z
qc— A OnHXnH OnH Xng A - C ﬁ +NR”z xR"H XR:LLG A ’
B Ongan Ongxnc D

also has a unique solution. Since (2.3.11) is already linear, it follows from Theorem 2.3.7 and
Definition 2.2.1, that (2.3.11) is strongly regular at the unique KKT-point (2 ), A (). (ﬁ))
for every p € R". According to Theorem 2.3.9, for every p € R™ there exist o (p),l(p) > 0, a
neighborhood W (p) of (73 (p), A (»),n (ﬁ)), and Lipschitz continuous functions

2 By (B) = R™, Ap: By (B) = R™, 7l : By (p) — R

with constant I (p) such that for each p € B, (p), (Eﬁ (P),As (P) 7 (p)) is the unique solution
of

Q AT BT z R z
OR’m & — A OnHXTLH OonnG A - C (ﬁ +p) +NR"Z XR“HXRZG A
B OTLGX’nH Oncxng D
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Let 0 > 0 be arbitrary and let U, (p) denote the open ball around p with radius ¢ (p). Then,

U Uy ) (2.3.12)
ﬁEBé(OR"p)

is an open cover of By (Ornp ), since the union of an arbitrary number of open sets is open, and
o0 (p) > 0 for every p € By (Ognp). In addition, by compactness of By (Ogn» ), there exists a finite
subcover of (2.3.12). Hence, there exist ¢ € N and py, ..., p; such that

) Uy (55) 2 By (0ss).

k=1
With the functions Z, , S‘ﬁkvﬁﬁk for k = 1,...,7 we are able to construct Lipschitz continuous
functions z : By (Ogrp) — R™, X @ By (Ognp) — R™ , 1 @ By (Ognp) — R™@ such that for
every p € B (Opne), (2 (D), A(H),n(p)) is the unique solution of the inclusion (2.3.11). Since
(2 B), A (D), N (P )) is the unique solution of (2.3.11) for every p € R", it holds

(2@ A0) .7 0) = (= () A@) .1 (D))

for each p € By (Ognp ), and <2 P),\(p),n (;6)) is Lipschitz continuous with respect to p and

constant I := max [ (pg).
k=1,...,i

Let us summarize these statements for the special case (2.3.10) of Problem 2.3.8 in the fol-

lowing corollary:

Corollary 2.3.10
Let Q € R"=*"= pe symmetric, A € R"H*"= B ¢ R"¢*"= R ¢ R"=*" (C € R"8*"  qnd
D € R"¢*"  Furthermore, let the following conditions hold:

A
(i) The matriz [ B 1 has full row rank.

(ii) For all v € ker (A) \ {Ogn-} one has v' Qv > 0.

Then, for an arbitrary 0 > 0 and each p € B, (Ornp) the linear quadratic optimization problem

Minimize %ZTQZ’ +2 Rp
with respect to  z € R™
subject to Az + Cp = Opeg,
Bz + Dp < Oprg,

has a unique solution % (p) together with unique Lagrange multipliers S\(p), 7 (p). Moreover,
(2 (), A(p). 7 (p)) is Lipschitz continuous with respect to p € By (Ognp ).
This result is crucial for the proof of Lemma 5.5.4, where a parametric optimization problem of

type (2.3.10) occurs.
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Our next goal is to derive (uniform) second-order sufficient conditions for the following opti-
mization problem with parametric objective function:
Problem 2.3.11

Let p € P C R be a given parameter, P compact, and for n,,ng,ng € N with ng +ng < n, let
the functions J : R™ x P - R, G :R" — R"¢ H :R"™ — R be sufficiently smooth.

Minimize T (z,p)
with respect to  z € R™
subject to  H (z) = Ogny,
G (2) < Orne.

With the Lagrange function
L (bos 2, X, 1,p) 7= 4o T (2,p) + ATH (2) +1 G (2) ,
the KKT conditions of Problem 2.3.11 can be expressed as

V.L (17 2, A, "7717) = Ognz,

=
—~
N
~—

I

OR"Ha
Orror, (2.3.13)

Q
s X
(AVARRVAN

ORnG )
0.

3
—
D
—
N
~—
Il

For every p € P let (2 (), A (p), 7 (p)) be a KKT-point of Problem 2.3.11. Furthermore, we
define the linearizing cone K (p) and the cone KT (p) by

K (p) == {d € ker (H'(:(0))) | G} (2 () d <0, j € ] () UJ* (p)},
K (p) = {d e ker (H' (z(n)) | G; (2 () d =0, j € J* (p)}.

Clearly, Kt (p) C K (p) is satisfied, if the strict complementarity condition J° (p) = 0 holds.
According to the KKT-conditions (2.3.13), for an arbitrary d € ker (H' (2 (p))) it holds

0=V.T(Z(@),p) d+Ap) H (2(p)d+0(p)' & (2(p))d

+7(p
=V.T(E@),p) d+ D 9 ()G (2®)d,
jed+(p)

which implies the relation
de K*(p) & V.J(2(p),p)" d=0and d € ker (H' (2(p))). (2.3.14)
Moreover, if JO (p) = 0, then it holds

deK(p) < V.J((p),p) d>0anddeker (H (2(p))). (2.3.15)
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For a constant v > 0 we define the cone
K (p) = {d € ker (H' (2(p))) |0 < V.T (2(p),p)"d < v|dll} .

which satisfies K+ (p) € K” (p) and K+ (p) = K° (p). Additionally, if the strict complementarity
condition JO (p) = § holds, then the relation (2.3.15) implies K” (p) € K (p). Similar to [88,
Lemma 5.7] we prove that, if the matrix V2, L (1,2(]0) ,S\(p) , 1 (p) ,p) is uniformly positive
definite on the cone K+ (p), then it is also uniformly positive definite on K” (p) for sufficiently
small v > 0.

Lemma 2.3.12

Let the functions H and G be twice continuously differentiable, let J (-,p) be twice continuously
differentiable for every p € P, and let J (2,-), V.J (2,-), and V2,J (z,-) be continuous for every
z € R™. Let there exist continuous functions 2(-) : P — R™ X(-) : P = R™ §(.) : P — R
such that (2 (p), A (p),n (p)) is a KKT-point of Problem 2.3.11 for every p € P. Moreover, let
the following be satisfied:

(i) There exists a constant > 0 such that for all p € P and every d € R™# x RI*(P) x RI°(P)

it holds
T

BE(p) | d||>8ld|.

AH (p)
B (p)

(ii) There exists a constant v > 0 such that for all p € P and every v € KT (p) it holds
0" V2L(L,2(0),AP).7(P),p)v> vl
Then, there exist 7,v > 0 such that for all p € P and every v € K (p) it holds

o' V2L(1L2(P),AP) 1 @),p)v =T

Proof. Assume the opposite is true. Thus, for every i € N there exist p; € P and a vector
v; € ker (H' (2 (p;))) such that

—

0< VT (2(pi),pi) v < = l|lvil]

. < . 1
ol V2L (L2 0, A i (0i) pi) v <~ il
The second inequality implies v; # Ogr.. Define the set-valued function M : P = R" as
M (p) = ker (H' (2(p))) N By (Ogn-). According to Lemma A.6, graph (M) is compact and

furthermore it holds (pi, HZ—zH) € graph (M). The compactness implies that there exists a con-

;i

vergent sub-sequence pik’”ukn>> C graph (M) with some limit (p,v) in graph (M),
'k i €N

hence © € ker (H' (2 (p))) and ||9|| = 1. Additionally, it holds

0<V.J(2 (pzk) 7pik) HUZkH < %,

1k
Vi, Too 5 A J o 1
L 120 ) <
1k *
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Taking the limit yields
b).p)’
(

). 5)

(3
I

V2T (2 (
0TVLL(L2(B).A(D) .

0,
<0

[SH]

Y

which by (2.3.14) implies & € K+ (p), and 9T V2.L (1, 2(5),NB) .7 (P), ﬁ) # < 0. This contra-
dicts condition (i7), which proves the assertion. O
Remark 2.3.13

If the strict complementarity condition J° (p) = 0 holds, then the relation K” (p) C K (p) is

satisfied, which allows us to distinguish between two cases:
veKY(p) and ve K (p)\K”(p).

This is essential for the proof of Theorem 2.3.14, since we obtain the coercivity condition
v V2L (1,2(})) A (p), 7 (p) ,p) v > F|[vl?, if v e K”(p), and for the other case we get the
lower bound V.7 (2 (p),p)' v > v ||v|, which holds by definition. These properties are exploited
in Taylor expansions of the functions L and J, respectively, which permits us to prove optimality
of Z(p).

Since the constraints in Problem 2.3.11 are independent of the parameter we denote the set
of admissible vectors by X, and prove the following uniform second-order sufficient conditions,
which are fundamental for Chapter 4:

Theorem 2.3.14 (Uniform Second-Order Sufficient Conditions)

Let the functions H and G be twice continuously differentiable, let J (-,p) be twice continuously
differentiable for every p € P, and let J (z,-), V.J (2,-), and V2, J (z,-) be continuous for every
z € R™. Let there exist continuous functions 2 (-) : P — R™ A (-) : P — R™ 7 (.) : P — R"G
such that (2 (p), A (p),n (p)) is a KKT-point of Problem 2.8.11 for every p € P. Moreover, let
the following be satisfied:

(i) There exists a constant > 0 such that for all p € P and every d € R™ x RIT(P) x RI°®)

it holds
-

B (p) | d||>5]ld|.

AH ()
Bg (p)

(ii) There exists a constant v > 0 such that for all p € P and every v € KT (p) it holds
oI VLL(L2(0) AW) A 0).p) v 2 o,
(iii) The strict complementarity condition JO (p) = 0 is only violated by finitely many p € P.
Then, there ezist o, p > 0 such that for all p € P and every z € ¥ N B, (2 (p)) it holds

T (2,0) > T (2(p),p) +allz— 2.
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~

Proof. According to the assumptions, the function V2_£ (1, 2(p),\(p),n(p) ,p) is continuous
with respect to p € P and P is compact. Thus, there exists a constant I'z > 0 such that

max||V2.£ (12 (1) A () .71 () )| < T

By Lemma 2.3.12, there exist 4,7 > 0 such that for all p € P and every v € K” (p) it holds
oTV2L(L2(P), A®) 1 (@) p)v =Tl

It follows from Theorem 2.1.9 that there exist g, [, > 0 depending only on 4, 'z such that for
all p € P, every v € K¥ (p), and every w € R™ with ||w|| < T, ||v| it holds

(v +w)" VLL(L2 @) AR). 0 (0).p) 0+ w) = 0 v+ wl. (2:3.16)

According to [88, Theorem 4.2], for every p € P the set 3 is approximated at Z(p) by the
linearizing cone K (p), i.e., there exists mappings s : ¥ x P — R"=, r : ¥ x P — R" such that
for every (z,p) € ¥ x P it holds

—Z =s(z r(z s(z im M_
z=2(p) =s(zp) +7(2p), (,p)GK(p),Zié(p)||z_2(p)‘|

Let p € P be arbitrary such that the strict complementarity condition Jo (p) = 0 holds, hence
K" (p) C K (p) is satisfied. As described in Remark 2.3.13 we distinguish between two cases:

s(z,p) € K (p) and s(z,p) €K (p)\K"(p).

Firstly, we assume s (z,p) € K” (p). Then, by [88, Lemma 4.2], we can choose 5 > 0 such that

we obtain

Ir (z,p)ll = s (z,p) = (z = 2(P)| < T [|Is (z,p)||  for all z € Bz (2(p))-
Consequently, by (2.3.16), it holds
(s () +7(20) VEL (L2 @), A®),7 (1) p) (s (2,0) +7(2,p))
>0 |l (2,p) + 7 (2 0)]* (2.3.17)

Since V2L (1, D) (p),n (p) ,p) is continuous with respect to z € R™ and p € P, there exists a
0 < p < p such that for p € P and every z € B, (2 (p)) it holds

|v2£ (1230) .0 (0).p) = V2L (L2 (0)A®).().0) | < 5 (2:3.18)

Exploiting the Taylor expansion for £ (1, Z, A\ (p),n(p), p) at 2 (p) yields

(L@ aw.p) = £(L20),A0),90).p)
+V.L (L2 (0) A®) i () ) (2= 2 () (2:3.19)
5= 2(0) VAL (LEG)AW) 1 ()p) (=~ 2 ()
CE T 0).p)
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for every z € ¥ N B, (2 (p)

z and a certain £ (z) € B, (2(p)). Inspecting the quadratic term and
utilizing (2.3.17) and (2.3.

)
18) results in
(=2(0)" VL (L), AW, 7 (0).p) (2= 2 (1))
= (s (z:p) +7(5p)  VELL(L,E(2), M), 7 (9),p) (5 (20) +7 (2,p))
= (s(2:p) +7(2p) VEL(1L,2(0), M), 7(1),p) (5(2,0) + 7 (2,p))
—(s(z,p) +7(zp)" [VEL(1,2(0), A (0) 11 (9) ,p) (2:3.20)
2L (LEE)AWD i 0).p)] (s (20) +7(2p))

)
2 70 2 __ 70 2 2
>0 |5 (z,0) + 7 (2,p)| —gHS(z,p)Jrr(z,p)H = llz=2mI".

Furthermore, for every z € ¥ N B, (2 (p)) it holds

T (zp) > £(1,230),1(0)p),
since H (z) = Ogni and 9 (p)| G (2) < 0. Consequently, using (2.3.19) and (2.3.20) yields

T (2p) > T (2(p),p) + 2

D)z — 2 ()2,

for every z € XN B, (2 (p)).

Now, suppose s(z,p) € K (p) \ K (p), thus V.J (¢(p),p)" s(z,p) > v|s(z,p)||l. Since the
function V,J (2 (-),-) is continuous with respect to p, there exists a constant I' 7 > 0 such that
Iy = sup IV.T (2(p),p)|. Select 0 < p < 1 satisfying

T 5 T v v 5
[7:7 Gop)" =T o) )| < 5 and I )l < s e - 20
for every z € XN B, (2(p)). Exploiting ||s (z,p)|| > ||z — 2(p)|| — || (2,p)|| and the mean-value

theorem for a certain & (2) € B, (£ (p)) yields

T (20) =T (G (0),p) = VoI (£(2).0)" (2= 2 ()
—VJ@UJN'@m+VJ«U,fr@m
~ (VT @0 - VTR0 (-
>vs(zp)| =T Ir (2P| = 5 Il = 2 )]
zgw—z<w—av+uwMzmn
v . vy +v)

v
\
~
|
I3
—
=

g )l
:Zuzfﬂmnzznzfz@w?

We take the minimum radius p of both cases and set « := min {74—0, %}, which yields

T (2,0) > T (2(p),p) +allz—2(p)||* for every z € XN B, (2 (p)).
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According to (7i7), this relation is only violated by finitely many (isolated) points p € P. Suppose
there exists p € P such that there exists a 2 € ¥ N B, (2 (p)) with

J(2,0)— T (2(0),p) —allz—2()° <0. (2.3.21)

Then, there exists a convergent sequence ((p;, 2i));cy € graph (XN B, (2(-))) with limit (p, 2),
and
T (zispi) = T (2 (pi) ,pi) — e[|z = 2 (i) |* > 0.

Since left-hand side is continuous with respect to (p, z), taking the limits yields
T (29)~ T (2(p).p) —allz - 2@ >0,

which contradicts (2.3.21). This completes the proof. O

2.4 Linear Time-Variant Differential-Algebraic Equations
An in-depth analysis of linear, nonlinear, and other types of DAEs was covered in the textbooks
[66,71] and the references therein. We limit our investigations to linear, time-variant DAEs in
semi-explicit form
z2(t) = A{)z(t)+B(@)v(t), a.e. in [0,1],
Orm = C)z(t)+D(t)v(t), a.e. in [0,1], (2.4.1)
Orre = Epz (O) + Fhz (1) R
where z € W7'; ([0, 1]) is the differential state and v € Ly ([0, 1]) is the control (p = 2, 00), which
is partly determined by the algebraic equation. For n,,n,,m,ng € N with m < n,,ng < 2n,
the matrix functions have the dimensions
A e L"" ([0,1]), Be L%*™([0,1]),
C e L™= ([0,1]), D e L™ (]0,1]),
Ey, Ey € R"BX"=,

We introduce the following terminology for system (2.4.1):
Definition 2.4.1 (Uniform Linear Independence, Controllability)

(i) The matriz function D (-) in system (2.4.1) is uniformly linear independent, if there exists
a constant B > 0 such that for almost every t € [0,1] and for all w € R™ it holds

o) =] > 8=l
(i) System (2.4.1) is completely controllable, if for every e € R"E there exist
(z,v) € W15 ([0,1]) x Ly» ([0, 1]) satisfying
2(t) = At)z(t)+B({t)v(t), a.e. in [0,1],
Ogm = C(t)z(t)+D(t)v(t), a.e. in [0,1],
e = FEpz(0)+ Eiz(1).
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Remark 2.4.2 (Reduced System)
If the matriz function D (-) in system (2.4.1) is uniformly linear independent, then for almost
every t € [0,1] and all w € R™ it holds

S DWDW) w= D) = =5 |-

Consequently, for almost every t € [0,1] the matriz D (t) D (75)—r € R™*™ s uniformly positive

definite, hence the inverse exists and is uniformly bounded by % (see Lemma 2.1.6). Therefore,

-1
the right inverse D (-)> = D(-)" (D ()D()T> is essentially bounded. For almost every

t €10,1] consider the inhomogeneous linear equation
D({t)v=>b, veR"™ beR™, (2.4.2)

where D (t) has full row rank. The general solution of this system is the sum of a particular
solution and the general solution of the homogeneous system. For almost every t € [0,1] the
linear mapping

(Lo, = D) D (#)) : R™ — ker (D (1))

is surjective, since for every b € ker (D (t)) it holds
(L, =D D#®)b=b-D () D()b="b.

Thus, for almost every t € [0,1] the general solution of the homogeneous system can be expressed
by (Inv -D@®)™D (t)) w for w € R™. Moreover, D (t)™b is a particular solution of the inho-
mogeneous system for almost every t € [0,1]. We conclude that the general solution of (2.4.2)
is determined by

v=D(# b+ (Tn, = D) D (1)) w
for w € R™ and almost every t € [0,1]. Hence, if D (-) is uniformly linear independent, then

we are able to write the control v () as
v()==D(OCOz()+ (L, = D) D())w()

for an arbitrary w € Ly ([0,1]). Inserting this expression into (2.4.1) yields the reduced system

i) = AR zO)+B@Wwt),  ae in [0,1], (2.4.3)
Orre = FEpz (0)+E12’ (1)7
with the notation
A() = A()=B()D () C()e L& ([0,1]), (2.4.4)
B() = B() (T, =D ()" D()) € L™ ([0,1]).

We denote the solution of the matrix differential equation

S =A@)®(t), ae in[0,1], @(0)=1I,,
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by @4 € Wi'z2"* ([0, 1]), and use the abbreviations

R = Ej +E1(I)A (1) S RHEXTLZ,
S() = Exdy(1)@;() " B() e L™ ([0, 1)), (2.4.5)
1
G = RRTTL/S(t)S(t)T dt € R"EX"E
0

to prove the following relation between controllability and the Gramian matriz G:

Lemma 2.4.3 (Controllability, Gramian Matrix)
If the matriz function D (-) in system (2.4.1) is uniformly linear independent, then the following

holds: System (2.4.1) is completely controllable, if and only if rank(G) = ng.

Proof. For e € R™Z we consider the inhomogeneous system

2(t) = A@)z@t)+B(@)v(t), a.e. in [0,1],
Orm = C(t)z(t)+D(t)v(t), a.e. in [0,1],
e = Epz(0)+ Ez(1).

Analog to Remark 2.4.2, we obtain the reduced system

2(t) = A z@t)+B{)w(t), a.e. in [0,1],
e = Epz(0)+ Eiz(1),

for a w € Lyv ([0,1]) with
v()= =D C( () + (L~ D D) (o).

This differential equation has the solution
()= 01()2(0)+04() [ 0407 B(r)w(r)dr
0
which allows us to write the boundary conditions as

1
e = (E0+E1<1>A(1))z(0)+E1c1>A(1)/<1>A(T)—IB(T)W(T)dT
0

1
= Rz(0)+ /S(T) w(T)dr. (2.4.6)
0

First, suppose (2.4.1) is completely controllable and rank (G) < ng. Then, there exists a
e € R"E \ {Ogngp } with Ge = Ogrp. Additionally, it holds

2

i

1
0=e'Ge=¢ RR"e+ /eTS t)S(t)" edt = HRT6H2 + HS ()" e‘ )
0
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which implies 0 = HRTeH = HS ()T eHQ. Using Holder’s inequality and the rewritten boundary
conditions in (2.4.6) yields

1
0 < Jel*=e'e L9 TR, (0) + /eTS (T)w (1) dr
0

LRl + s 07 el ol =

Thus, ||e]| = 0, which contradicts e € R"Z \ {Ogng }.

Now, we assume rank (G) = ng, hence the inverse exists. For an arbitrary e € R"® set
2(0) = R'Gle,
w() = S() G ree Ly ([0,1)).

These satisfy the boundary conditions in (2.4.6), since

1 1
Rz (0) + /S (Mw(r)dr = (RRT + / S(r)S(r)" dT) Gle=GG le=e.
0 0

Then, (z,v) € W}’ ((0,1]) x L ([0,1]) with

() = 2020 +25() [0, B(r)w () dr,
0

v() = =D(O)CO2()+ (T, =D D)) w(),

satisfy
2(t) = A{)z(t)+B(t)v(t), a.e. in [0,1],
Orm = C(t)z(t)+D(t)v(t), a.e. in [0, 1],
e = Eoz(0)+ Eiz(1),
which completes the proof. O

In the sequel, we consider an approximation of the linear system (2.4.1). To that end, let
Gy := {Ozto <t <tg<...<itn-1 <tN:1} beagridof[o,l] with ¢t; :=1ih,7=0,1,..., N,
N € N, and the mesh size h := % For ¢ = 1,..., N let us denote the discrete derivative

u(ti)fu(tifl)
h

(backwards difference approximation) at t; by ' (t;) := . Furthermore, for p = 2, 00

we define the finite dimensional subspaces

wh ([0:1]) = {u €L ([0,1) |u(t) =u(t), t € (ti1,t;],i=1,... ,N},
Wi (0,1) = {ue Wi, (0,1]) [u () = (8) (t— ti1) +u(tia),
tc (ti_l,ti],i:L...,N},

where L7, ([0,1]) consist of piece-wise constant functions, and W', ([0,1]) consists of piece-

wise linear, continuous functions (compare Figure 2.1).
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Loop ([0,1]) for N =4 Wi oo ([0,1]) for N =4

4 T 4 T

3 B 3 -

2 t— -

1+ —_—— 4

0 —
-1 —_— . ,
2 L 9 L |
_3 | —3 L |
_4 I I I 4 I I I

0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
time time

Figure 2.1: Illustration of elements in L, ([0,1]) and W7, ([0, 1]).

Consider the following time-discrete system

2’;1 (tl) = Ah (tz) 2h, (tl) + By, (tl) v, (tz) , i=1,...,N,

Orm = () (tz) Zh (tz) + Dy, (tz) Vh, (tz) R 1=1,...,N, (2.4.7)
O]R"E = E(),hzh (t()) + El,hzh (tN> s
where
zn € Wi, (10,1]), vn € Ly, ([0,1]),
Ay € ngznz ([0,1]), By, € LZ;E”” ([0,1]),
Cp € L5 (0,1]), Dy e L™ ([0,1]),

E07h, El,h € R"EX"=

We will refer to (2.4.1) and (2.4.7) as the continuous system and the discrete system, respectively.
Approximations like (2.4.7) occur in Chapter 5, where we apply the implicit Euler discretization
to an optimal control problem subject to a DAE. Our aim is to show that, under appropriate
assumptions, the properties in Definition 2.4.1 and Lemma 2.4.3 for the continuous system are
inherited by the discrete system for sufficiently small mesh size h. To that end, we assume the

following:

Assumption 2.4.4 (Data Approximation)
There exists a constant L > 0 such that for all h > 0 is holds

[A() = An ()l < Lh, |B(-) = Bn ()llo < Lh,
1C(-) = Ch ()l < Lh, D (-) = Dp (+)|lo < Lh,
|Eo — Eonl|l < Lh, |E1 — Eq 4| < L.

This condition allows us to prove, that Dy, (+) is uniformly linear independent for sufficiently

small Ah.
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Lemma 2.4.5 (Discrete Linear Independence)
Let D (-) be uniformly linear independent with constant 8 > 0 and let Assumption 2.4.4 hold.
Then there exists hy > 0 such that:

(i) For all 0 < h < hy: Dy, (-) is uniformly linear independent with constant g

(i) There exists a constant Lp > 0 such that for all 0 < h < hy it holds

|IDO” = Da ()| <Lph
o
Proof.
Set hy := % and let 0 < A < hy be arbitrary.

(i) For almost every t € [0, 1] and for all @ € R™ it holds

IDv )= = P& =- (DO -Dr®)")
oW =~ [p®" = Du@)|| I

v

v

B
fllwl - Lhlwl = 5 =l

which proves the assertion.

(ii) Analog to Remark 2.4.2, we show that for almost every ¢ € [0, 1] the matrix Dy, (£) Dy, (t) "

is non-singular and the inverse is essentially bounded by %. Then, for almost every

t € [0,1] we obtain
ID®D®" =Dy (t)y Du ()]
< D@ =D ®I|DO | +I1Dx I[P O = Da(t)|
< (ID]l oo + 1Dall ) L.

Using Lemma A.2 we conclude

I

-1

>

000"~ (Dh)Di (1))
<|ewoen)”||(BrooioT)”

DD M = Dyt)y Dy (@) |

B B2
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for almost every t € [0, 1]. Therefore, it holds

|D® = Du (1)

~|pa (pwp@T) " -Di" (i) Da ")

<[ow™ - o] (pwp @)

oo |[(pwo©T) " - (Daw D7)
4

64

1
< Lh—z + [1Dnllo

52 (1Pl + 1Dnllo) LA

for almost every ¢ € [0, 1], hence (i7) is satisfied for

L
Lp = 27 [ + 41 Dalloe (1Dl + 1Dalloc)|

0

In order to prove controllability for the discrete system (2.4.7), we show that the associated
Gramian matrix has full rank. To that end, we prove that the matrices contained in the definition
of the Gramian matrix satisfy a condition as in Assumption 2.4.4 with respect to their continuous
counterparts in (2.4.4) and (2.4.5).

If the conditions of Lemma 2.4.5 hold, then we are able to reduce the discrete system (2.4.7)

analog to the continuous case in Remark 2.4.2 to

Z;L (tz) = Ah (tz) Zh (tl) + Bh (tz) wWp, (tz) , i=1,...,N, (2.4.8)
Orre = Eonzn (to) + E1pzn (tN) ,

where wy, € L, ([0,1]) and

An() = Ap() = Bi() Di () Ch(-) € L2 5™ ([0,1]),
Bu() = Bu()(Tn, = D () Da () € LE™ ([0,1]),

which retain the property of Assumption 2.4.4.

Lemma 2.4.6 (Reduced Data Approximation)
Let D (-) be uniformly linear independent with constant f > 0 and let Assumption 2.4.4 hold.
Then, there exists hy > 0 and L > 0 such that for all 0 < h < hy it holds

A() = Ay ()| <Th,

o0

B()~By()
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Proof. Set hy := % and let 0 < h < h; be arbitrary. Then, for almost every ¢ € [0, 1]

A -An)|| = [A®) - B@&D®C @)~ An (1) + Bi(t) Da (8 Ca (1)
<A@ - A @) +||B 1) D 1) C(#) = By () Di (1) Cu (2)
FL Lh+ 1B ) - B0l [P @ [Ie @
+ D@ = Du @] IBL I IC 1))
+1C (1) = Cn INBw (1) | Dr @)
U LT [D O I Ol + Loh 1B Ol 1€ Ol
+Lh |[Bh ()l [ D1 (]
is satisfied, and furthermore for almost every ¢ € [0, 1]
|B&)=Bu()]| = ||BO)=B®D® D)~ Bi(®)+ By (t) Du () Du(t)|
< B - Bu@)+ |[B@ D@D )~ By () Dy (1) Dy (1))
CE L B0 - B ol [P @ 1D @)
+ D@ = Du @) 1B D @]
+ 11D (£) = Du @) 1Bn (1) | D ()
U Lh+ L HDWH 1D ()llao + Lok By (llao 1D ()l

Ol a1
Thus, the assertion holds for
L= max {L+L D™ 1€ Olle+Lo 1By Oll 1€ Olloe + LlIBx (oo | Dn ] .

L+L[DOM| 1D Olla + L 184 Ol 10 Ollog + L 1Ba (g [ 25 7]}

We denote the function @ : [0, 1] — R™=*"= with
D(t)=d (t;)(t —tio1) + D (tim1) for te(ti—1,ti], i=1,...,N,
which satisfies the matrix difference equation
D (t;) = Ap(t)P(t), i=1,...,N,
P (to) = In.,
by @5, (). Then, for t € (t;—1,t;], i =1,..., N it holds

Py, (1)

Py (ti) (¢ —tic1) + P, (ti-1)
A () @5, () (t—tia) + (To, — hAy (1)) @5, () (2.4.9)
(Tn. = (6 = 1) A () @5, ().
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Applying Lemma A.5 for h < yields

1
2[4l

|2z, @[ = [[(t. - i =0 4w )| |25, @)
< (1en|A] )eXp( HAhH )< 5o (2]4] ).
o5, @7 < (T - -0 Ane ‘H@Ah ()7 (2.4.10)
= HLM)O@XP (HAhHoo) < 2exp (|4 ).
|22, @ = [an @] |les, @] <[] exo (2]44] )

fort € (ti—1,t;],i=1,..., N, hence @5 () € Wlngoxzz ([0,1]).

Lemma 2.4.7 (Solution Matrix Difference)

Let D (-) be uniformly linear independent with constant 8 > 0 and let Assumption 2.4.4 hold.
Then, there exists hy > 0 and Lg > 0 such that for all 0 < h < hy it holds

|25~ 0 <Loh. 25007 25, ()7 <Loh.

Proof. Set h; := min {fL, 2||A~1||} and let 0 < h < hy be arbitrary. Then, forallt=1,..., N
h o0
and t € (t;—1,t;] we obtain

Bi(0) ~ 25, ()= (t0) ~ s, (t0) + [ - (05(r) ~ By, (7)) dr

1t p t )
) kzltk/l dr <(I)A () =24, ( )) dr +t/1 dr ((I)A (1) =Py, (T)) dr
4t
:Z/A(T)CI)A(T)_Ah(tk)@A (tk)d
k=1,

—1 tk
_ Z A (tr) (@Ah (tx) P, (7')) dr
kzltk—l
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Furthermore, (2.4.9) yields

Gy (ti) — Dy (1) = (ti —t) Ay (t:) 4, (t:) (2.4.11)

for every i = 1,..., N and t € (t;_1,t;]. Recall, Ay (t) = Ay, (t;) for every i = 1,..., N and
t € (ti—1,t;]. Consequently, it holds

|est) -5, )] < Z / A @5 () = An ) 25, (7)]|dr

k=ly

@41 i / |A(r) = An )| |2, || + [A )| | @1 () = @4, (7)) dr

+ [ A@ = Aw|es, @+ [A0] 1) - @4, ()] dr

ti—1
ot
LG%IZa z:l / ]:hH@Ah Oo‘f‘HAHOOH(I)A(T)—@Ah (7—)‘ dr
h k=1"
t
v [ Tnllen ]+ 4] s - 25, ] ar
e .
e AL el rar+ [ A7 |24 her
k=1" | i
B /f“hH%h Al les ) —2x, o + ] |24, ] nar
to
< (A ol s L a0 oo
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for every i =1,..., N and t € (t;—1,t;]. Applying Lemma A.9 (Gronwall) for HCI)A (t)— 24, (t)H
yields

esw-es @] < (E+ Al ) Jea] pew (4]0

T (AL e (2] e (1] ) 1
for all t € [0,1]. In addition, by Lemma A.2, it holds
[ —25, 07" < es07| o5, 07 |es ) - 24, 0]
(2.4.10)

2 s (Ja] ) e (1] ) o105, 0]

o0

1

for every ¢t € [0, 1], where we exploited H(I’A ()~ < exp (HAHOC) Hence, the assertion is

- - - <2
satisfied for Lg := 3exp (2 HAH +3 HAhH ) (L + ’ AhH ) O
We define the abbreviations Ry, € R"#*"=, S, € L7 ([0,1]) by
Rh = E(],h + El,hds/ih (tN> 5
Sn(ti) = Eypbyg ()P4, (ti) Br(t), i=1,...,N,

which satisfy the following:

Lemma 2.4.8
Let D () be uniformly linear independent with constant 5 > 0 and let Assumption 2.4.4 hold.
Then, there exists hy > 0 and Lg,Lg > 0 such that for all 0 < h < hy it holds

IR~ Rall <Lgh,  [S()—Si ()l < Lskh.

Proof. Set hy := min{ﬁ, 2”A~lh||}’ Ly = (L+Lexp (HAHOO> + | B nl| Lq,), and let
0 < h < hy be arbitrary. Then, it holglos

IR~ R | Bo — Eoull + |1 E1 = Evall |5 I + |1 Evall [ @5 (1) - @5, (1)

<
Lemma, ~

< Lh+Lhexp(HAH ) + 1B a]l Lok
2.4.7 o0

Lyh.
Moreover, utilizing Lemma A.2, Lemma 2.4.7, (2.4.10), and (2.4.11) yields
[ei® =25, 0| < [@1 07" -2z, 07+ |l2g, 07 25, @07
< Loh+ [z, 07" ||, )7 |24, ) - @4, (-0
< Lat-+ (2o (|4 )25, 60 ¢ - -]
< (L¢+4)]AhHOOexp (4HA,LHOO)) h (2.4.12)
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fori =1,..., N and t € (t;—1,t;]. By using (2.4.12) and applying Lemma A.1, Lemma A.5,

Lemma 2.4.6, and Lemma 2.4.7 we conclude

1S (&) = S (DIl = | Ex® 5 (1) @5 (8) " B (£) = Erp s, (tn) B3, (1) B (t4)]

< 1B = Buall oz Il @5 07| B @)
+ Bl |0z (1) = @4, @) |25 07|13 @)
+ Bl |24, )] [0s 07 =24, @) |BO)|
+ 1 Buall |4, @) |24, @07 | B 0) - Bu @)

<Lhesp (4] ) B] _ + 12l Lanesp (4] ) 3]
1Bl (2]|4n] ) (Lo + 4 [An]exp (4] 4n]] ) 7 B[
Bl exp (2|4 ) exo ([[4a]] ) Tn

fori=1,..., N and almost every t € (¢;,—1,t;]. Hence, the assertion holds for

Lo = Lexp (4] )| B _ + 1w taeso (4] ) 5]
Bl exp (2] An] ) (Lo + 4 4] exp (4] 4] L)) 2]
+ || Eq p | exp (3 Hflh”m) L

O

N g
Finally, for the discrete Gramian G}, := RhRZ + > [ Su(tg)Sh (tk)T dT we can prove the
k=1tr_1
following:
Lemma 2.4.9 (Discrete Gramian Matrix)
Let D (-) be uniformly linear independent with constant 8 > 0 and let Assumption 2.4.4 hold.
Suppose (2.4.1) is completely controllable. Then, there exists hy > 0 such that for all 0 < h < hy

the discrete Gramian Gy, is non-singular.

Proof. According to Lemma 2.4.3, the continuous Gramian G is non-singular. In addition, G

is symmetric and positive definite, since for arbitrary w € R™® \ {Ognx } it holds
T T_|I? T_|?
e i R M
thus @' Gw > 0. Furthermore, since the eigenvalues of a symmetric positive definite matrix are

positive, for y¢ := min {\ | X is an eigenvalue of G} > 0 we obtain @' Gw > ¢ ||w||? for every
w € R"®. Set

. B 1 G
Lg = Lr ([|R]| + || Rnl|) + Ls ([[Sllo + 1Shlls) and Ay :=min ¢ ——, ———, == ¢
L2 4] 2o
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Then, by Lemma 2.4.8, for arbitrary 0 < h < hy and @w € R"F it holds
T R [ R IO o [ O X
= (|r7=] = |&i=]) (|#7=] + || 7i=])
+(lsOT =], = sw 07 =],) (ls O], + [sh ()7 =],)
< |R= - Ri=| (7] + [#E]) =1

+s0Tw =507, (JsO T+ s O] 1=l
< Lgh (|[R] + || Ball) [l ]* + Lsh (|1S[loo + 15kll0) ]
=Lgh|=|?.
Consequently,
0<r¢llwl? < = Gw < Leh @] + =" Giw < 2 ol + = Gaw,
hence G}, is positive definite, and therefore non-singular. O

In the same way as in the second part of the proof of Lemma 2.4.3, it follows straightfor-
wardly from Lemma 2.4.9 that the discrete system 2.4.7 is completely controllable, if the discrete
Gramian is non-singular. Summarizing, we showed that, if the continuous system 2.4.1 satisfies
the linear independence conditions, is completely controllable, and Assumption 2.4.4 holds, then

the linear independence and complete controllability are retained by the discrete system 2.4.7.

Occasionally, it is more convenient to view DAEs of type (2.4.1) as an operator equation

F (z,v) = 0 for a linear operator F. To that end, for p = 2, co and spaces

Zp = W75 ([0,1]) x Ly ([0,1]), Y, = L ([0,1)) x Ly ([0, 1]) x R",
Zpn =W, (0,1]) x Ly, ([0,1]), Yo i= L5 ([0,1]) x Ly, (0,1]) x R™®,
with the norms [(2,v)]5, = max{|2ll, . v, }, l(a,b,e)lly, == max {[lal,,l[bll,. [lell } we

define the linear operators F': Z, — Y, I}, : Z, ), — Y}, as

2()—A()2()-B()v()
F(z,0) = C()z()+D()v() :
Eoz (0) + E12 (1)
zp, (ti) — Ap (i) zn (t:) — B (t:) vn (t:)
Fy, (zp,vp) (t) == Ch (ti) z, (t;) + Dy, () vp, (L) , te€(tim,t],i=1,...,N.
Eonzn (to) + Evpzn (tn)

Since all the matrix functions are essentially bounded, the linear operators are also bounded.
The following lemma gives conditions under which F' and Fj, are uniformly surjective in virtue
of Definition 2.1.4:
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Lemma 2.4.10 (Uniform Surjective Operators)
Let system (2.4.1) and (2.4.7) satisfy the conditions in Definition 2.4.1 and Assumption 2.4.4,

respectively. Then, it holds:
(i) The operator F is uniformly surjective.

(ii) There exists hy > 0 such that for every 0 < h < hy the operator F}, is uniformly surjective

with a constant independent of h.
Proof.
(i) For arbitrary (a(-),b(-),e) € Y, we show that the inhomogeneous linear system
2(t) = A@)z@t)+B@)v(t)—al(t), a.e. in [0,1],
Orm = C({t)z(t)+D(t)v(t)—b(t), a.e. in [0,1], (2.4.13)
e = Epz(0)+ Eiz(1).

has a solution (z,v) € Z, satisfying £ |(z,v)[|; < [/(a,b, €]y, for some constant x > 0.

Analog to Remark 2.4.2, we reduce the system to

st = A z@)+B)w®)+a(t), ae in [0,1],
e = Epz(0)+ Ei1z(1),

where w € Ly» ([0,1]) and @ (-) := —a(-) + B(-) D ()b (-), which has the solution
()= 23 ()2(0) +2;() [ @57 (B(r)w(r) +a(r)dr
0
Inserting this into the boundary conditions yields

e=(Ey+E1®4(1))2(0)+ E1®4 (1 w(T)dr

O\H
D>x
toz

1
+E1<I>A(1)/<I>A (1) ta(r)dr (2.4.14)
0
1

1
— R2(0) +/S(7)w(7) dT+E1<I>A~(1)/<I>A~ (1) a(r) dr.
0

Foré:=e—E1®;(1) [®; ()Y (r) dr we choose

C—r

2(0)=R'G'e, w()=8()"Ge,

which satisfy the boundary conditions (2.4.14). We conclude that (2.4.13) holds for

2()=;()RTG™ /@A B(r)S(n)T G leta(r))dr, (24.15)
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hence F': Z, — Y, is surjective. Additionally, we obtain the bounds
lall, < llall, + 1Bl | D] 12l
p = 11%lp o0 0o 11p
< (1+ 1Bl ||| ) It b.elly, ,
lell < llel + I Bxllexp (| 4] ) fall,
<[+ 1B e (4| ) (1+ 181 || )] . b.)ly, -
Set k1 1= [1 + ||E1|| exp (H[IH ) (1 + | Bl o HD%H )] Using (2.4.15) and the differential
[ee) o
equation in (2.4.13) we find a constant k2 > 0 such that
12, < ka2 ll(a,b,€)lly, , 2], < m2ll(a,b,e)lly, , llvll, < w2 ll(a;b,e)lly, ,
and therefore « ||(2,v)||; < [[(a,b,€)ly, for k= %2
.o . . ﬁ 1 L .
(ii) Set hy := mln{2L,2HAhHw, 2LGG} and let 0 < h < hy be arbitrary. Then, by Lemma

2.4.9, the discrete Gramian G, is non-singular. In the same way as in (i), we consider the

inhomogeneous linear system

Z;Z (tz) = A, (tz) Zh (tz> + By, (tz) Up, (tl) — ap (ti), 1=1,..., N,
Orm = () (tz) Zh (tz) + Dy, (tz) Uh (tz) — by, (tz) , i1=1,...,N, (2.4.16)
en = FEonzn(to) + Eipzn (tn).

for arbitrary (ap, (-),bn () ,en) € Yy 5. Analog to the continuous case, we reduce the system

to

Z;l (t;) = /Ih (i) zn (t;) + Bh (t;) wp (t;) + ap (t;) , 1=1,...,N,
e, = E07hZ (to) + Elyhz (tN) ,
where wy, € Ly ([0,1]) and ap, (1) := —an (-) + By (-) D, ()" by, (-). This system has the
solution

zp (ti) = @3, (ti) zn (to) + P4, (i) h i Gy (tp1)”" (Bh (tk) wn (tk) + an (tk)) ;
k=1

which inserted into boundary conditions yields
N
en = Ruzp (to) + 1> Sy (te) wy (tr) + E1pn@y, (tn) B> g (teo1) ™" an (t) -
k=1 k=1

Choose
2 (to) = Ry Gy ten,  wn (1) = S ()" Gy tén,
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N
where &, = e, — E1 5 P4, (tn)h > Dy, (%—1)71 ap, (tr), which results in the solution

2 (t) = P4, (i) Ry G*léh

+ @4, ( hZ¢ (tk—1) (Bh (tr) Sh (te) " G, 'én + an (tk’)>>
vn (t:) = =D ()" Ch () 21 (1)
t (T = Do () Dy () S (8) T G5 3+ D (1) b (1),

fori=1,..., N, thus Fj, is surjective. Analog to the continuous case, we find a constant
% > 0 independent of i such that % |[|(zx,vn)llz, < [/(an,bn,en)lly,, which completes the
proof.

O
Consider the following bilinear forms

P:Zyx Zy =R, Pp:ZypxZyp— R,
defined by

2 (t) 2 (t)
AN zp (tr) ! 27 (t)
h h
x/ [hn ) e (0 )

where A, Ay € R2="2m= and Q € L& ™)X (j0,1]), @, € LT ([0,1)) are

symmetric matrices and symmetric matrix functions, respectively. These bilinear forms are

symmetric and also continuous, since for every (2!, v!), (2%,v?) € Z3 it holds

P ()l <G o )H A1 (= . = <1>)H
+ / H O) 12l |(=* " ®) | ¢

< (Hz <0>H + Hz @|) nan (| <0>H +[=2 W)
@l | (=1 0")], (22
< a2, nanafl2],, + 1@t (=, + 2],) Q2L + 1],)

< a6 Al+4lQl) (=1, [ (%42

Z Zs
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Herein, we exploited the Cauchy-Schwartz and the Sobolev (Lemma A.7) inequalities. By the
same token, we can prove continuity for Pp. Using Theorem 2.1.10 we want to show that
coercivity of the bilinear form P on ker (F) is inherited by the discrete bilinear form P, on
ker (F},) for sufficiently small h. To that end, we assume the following:

Assumption 2.4.11 (Bilinear Form Approximation)

There exist constants Ly, Lg > 0 such that for all h > 0 it holds

[A = Apll <Lph, Q) = Qn ()l < Leh.

This assumption allows us to prove coercivity for the discrete bilinear form. Additionally, if
we decompose ), (p, in a certain way, we are able to show that coercivity also implies that

Legendre-Clebsch conditions are satisfied (compare Figure 2.2). Using the same techniques

| Lemma 2.4.14

Coercivity > [Legendre—Clebsch]

Lemma 2.4.12 Lemma 2.4.15
| | |

Y A 4
Discrete Discrete
Coercivity Legendre-Clebsch

Figure 2.2: Relation between coercivity and Legendre-Clebsch conditions.

as in [85, Lemma 9], one can show that the discrete Legendre-Clebsch condition follows from

discrete coercivity directly.

Lemma 2.4.12 (Discrete Coercivity)

Let system (2.4.1) and (2.4.7) satisfy the conditions in Definition 2.4.1 and Assumption 2.4.4,
respectively. Furthermore, suppose Assumption 2.4.11 holds and P is coercive on ker (F') with
constant v > 0. Then, there exist 7,h > 0 such that for every 0 < h < h the bilinear form P

is coercive on ker (Fy) with constant 4.

Proof. Our goal is to apply Theorem 2.1.10, i.e., we have to verify conditions (i) - (v).
(i) F is uniformly surjective by Lemma 2.4.10.
(ii) The coercivity of P on ker (F') is explicitly assumed.

(iii) By Lemma 2.4.10, there exists a h; > 0 such that F}, is uniformly surjective for every
0<h<hy.

(iv) We need to show that there exists a constant Lz > 0 independent of h such that

HF (Zh,’l)h) — Fh (Zh,’l)h)HYZ < LFh H(zh,vh)|]22 for all (Zh,’l)h) S ZQJL.
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To that end, let (zp,v) € Za) be arbitrary. Then, for ¢ = 1,..., N and almost every
te (tifl, ti] we obtain

F (zn,v4) (t) — Fp, (2, vp) (t)

2 (t) — A(t) 2 (t) — B (t) vn (t) zp, (i) — Ap (ti) zn (ti) — B (t:) va (t:)

= C(t)zn(t)+D(t)von(t - Ch (ti) zn (t:) + Dy (t:) v (t:)
Eozp, (to) + E1z, (tN) Eonzn (to) + E1pzn (tn)

—A(t) 2, (t) + Ap (ti) 2n (i) — (B (t) — B (t:)) vn (t:) an (t)

= | C@)zn(t) = Cp(ti)zn (t:;) + (D (t) = Dp (t:)) v (t:) | =2 | on(t)
(Eo — Eopn) zn (to) + (E1 — Evp) 2n (tN) en
Since
2 () — zn (8) = 23, (t) (¢ — 1) (2.4.17)

for every t € (ti—1,t;]) and i = 1,..., N, it holds
lan @I < [JA(E) = An ()l [2n ()] + A @] |21 () = 2 ()]
+ 1B (t) = B ()| [|vn ()]
< Lz ()] + 1Al B 125 (8] + Lk on (8
< (L+ [[Alloo) 2 (lzn (E I+ (|25 E)]] + [lon €)1

for i = 1,..., N and almost every t € (t;_1,t;]. Thus, using the Sobolev inequality in
Lemma A.7 yields

1 N ti
= [lan@ae =Y [ fan o) at
0 F=Li

N U
L+ 14122 Y [l @l + 12 (] + lon (80) 1) e

<
k=1,

Sobole N " 2

T @141 H Y [ (20l + ek @0l + o ()t
k:1tk—1
N )

< @AY [ 2((2henlhe)” (@l + e 001)?) de
k=1y"
N

< @AY [ 2 (a2 (o I + o ()] ) de
k=1,
N

< @A RS [ ANl e @ + o ()]) de
k=1,

= AL+ Al B2 (2]

2
32+ 405 + llonl3)
2412 2 2 2
<A@ AL B2 (211Gh )T, + 1 r o)1, + 1(zhon)ll3,)
= 16(L+[|A]l0)* 2 [ (znvn) 17, -
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Analog, we obtain by, <4 (L +[|Cl|o) b ||(2n, vh)l| z, and additionally
[lzn (En)]| < Lk (l[2n (to) ]l + ll2n (En)I])

zn (to)l| + [[E1 — E1p

lerl < ||Eo— Eonl

Sobolev
< ALh|[zally o < ALA(|[(2h, va)ll 4, -
Hence, ||F' (zn,vn) = Fi (21, vn)ly, < Lrhl|(zn,vn)ll 2, for Lp =4 (L + [|A]  + [[Cll«)-

(v) It remains to show that there exists a constant Lp > 0 independent of i such that

P ((zn,v8) , (28, 08)) = P (24, 00) , (25, 08)) < Lph || (zn, v8)ll,  for all (zn,vs) € Zop.

For arbitrary (zx,vp) € Za, it holds

T
Zn (tO) Zn (tO) Assumption
( Zh( N > (A_Ah) < Zh (tN) 24§11 LAh <HZh (tO)H2+ HZh (tN)”Q)
Sobolev 9
< 8L [2nll1 o s

and utilizing (2.4.17) yields

vp (t (t) k=1y
T
- Nt () B n (tk)
- kgl tk{l < Vh (tk) ) (Q (t) QhT(tk)) ( Uh tk) )dt
Nty zn (t) — zp (tk) Zh (t> — Zh (tk’)
+lc2::1 tk{l < ORrno ) AL ( Ogeno > “
T
N i 2hn (t) — 2 (tk) Zh (tk)
| +2 kzzjl tk{l ( Ogno ) Q) < v (L) )dt

LS T Lgh (In (801 + lon (0)1?)

2.4.11 k=1t 4
N 2|/ 2 /
8 T 1Qlo (2l () + 2012, ()] e () on (1))
k-1

Sobolev N t_k 2 9
27 S T Lok ((2lanla)” (] d
k=1 tp_1
123
§2n s (1N () o ) dt)

1tk

Cauchy 9
< Loh (4lznlls + lonls) + 1Qa (h2 1124113 + 25 12411y [l (zn, va)l )

Schwarz ) )
< 5LQR || (zh, vn)ll 7, + Qo (B + 4h) [|(zh, vn) 7, -

Thus, since h +4 <5, for Lp := 8L 4+ 5Lg + 5 ||Q||, it holds

2011 112 N
+Qll (A th!\ﬁkz t

P ((zh,v8) + (2hsv8)) = Ph ((z,v1) , (20, v8)) < Lph || (25, v0) 12, -

All conditions in Theorem 2.1.10 are satisfied, which completes the proof.
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M) K&)'
K() ()

If P is coercive, then IT (-) satisfies a Legendre-Clebsch condition. To prove this we require the
following notion, cf. [50, 2.18 Definition]:

Definition 2.4.13 (Lebesgue Point)

For a locally Lebesque integrable function f :[0,1] — R™ a point s € (0,1) is a Lebesque point,
if it holds

Let us decompose the matrix function @ (-) into l

s+e

hm—/Hf s)||dt = 0.

e—0+ 2¢

According to [50, 2.19 Theorem], for a function f € L7 (]0,1]) almost every point s € [0,1] is a
Lebesgue point, which allows us to show the following:
Lemma 2.4.14 (Legendre-Clebsch Condition)
Let system (2.4.1) satisfy the conditions in Definition 2.4.1. Furthermore, suppose the bilinear
form P with .

Q)= l PR ] € Lig=tne)x(nem) (o, 1)
is coercive on ker (F') with constant v > 0. Then, for almost every t € [0,1] and w € ker (D (t))
the Legendre-Clebsch condition

@ I (t) @ > 7y ||

1s satisfied.
Proof. Let s € (0,1) be an arbitrary Lebesgue point of D and 11, i.e.,

s+e

1 -
61_1>I(I)1+2—€/||D(t)—D(s)Hdt _— (2.4.18)

lim — / \IT(t) = 1T (s)|| dt = o (2.4.19)

Additionally, from 0 < ||D (t) — D (s)||*> < 2||D|| || D (t) — D (s)| for almost every t € [0, 1], it
follows
1 s+e
. _ 2 _
lim / ID(t) - D(s)|2dt = o. (2.4.20)

S§—¢&

Let w € ker (D (s)) be arbitrary. Then, it holds
D@ D@ < |[pON _IP@=) =[O _ID® @ - D) =|
<D _1D@) =D E)lliw]

for almost every t € [0,1]. Thus, (2.4.18) and (2.4.20) yield

s+e s+e

65%12? / |y D@y di =0, 55%12? / |D e D)= ar=0. (2.4.21)
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The control and state

w ,tE€ls—¢e,85+¢ _1 =
we () = St =0 [0 B () dr
Orn, , otherwise ;
satisfy the reduced differential equation
st = A z®)+B#)w(t), ae in [0,1],
z (O) - O]R’ﬂz,
and in addition for ¢ € [0, 1] we obtain
s+e
ot oo (] )51, T e <o (1] )5l a2

Then, for the control v. (+) i= =D () C (-) z () + (Ln, = D (-)> D)) we () it holds

0122 ([0,1))
F(2e,v) = | Ompo.
ElZE (1)

According to Lemma 2.4.10, there exist £ > 0 and (2., 0.) € Zo such that

0222 (jo,1))
F(Z,0:) = 0rm (j0,1])
fEl,ZE (1)
and
(2.4.22) - -
WG )l < 1Bz O < 2e | Bulles (||4] ) || B]_ Il (2.4.23)

Introduce the new state and control
Ti=2:+Ze, U=V U,
which due to the linearity of F' satisfy F'(x,u) = Oy, . Moreover, we denote
e ()= =D () C ()2 () + (),

hence u (-) = @ () + (Tn, = D () D () w- (-).
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Then, (2.4.22), (2.4.23), and

r::2exp(} i

yield

2l <Tllwlle, [ltell, <T | e.

Furthermore, it holds

Jull3 = »D () we (1) +we (1) e

— D () D (tywe (5)| [l (1))

v
~ O\H o ~
> =
=3
S

v

@ (t) = D () D (1) w ()| e )] + [Jw- (£)])” dt

/=

1
> [ <2 @) e 0] 2 [D 0 D @) we O e @) + e ] de
0

s+¢€
> [ —or | e Il - 2||D > D @ o ol + 1] at
Ss—€
s+e

:—4r|yw\|252—2/HD(t)*D(t)wH o]l dt +2 ||,

which exploiting

P ((z,u), (z,0) > 7|z, u)]l 5, = [l
implies

s+e
P ((z,u), (z,0) > v (—4F|w||252—2 / HD(t)XD(t)wH ||w\|dt—|—2|]w||2s). (2.4.24)
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For an upper bound we examine

T 1 T
{ 2(0) z (0) 10! M) K@) (=)
P((w,U),(x,U))—<x(1)> A<x(1)>+0/<u(t)> (K(t) 11 (t) )(W))dt

1
< 2| A P2 [l ]* € + [|M ]l T2 [loo]* £ + 2/33 (t)" K () (1) dt
0

— . O—

0
1
4 0/ we ()" (Lo, = D) D(®) I (¢) (L, — D) D) w. (1) dt

< [CIAI+ 1Mo + 2 1K) T2 + 4| K] T (1+ [D (O DO )] I <
+ 1T T ] 2 + 4 1| Tl (1+ [P (D ()| ) 2

s+e
Ml [ 2=l |p@> D@ =]+ |p@ D)= d
s+e
+ / T (£) = IT ()| | ||? dt + 26 T () .

Dividing the upper bound and lower bound (2.4.24) by 2e, taking the limit ¢ — 0+, and
exploiting (2.4.19), (2.4.21) yields

w I (s)w > ~|w|?, ae in (0,1),

which proves the assertion. O
Similar to Lemma 2.4.12, we can prove that the Legendre-Clebsch condition holds for the discrete
T
Mh () Kh () ] c L(nz};l—nv)x(nz-‘rnu) ([0 1])

Kp() 1 () -
Lemma 2.4.15 (Discrete Legendre-Clebsch Condition)
Let system (2.4.1) and (2.4.7) satisfy the conditions in Definition 2.4.1 and Assumption 2.4.4,
respectively. Furthermore, suppose there exists Ly > 0 with ||II (-) — II, (*)||., < Lpzh, and the

T
M() K()
K() () ]
with constant v > 0. Then, there exist 7, h > 0 such that for every0 < h < h,i=1,...,N, and
w € ker (Dy, (t;)) the discrete Legendre-Clebsch condition

case, if Qp, (+) is decomposed into [

loo

bilinear form P with Q (-) = [ 1 e L=t x(natn) ([0,1]) is coercive on ker (F')

@ I (t) @ = 7 ||w]

s satisfied.
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Proof. Letie€ {1,...,N} be arbitrary. Then, by Lemma 2.4.14, for almost every ¢ € (¢;_1, t;]
the symmetric and continuous bilinear form w ' IT (t) w is coercive on ker (D (t)) with constant
v > 0. Consequently, the conditions (i) - (v) of Theorem 2.1.10 hold for the symmetric and

continuous bilinear form w ' IT}, (t;) @, because:

(i) For almost every t € (t;—1,;] let us consider the linear equation
D(t)v=>b, veR™beR"™,

which has the solution v (t) := D (t)>\ b. By Definition 2.4.1 and Remark 2.4.2, the right
inverse D ()>\ is uniformly bounded. Therefore, for almost every t € (¢;—1,t;] the linear
operator D (t) is uniformly surjective with constant W.

(ii) The bilinear form ' IT (t) @ is coercive on ker (D (t)) for almost every ¢ € (t;_1,t;].

(iii) According to Lemma 2.4.5 there exists a h; > 0 such that for all 0 < h < h; the matrix
function Dy, (+) is uniformly linear independent. Using the same arguments as in (i) yields

the uniform surjectivity of Dy, (¢;).
(iv) By Assumption 2.4.4, for every v € R™ and almost every ¢ € (¢;—1,t;] it holds

1D (#) v = Dy (t:) v]| < Lh o]

(v) Since IIy, (t) = I}, (t;) for t € (t;—1,t;], it holds || 1T (t) — II}, (t;)]| o, < Lirh for almost every
t € (ti—1,t;], due to the assumptions. Thus,

w I (t)w—w I, (t;)w =w' (II(t)— I} (t;)) w < L ||=|?
for all w € R™ and almost every t € (t;—1,;].

All conditions in Theorem 2.1.10 are satisfied, which completes the proof. O
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CHAPTER 2. FUNDAMENTAL RESULTS




Chapter 3

Necessary Conditions

Since the 1950’s necessary conditions, also called mazimum principles or minimum principles,
for optimal control problems have been studied. Pontryagin et al. [104] and Hestenes [57]
contributed early proofs of the maximum principle. Optimal control problems subject to ordi-
nary differential equations with mixed control-state constraints have been studied in [96, 124],
where [124] also provides second-order necessary (and sufficient) conditions. Problems with pure

state constraints are investigated in, e.g., [59-61,63,87].

The order of an inequality constraint is given by the number of time-derivatives it takes for the
control to appear in the constraint. Mixed control-state constraints can be considered as the
order zero case. In order to derive necessary conditions, it is usually assumed that the constraints
satisfy some reqularity condition. For mixed control-state constraints one could assume that the
derivative of the active constraints with respect to the control are linear independent. In case of
a pure state constraint of order k, a regularity condition would be that the derivative of the k-th
time-derivative with respect to the control is unequal to zero on boundary intervals. For multiple
constraints it is assumed that the respective derivatives are linear independent. Additionally, if

boundary conditions are present, usually some rank or controllability condition is imposed.

There are two main approaches for deriving maximum/minimum principles for optimal control
problems with pure state constraints of order k: The direct adjoining and the indirect adjoining
approach. In the former case, the inequality constraints are directly adjoined to the Hamilton
function, whereas in the latter case, the k-th time-derivative is adjoined to the Hamilton function.
The direct approach is used in, e.g., [59,60,89,90]. For pure state constraints of order one the
indirect approach was used in [104], and for constraints of higher order it was used in [86]. More

references can be found in the survey paper on maximum principles [56].

The maximum/minimum principles are generally expressed in form of adjoint differential equa-
tions, transversality conditions, complementarity conditions, and jump conditions. The latter
conditions appear, if pure state constraints are imposed. In that case, the adjoint multiplier
may have discontinuities at junction or contact points. For higher order inequality constraints
the multipliers are usually only piecewise absolutely continuous, piecewise continuous, or of
bounded variation, as opposed to the case with mixed control-state constraints, where the ad-
joint multiplier is absolutely continuous.

Linear quadratic DAE optimal control problems are discussed in, e.g., [8,65,94]. Descriptor
systems with constant coefficient matrices are considered in [94], whereas time-variant systems
are considered in [65]. In [8], nonlinear quasi-linear DAEs are considered as well. Optimal control

problems with index one DAESs in semi-explicit form with set constraints on the controls and with

99
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pure state and mixed control-state constraints are investigated in [102] and [29,47], respectively.
In the index one case, the algebraic constraint can be directly adjoined to the Hamilton function.
Thus, the results coincide with results for problems with explicit ODEs. This changes for higher
index DAEs. In [8, Example 3.16], it was shown that the usual necessary conditions do not hold
for the Hamilton function, where the algebraic constraint was directly adjoined. Instead, the
time-derivative of the algebraic constraint, where the algebraic variable first appears, is adjoined,
similar to indirect adjoining approach for pure state constraints. In the index k case, one would
adjoin the (k — 1)-st derivative to the Hamilton function. Necessary conditions for problems
with higher index DAEs were derived in [45,47,83,111]. Index two DAEs with pure state
constraints, mixed control-state constraints, and set constraints on the controls are considered
in [45,47]. In [111], problems with Hessenberg DAEs up to index three are examined, and in [83]
problems with Hessenberg DAEs of arbitrary order are analyzed. In [28], a maximum principle
for problems with implicit control systems is derived, by reducing the optimal control problem
to an equivalent nonsmooth variational problem. General unstructured DAE optimal control
problems are investigated in [67]. [69,88] provide necessary conditions for infinite optimization
problems, which are closely related to optimal control problems.

We aim to derive a local minimum principle for optimal control problems subject to Hessen-
berg DAEs of arbitrary order and mixed control-state constraints, similar to [83]. By including
boundary conditions and weakening the regularity assumptions on the mixed control-state con-
straints we expand the results of [83, Theorem 3.1]. Furthermore, Theorem 3.2.5 generalizes the
results of [47, Theorem 3.3.8]. In order to derive necessary conditions for problems with higher
index DAEs, we first consider DAEs with index one, for which we derive necessary conditions
using the techniques developed in [81]. By reducing the index of a Hessenberg DAEs with higher
index to an equivalent system with index one we obtain a local minimum principle for optimal
control problems subject to Hessenberg DAEs with arbitrary index.

For the derivation we use the following scheme (see Figure 3.1):

(a) Modify the optimal control problem by introducing a slack variable to the mixed control-
state constraints such that a weak local minimizer of the initial problem is also a solution

of the modified problem, if the slack variable is set to zero.

(b) Interpret the modified problem as an infinite optimization problem and use the results

in [69], which yields non trivial Lagrange multipliers.

(c) Deduce an explicit representation of these Lagrange multipliers and apply variation lemmas

to derive a local minimum principle for the modified problem.

(d) Show that the Lagrange multipliers for the initial problem associated with the weak local
minimizer are equal to the Lagrange multipliers for the modified problem associated with

the same weak local minimizer and the slack variable equal to zero.
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Slack
Optimal variable [ Modified optimaq { Infinite
Control > Control »| Optimization
Problem 3.1.1 { Problem 3.1.9 J {Problem (3.1.5)
Theorem
3.1.12
(Kurcyusz)
Theorem Representation !
Local Minimum 3.1.15 Local Minimum of Multipliers @rivial
Principle for |« Principle for |« Lagrange
Problem 3.1.1 J { Problem 3.1.9 J Multipliers

Figure 3.1: Scheme to derive necessary conditions for Problem 3.1.1.

3.1 Necessary Conditions for Index One Problems

Consider the following optimal control problem:
Problem 3.1.1 (Optimal Control Problem with Index One DAE)

Let ng,ny, Ny, gy, ne € N with ny < 2ng, ne <ny,. Let

¢ :R"% x R — R, ¥ R x Rz — R,
f iR xR x R — R%, g:R% x R™ x R — R™W, ¢:R"% x R™ x R — R,

be functions.
Minimize @ (z(0),2(1)),

Ty

with respect to  x € Wi'5, ([0,1]) ,y € Lod ([0,1]) ,u € L3y ([0,1]),

subject to z(t) flx(t),y(t),u(t)), a.e. in [0,1],
Opms = g(@(®),y(®),u(®), e in [0,1],
Ogrs = o (0),2(1)),
Opre > c(z(t),y(t),u(t)), a.e. in [0,1].

In order to derive necessary conditions, we assume Problem 3.1.1 has a weak local minimizer

and the functions are sufficiently smooth.
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Assumption 3.1.2

(3.1.A1) (Existence of a Minimizer)
Let (2,9,1) € W5, ([0,1]) x L33 ([0,1]) x L7 ([0,1]) be a weak local minimizer of Problem
3.1.1.

(3.1.A2) (Smoothness of the System)

(a) ¢ and ¢ are continuously differentiable with respect to all arguments.

(b) For a sufficiently large convex compact neighborhood M of
{@(t),5(t),a(t) e R"™ x R™ x R"™ | ¢t € [0,1]},
let the mappings
(@,y,u) = f(z,y,u),  (2,y,u) = g(@yu), (2yu)—cl@yu),
be continuously differentiable, and the derivatives
Ty Iwywyr  Cayuy

be bounded in M. Set

gEx,y,u) (.’E, Y u) ’ C/(x,y,u) (.’B, Y, u) )

I

1f @y, Wl Mg (@, g, wll s lle (2, g, w)ll}

I:= (x’;lul)p;M max {Hf(’myu) (z,y,u)

We abbreviate the derivatives at the minimizer by

Ap ()= £ [, By () == fy [, Cy () = fill,
Ay () =g, '], By () =gy [, Cy () :=gul1,
Vo := 1y, (2(0),2 (1)), W1:=1y, (2(0),2(1)),

A () = [, Be () =, ['], Ce () =y []

In [83], a rank condition was introduced that included full row rank of [B.(:),C.(-)]. This
assumption is often too strong, since it does not even hold for simple box constraints. To
weaken that assumption we define

cj (-) ==min{c; [+ a,0}, jeJ:={1,...,n:},

D% (+) := diag {c? ()}

)

jeJ
Ea(_) — BQ() Cg() Onanc
C L Be() Ce() Do) |

for a constant a > 0, and assume the following linear independence and controllability condi-

tions:
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Assumption 3.1.3 (Linear Independence, Controllability)

(3.1.A3) (Index One / Regularity Condition)
There exist constants o > 0 and 3 > 0 such that for all w € R™*"e it holds

|E* @) =|| > Bl=ll, ae in[0,1].

(3.1.A4) (Controllability)
For any e € R™ there exist (x,y,u,v) € W5 ([0, 1]) x Lod ([0,1]) x L7 ([0, 1]) x L7 ([0, 1])
such that the DAE

E(t)=Ar()x(t)+Br(t)y(t)+Cr(t)ul(t), a.e. in [0,1],

Opry = Ag (t)z (t) + By (t)y (t) + Cy (t) u(t), a.e. in [0,1],
e= Yoz (0)+ ¥z (1),

O = Ac(8)2 (1) + Be (0)y (1) + Ce (u(®) + D (v (1), ace. in [0,1],

1s satisfied.

Remark 3.1.4

Note that (3.1.A83) combines the index one property of the DAE and the regularity of the in-
equality constraint. We require this condition in order to reduce the linearized system as in
Remark 2.4.2. One could also assume that it is possible to first solve the algebraic equation
Opry = Ag()x () + By ()y(-) + Cy(-)u(-) for y(-), and then solve the remaining equation
Opre = Ac ()2 () + By () + Ce()u(-) + DY () v () with inserted y (-) for u(-) and v (-).
However, condition (3.1.A3) is more general. Furthermore, assumption (3.1.A83) excludes active
pure state constraints. To see this, let there exist j € J with ¢; (z,y,u) = s (x), where s(-) is

continuously differentiable. Then, we can choose w € R™ e with

1, ifj=n,+)
wj = )
0, otherwise

in (3.1.A8), which implies
HEO‘ (t)TwH = |min {s (£(t)) + a,0}| > B|l=|| = B, a.e. in [0,1].
Since s (£(+)) is continuous and non-positive on [0, 1] we obtain
s(z(t) < —a—p<0, in [0,1].

Thus, in our case the pure state constraint does not have active boundary arcs, contact points,
or touch points. Therefore, without loss of generality we can assume that for all j € J and
(z,y,u) € R" x R™ x R™ it holds V(, ,cj (z,y,u) # Ogny+nu, i.c., pure state constraints do

not occur.
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For a constant & > 0 we denote by J% (+) := {j € J | ¢; [-] > —a} the set of indexes for a—active
constraints, and by j%(-) := card (J%(-)) the number of &—active constraints. Moreover, we

define the matrix functions
d . — /. . d . — /. . o . — ,. .
A5 =[G ll] ey BEO =Gl ey CEO = |all] arys

which we consider to be vacuous, if J% (t) is empty.

Lemma 3.1.5
Suppose (3.1.A1) and (8.1.A2) hold. Then, (3.1.A8) is satisfied, if and only if there exist & > 0
and > 0 such that for almost every t € [0,1] and every b € R+ ®) it holds

:
B, c, Y ——
HlBngJ) G0 ] > o], )

Proof. First, let (3.1.A3) hold for «, 5 > 0 and set & = «, B = B. For almost every ¢ € [0, 1]

) b .
and an arbitrary b® = ( bg ) e R x RI"(®) we define w, € R™ as
(&

W if e JA(t
wc,j:{ e WIEINM g

0, otherwise

b
and set w = < g > Then, it holds for almost every ¢ € [0, 1]

We

r e B, BE@) B, B.)’

By(t) BX() |4 _ T apT | el — T T

4 =1 Cyt) CX(t) ¥\ =1| Cot) C.(t) |w™
¢, e’ o) G s0 e
Oncxny Oncxj&(t) Oncxny D (t)
(3.1.A3) Sl
=@ = = Bl =57,

which proves the assertion.

- _a g._ @B
Now, suppose (3.1.1) holds for &, 5 > 0 and set a := §, 8 := T ACTI N ETTIOA For almost

every t € [0,1] and an arbitrary w := ( 9 ) € R™ x R™ we define

We
ap By(t)" B.(t)'
ac |=|C)" C.t)' |w
apo Opoxn, D (t)"

and set b* := ( “9 > € R™ x RI*®) with bf‘,j = w.; for j € J*(t). Forall j € J\ J* () it

holds ¢f (t) = min {¢; [t] + @, 0} < min{-a&+ a,0} = —a < 0 for almost every ¢t € [0,1]. We

denote the diagonal matrices

DS, () := diag [c;* (-)LGJ&(.) , D§- () = diag [c? (-)LEJ\J&(,) ,
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where Dg _ (t) is non-singular and satisfies HD%* (t)_lH < L for almost every

ax 1
]EJ\JQ 0 0] | = a
€ [0,1]. Additionally, we denote wl~ := (@, )] e\ JA () and decompose ape = D% (t)—r e

into

which yields

1 "
et =l i) < i) < 2| e
apo
: & (N — [T @~y — [
for almost every t € [0,1]. With B2 (-) : [CJ’yHLeJ\Jw() () {JUHLEJ\J&()
get
B, B2 BE W] | _( e
Cot) CE®)' CF (1) ] \ac
w®
for almost every ¢ € [0,1]. By reordering this equation we obtain
By)'! BEW)' | wy\_(as) [ B @ e
Cot) ca)’ bg ac S ON
for almost every ¢ € [0, 1]. Exploiting (3.1.1) yields
3 |lpa By (t)T Bg ( t tT Bf(t>T Wy
ﬁHb H =l ¢ ®" cr@)" OENEION b3
g c c c
a a/B
o Y[ ][ 0] e < (1 LI TR
ac e (B) o
apa

for almost every t € [0,1]. Finally, using o = % we conclude

ap
- HB oo + 1Ccll
Jol < ] + 2| < (5 + =+ || ac
B af o

apo

- ~ ap

< <a +28+2 ||BC”OO +2 HCCHOO
> ~ = ac
ap

LI B )" Be(t)'
=3 " c.t) | =
Opoxn, D*(t)"

for almost every t € [0, 1], which completes the proof. O
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Remark 3.1.6

Lemma 3.1.5 allows us to substitute assumption (3.1.A3) for condition (3.1.1) in the local min-
imum principle in Theorem 3.1.15. In the same way, the requirements of Theorem 3.2.5 can be
adjusted. For convenience, we use a condition similar to (3.1.1) instead of assumption (3.2.A83)

in Chapter 5 for the index two case.

Let us consider the linearized DAE

() =Ar()x(t)+ By (t)y(t)+Cr(t)ul(t), a.e. in [0,1],

Opry = Ay (t)z (t) + By (t) y (t) + Cy (t) u(t), a.e. in [0,1], (3.1.2)
Ogry = Toz (0) + Ty (1),

Opne = Ac () z (t) + B (t) y (t) + Ce (t)u(t) + D (t) v (t), a.e. in [0,1],

which we studied in Section 2.4. If (3.1.A1) - (3.1.A3) hold, then we are able to reduce this
system analog to Remark 2.4.2, i.c., for w € L™ (0,1]) we get the system

i(t) = A*t)x(t)+B*(t)w(t), a.e. in [0,1],
Opry = Wox (0) + Wiz (1),

where

A%(D) = Ar() - ), ) Ongxn “() Ag(‘)>7
() )= (Br (), Cr () Onyxne) E“ () (Ac(')

B() = (Br(),Cr(),0nm.) (Tnynutne — B () E* ().
Moreover, we define the Gramian matrix G as

R:=9y+ \Illq)Aa (1) ,
S() =W ()P4 ()7 B (),

1
G = RRT + /5 ) S dt.
0

Then, according to Lemma 2.4.3, the following holds:

Lemma 3.1.7
Let (3.1.A1) - (3.1.A3) be satisfied. Then, (3.1.A4) holds, if and only if rank(G) = ny.

Remark 3.1.8

Similar to Lemma 8.1.5 we can replace
Opne = Ac () (t) + B (t)y (1) + Ce (H)u (t) + D (t) v (), a.e. in [0,1] (3.1.3)
in condition (3.1.A4) with

Opja() = A )z (t) + BE () y () + CY (1) u(t), a.e. in [0,1], (3.1.4)
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which yields reduced matrices different from A% (-), B*(-), and therefore a different Gramian
matriz G. Since (3.1.1) and (3.1.A8) are equivalent, the Gramian matriz G exists, if and only if
G exists, which follows from the reduction of the respective linear DAEs (compare Remark 2.4.2).
Using Lemma 2.4.3 and the structure of the Gramian matrices we conclude that the linear DAE
(3.1.2) with (3.1.4) instead of (3.1.3) is completely controllable, if and only if (3.1.A4) holds.
Thus, the result in Theorem 3.1.15 remains valid, if we use this new controllability condition
and (3.1.1) instead of (3.1.A4) and (3.1.A3), respectively. Furthermore, the requirements of

Theorem 3.2.5 can be adjusted in the same way.

In order to derive a local minimum principle for Problem 3.1.1, we consider the following mod-
ification of Problem 3.1.1:

Problem 3.1.9 (Modified Optimal Control Problem)
Let (3.1.A1) - (3.1.A83) hold for constants o, 5 > 0.

Minimize ¢ (z(0),2(1)+ 3 g v (8| dt,

with respect to x € Wi'5 ([0,1]),y € L2 ([0,1]) ,u € L7 ([0,1]) ,v € L7 ([0,1]),

subject to z (t) flz),yt),ut)), a.e. in [0,1],
Opry = g(z(t),y(t),u(t)), a.e. in [0,1],
Oy = ¥ (2(0),2(1)),
Ogre > c(x(t),y(t),u(t))+D(t)v(t), a.e. in [0,1].

The obvious choice for a weak local minimizer of Problem 3.1.9 would be (i’,gj,ﬁ, 0 LZOC([O,I]))7

which we show in the following lemma:

Lemma 3.1.10
Let (3.1.A1) - (3.1.A8) hold for constants a,, 3 > 0. Then, (:%,gj,ﬁ, Ong([o?l])) is a weak local

minimizer of Problem 3.1.9.

Proof. Since (ic, 7, U, OLZg([O,l])) is feasible for Problem 3.1.9, it remains to show (local) opti-
mality. Set p := g with I' defined in (3.1.A2), and choose an arbitrary

(@, y,u,v) € By ((i,ﬂﬁvoLQg([og]))) ;

which is admissible for Problem 3.1.9. Note that (x,y,u) satisfies the constraints of Problem
3.1.1, except for the inequality constraints. For almost every t € [0,1] and each j € J“ (¢) it
holds ¢ (t) = 0, hence
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In addition, using the mean-value theorem in [59, p. 40] yields

l¢j (z (), y (1), u(t)) — ¢ (2(8),9(t),a(t))]

< s €5 wa (1= 0) (2 (1), 5 (), u (8) + 0 (2 (1) ,§ (1), (1))
(2 ()5 (), u@®) = @ (0),§(8),a ()]

<Dl (8),y (), u®) = (@ 0),5(0),a0)]

<Ip< %

for all j € J\ J(t), thus ¢; (z (t),y (), u(t) < §+c; (@(t),7(t),a(t) <—5 <0 is satisfied
for almost every ¢ € [0,1]. Consequently, it holds c(z(t),y(t),u(t)) < Ogne for almost every
t € [0,1], and therefore (z,y,u) is feasible for Problem 3.1.1.

Now, assume that (i, 9,1,0 LZS([OJD) is not a weak local minimizer of Problem 3.1.9. Then, for
any p < p there exists (Z,9,4,0) € B ((i,?j’ﬁvoLZg([o,l])»a which is admissible for Problem
3.1.9 and satisfies

1
10/ DIPdt < (2 (0), (1))

H:

¢ (x(0 5

It follows that (Z, 9, @) is feasible for Problem 3.1.1 and ¢ (Z (0),Z (1)) < ¢ (2 (0),2 (1)), which
contradicts the (local) optimality of (Z, 7, 4). O
Next, we rewrite Problem 3.1.9 as an infinite optimization problem of the form

Problem 3.1.11 (Infinite Optimization Problem)
Let Z,V be spaces, K CV a cone, and J : Z — R, F' : Z — V a functional and operator,

respectively.

Minimize J(2),
with respect to z € Z,
subject to F(z) e K,

by defining the following;:
Z = W=, ([0,1]) x L2 (10,1]) x L2 ([0, 1)) x L2% ([0, 1])
Vo= Lig ([0, 1)) x Lgg ([0, 1)) x R™ x Lgg ([0,1])
K = {OLQg([O,l})} X {OLZQJ} X {Ogny } X K,
K. = {k. € L3 ([0,1]) | kc (t) > Ogne a.e. in [0, 1]},
z:= (z,y,u,v), (3.1.5)
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Kurcyusz [69] derived necessary conditions for Problem 3.1.11, specifically, the existence of

nontrivial Lagrange multipliers.

Theorem 3.1.12 (Kurcyusz)

Suppose for Problem 3.1.11 the following is satisfied: Z,V are Banach spaces, K C V 1is a
closed convexr cone with vertex at zero, J : Z — R is Fréchet differentiable, and F' : Z — V
is continuously Fréchet differentiable. Furthermore, there exists a local minimizer 2 € Z and

im(F' (2)) = V. Then, there exist nontrivial Lagrange multipliers (€y,*) € R x V* satisfying

(E[), )#(O Ov*) ly > 0, E*EK*,

" (F(2)) =
LT (2)(z) = (F'(2)(2)) =0 forallz € Z.

In order to apply Theorem 3.1.12 for the spaces and functions defined in (3.1.5), and the weak

local minimizer (gﬁ,y, 1,0 L?g([o,l}))a it remains to show the surjectivity of the linear operator
P’ (i, U, U, OLZg([O,l])) : Z — V. To that end, we verify that the requirements of Lemma 2.4.10

are satisfied for the linear operator F¢’ (:f:, 7,1, Ong([OJD):

Lemma 3.1.13
Let (3.1.A1) - (5.1.A4) hold for constants o, 3 > 0. Then, F*' (i,gj,m OLZg([O,l])) cZ = Vs

surjective.

Proof. For an arbitrary z = (z,y,u,v) € Z it holds

Az () +Br()y () +Cr()ul) =2 ()
Ag()z () + By Dy () +C(Hul:)
Yoz (0) + Wz (1)
—Ac()x () =Be()y() = Ce(u(-) =D*()v ()

F (2,,8, 005 (o,1)) (2) =

Bg(') Cg(') Onyxnc
Be() Ce(r) D*()

linearized system correspond to the uniform linear independence condition (i) and the con-

Then, the assumptions (3.1.A3), (3.1.A4) for E*(-) = l ] and this

trollability condition (é¢) in Definition 2.4.1. Thus, by Lemma 2.4.10 the linear operator
Fe’ (f,gj,ﬂ, OLZCC([OJD) is surjective. O

This allows us to apply Theorem 3.1.12. Hence, assumptions (3.1.A1) - (3.1.A4) are sufficient
for the existence of nontrivial Lagrange multipliers (£, ¢*) € R x V* for Problem 3.1.11 with the
functions defined in (3.1.5), and the weak local minimizer (:ﬁ,gj,ﬂ, 0 ng([o,l}))- Unfortunately,
these necessary conditions are impractical, since they involve the functional £* € K* C V*. Our

objective is to find an explicit representation of this multiplier. To that end, we decompose the
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functional £* into ()\}, Ay —o', 77*) and consider the variational equation

0= 0" (#2002 o,))) (2) = € (F (29,0, 005 (0.1 ) (2))

= Lo (5, (2(0), 2 (1)) 2 (0) + ¢f, (£(0),2 (1) z (1)) (3.1.6)
— A Az +Br Dy () +Cr(ul) =2 ()
—Ag(Ag () () + By ()y () +Cg (ul-))

+ O’T (\I/()m' (0) + \Illx (1))
+7 (Ac (e () +Be(Jy () +Ce(Yul)+D()v ()

for all z = (z,y,u,v) € Z. Consequently, the following variational equations hold for every
z e Wz ([0,1]),y € LaZ ([0,1]) ,u € L% ([0,1]), and v € L ([0, 1]), respectively:

0 = 95, (2(0),2(1),lo,0)x(0) + 7, (2(0),2(1),4,0)x (1)
FAFEC) = Ar )z () = A5 (A (O z () +n0" (A () (), (3.1.7)
0 = —Xj(Br()y() =N (B, (Vy () +1" (Be()y (). (3.1.8)
0 = =A(Cr(ul’) = A5 (Cy (Y u() + 1" (Ce () ul-)), (3.1.9)
0 = 7" (D*()v()), (3.1.10)
where 9 (z9, 71, Lo, o) := Lo (v, 21) + 0 "9 (w0, x1). For arbitrary
ap € L (10,1)), ag€ L2 (0,1]), a. € L (0,1])
we consider the inhomogeneous, linear initial value problem
() =Ar )z (t)+Br(t)y(t)+Cr(t)u(t) +as(t), a.e. in [0,1], (3.1.11)
Opry = Ag (t)x (t) + By () y (1) + Cy (t) u(t) + ag (1), a.e. in [0,1],
Oan =T (O) N
ac(t) = Ac(t)x (t) + Be (t)y (t) + Ce (t)u (t) + D* (t) v (t), a.e. in [0,1].

This system has the solution

() = 05 () [ 04 (1)7"a
0
y ()
e a!](')
u (- = — (I)a (b a dT— )
(UE;) n ( . ) ’ / ! <_ac(‘) >]

A() = Ap()=(Br().Cr (), %mnEam*(A“?),

() = ag()— (Br().Cr () Onrn, )Ea<o>~< % () >.
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Inserting the relations (3.1.11) for (x,y,u,v) into the variational equation (3.1.6) yields

0= (93, (£(0),2 (1), 4o, 0) z(0) + 9, (£(0),2 (1), 4o, 0) z (1))
+ A% (ay (1) + A5 (ag () + 1" (ac (1))

= 2, (@(0). (1), 00,0) 0 ( /% (td

|
Qé
’e?
\_/
&3>

1
(1) £0:0) 040 (1) [ @30 (07 (B7 (8).Cr (1), nzxncwa(tﬁ( ag(t))>dt
0

—a. (t

X (ag () + A (ag () + 7 (ac ().

Defining the multipliers
AT = 0 (2(0),2 (1) ,0,0) B g (1) @a ()77

Ag()T = A ()T (Br (), G5 () nxch)E“(-)x< r )

Onc XMy

§OT = AT B 0.000) 0 B P ).

results in
A (ag (+) + A (ag ('))+77*( () =
1 1
— [ a T ap@dt— [ A, tydt+ [ n(6)" ac(t)dt.

Hence, we obtain the explicit representations

1

Nplag () = = [Ar0Tas )t
0
1

N(a () = = [0 g0
0

n* (ac (1) = /?7 Tac (t) dt,

with Ay € Wi's, ([0,1]), g € Led ([0,1]), and € L% ([0,1]). Let us denote the (augmented)
Hamilton function by

H:R™ x R™ x R™ x R™ x R™ x R™ — R,

H (.%', Yy, u, )\fv Ag7 77) = )‘;"l—f (I’, Y, U) + )‘;—g (:U? Y, ’LL) + 77TC (.’B, Y, U) . (3112)
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Investigating (3.1.7) for an arbitrary = € W5, ([0, 1]) yields

(0),2(1),4o,0)z (0) + 0, (2(0),
()= A () () = A5 (A ()2 ()
=, (£(0),2 (1), 4o, o)z (0) + I, (2(0),2&(1),4o,0)x (1)

1 1
- /Af ®)7 & (1) dt+/vm 07« (1) de
0 0

=, (£(0),2(1),4,0)z(0)+ 0, (£(0),2(1),4,0)z(1)

0
= ()‘f (0)" + 9%, (2(0),2 (1), 4, a)) z (0) (3.1.13)

where H[] =H (2 (),
and (3.1.10) leads to

NS
—~
S—
>
—
S~—
>
&H
—~
N—
>
Q
—~
N—
33
—
NG
\._/
us}
<
=+
=
@D
1)
5
@D
=+
3
©]
=
o
“.
B
(05}
~~
it
=
o
N—
—
@
=
Ne)
SN—

1 1 1
o T o T _ T Ha
o_O/VyH[ﬂ y (1) dt, O—O/VUH[t] w(t) dt, o_o/n(t) D (t)v (t)dt, (3.1.14)

for all y € Loy ([0,1]),u € L™ ([0,1]), and v € L% ([0, 1]), respectively. Applying Lemma A.11
for x € W'z, ([0,1]) with 2 (0) = 2 (1) = Ogna to (3.1.13) yields

Opnz = As (t) + V. H[t], ae. in [0,1].
Then, choosing variations of (3.1.13) with x (0) = Ogn.,x (1) # Orn. and vice versa results in

Opne = Ap(0)+ Vaoo (2(0),2(1), b, 0)
Opre = —A;(1)+ Vo, d (2(0),2 (1), b, 0).

Since W', ([0,1]) C L%, ([0,1]), we can apply Lemma A.11 to (3.1.14) and obtain
Ogry = VyH[t], Ogpnu =V H][t], Opne =D%(t)n(t), a.e. in [0,1].
Finally, we investigate the complementarity condition

e (P (29,800 o) ) ) =0, £ € K*,
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which according to the explicit representation of the multipliers satisfies
0= (F (2,9, 002 o) ) ) = =0* (c(@ (), 5(),a()))

()" clt]dt, (3.1.15)

So—_ _

1
0" (k) = [0 ke(t)dt
0

for all k. € K., i.e., k. € L% ([0,1]) with k. (t) > Ogn. almost everywhere in [0,1]. Applying
Lemma A.12 yields 7 (£) > Ogn. for almost every ¢ € [0,1], and therefore —n (¢)' ¢[t] > Ogne
almost everywhere in [0,1]. Thus, (3.1.15) implies 7 (£) " ¢[t] = Ogn. for almost every t € [0, 1].
We summarize the results in the following theorem:

Theorem 3.1.14

Let (3.1.A1) - (8.1.A4) hold for constants «, 3 > 0. Then, there exist multipliers

ty € R Ay € Wiz, (0,1)), Ag € L2 ((0,1]) 0 € R™, p € L2 ([0,1))

associated with the weak local minimizer (56, 7, U, Ong([o,l])) of Problem 3.1.9 such that the fol-
lowing holds with the Hamilton function defined in (3.1.12):

(Z) 60 > 0; (€0>)‘f7)\gaav 77) 7é 0.

(ii) Adjoint DAE: Almost everywhere in [0, 1] it holds

A(t) = =VaH(E),5(),a(t),Ar (1), Ag (1), (1),
Opry = VyH(2(t),9(1),a(t),Ar (1), Aq (1), (1))

(iii) Transversality conditions:

Ap(0) = —loVapp (2(0), (1)) — b, (2(0),2(1) o,
Ar(1) = Va0 (2(0),2 (1) + ), (2(0),2 (1) o

(iv) Stationarity of Hamilton function: Almost everywhere in [0, 1] it holds
Opnu = VM (2 (1), (1), @ (), Ap (t), Ag () ;1 () -
(v) Complementarity condition: Almost everywhere in [0, 1] it holds
0(t) = Ogne, 0=n(t) c(@(t),5(t),a(t), Omme=D(t)n(t).

Now, it remains to show that the multipliers for the modified problem in Theorem 3.1.14 asso-
ciated with the weak local minimizer (:E, 4, 1,0 ng([o,l})) coincide with Lagrange multipliers for

Problem 3.1.1 associated with (Z, ¢, @), which yields the main result of this section:
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Theorem 3.1.15 (Local Minimum Principle for Problem 3.1.1)
Let (3.1.A1) - (3.1.A4) hold for constants «, 3 > 0. Then, there exist multipliers

lo e R, Ay e Wi ([0,1]), g € L% ([0,1]),6 € R™, 4 € L ([0,1])

associated with the weak local minimizer (Z,9,4) of Problem 3.1.1 such that the following holds
with the Hamilton function defined in (3.1.12):

(7') g0 2 07 (g075\f7 5‘976-777) 7é 0.
(ii) Adjoint DAE: Almost everywhere in [0, 1] it holds

A(t) = =V (2(6),5 (), 00,47 (1), 3 (0,7 (1)),

(iii) Transversality conditions:

Ar(0) = —LoVap (2(0),2 (1) — ¢, (2(0),2(1)" 6,
A1) = 6oV (#(0),2 (1) + 4, (2(0),2(1) 6.

(iv) Stationarity of Hamilton function: Almost everywhere in [0,1] it holds

~ ~

Orn = VoM (7 (8),5 (1), @ (8), Ap (1), A (1),71 (1)) -
(v) Complementarity condition: Almost everywhere in [0, 1] it holds
0 (t) 2 Opre, 0= (1) (@ (1), 5(t),a(t).

Proof. We show that (£, A, A\g,0,7n) is a Lagrange multiplier associated with the weak local
minimizer (ﬁc, 9,1, 0pne ([071])) of Problem 3.1.9, if and only if it is a Lagrange multiplier associated
with the weak local minimizer (#, ¢, @) of Problem 3.1.1.

Clearly, if (o, A ¢, Ag, 0, 1) satisfies (i) —(v) in Theorem 3.1.14, it also satisfies (i) —(v) in Theorem
3.1.15. For the opposite direction we only need to verify that, if (¢o, Af, Ay, 0,7) is a Lagrange

multiplier associated with (Z, ¢, @), then it holds
Ogne = D (t)n(t), a.e. in [0,1].

We recall D“ () = diag [c;“ (-)LGJ, ¢ (-) = min{c; [] + , 0}. Then, for almost every ¢ € [0,1]
and each j € J*(t) it holds ¢ (t) = 0, hence c§ (t)n; (t) = 0. On the other hand, for each
j € J\ J(t) we have c; [t] < —a, and therefore, by (v), we obtain 0 = n; (t) = ¢} () n; (t) for
almost every t € [0, 1], which proves the assertion. O
As described in Remark 3.1.6 and Remark 3.1.8 one could substitute assumptions (3.1.A3) and
(3.1.A4) in Theorem 3.1.15 for (3.1.1) in Lemma 3.1.5 and the controllability condition depicted
in Remark 3.1.8, respectively.

The assumptions in Theorem 3.1.15 are actually sufficient for a stronger result, in particular,

the existence of Lagrange multipliers with o > 0.
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Corollary 3.1.16 (Constraint Qualification)

Let (3.1.A1) - (3.1.A4) hold for constants o, > 0. Then, the conditions in Theorem 3.1.15
(and Theorem 3.1.14, respectively) hold for lo > 0.

Proof. Suppose the contrary is true, i.e., (i) — (v) hold for fo = 0. Then, (i), (iv), and
Ogne = D (t) n (t) for almost every ¢ € [0, 1] imply

By (t)T . Y (t)
ORny+’nu+nC = Cf (t)—l— )\f (t) + EOé (t)T ( ﬁg(t) > , a.e. ln [O, 1] .
Oncxnz
Consequently, it holds
3 By (t)'
Ag (T T “
< f’( ) > = (Ea (t)>\> Cr)" | Ar(t), (3.1.16)
7 (t) 0
Ne XNy
| Br ()" )
ORny+nu+nC == (Iny+nu+nc - EO& (t)>\ EOé (t)) Cf (t)T )\f (t)
Oncxnz
=B (t)" A (1) (3.1.17)

for almost every ¢ € [0,1]. Inserting (

with the solution

< -1
Ar() = (24 ()7) A (0). (3.1.18)
Since {5 = 0 the transversality conditions
Ar(0) = —0ls, (3.1.19)
A1) = 9o,

are satisfied. Together with (3.1.18) this result in
—1
Uo= (2 M") A0)== (25 1)7)

and therefore Ogn, = (\IJOT& + P 40 (0’ \IIIT6> = R"6. Moreover, for almost every ¢t € [0,1] it
holds

1
W) b,



76 CHAPTER 3. NECESSARY CONDITIONS

1
We conclude G6 = RRT6 + [ S(t) S (t) 6dt = Ogny. According to Lemma 3.1.7, the matrix
0
G is non-singular, thus & = Ogn,. Then, (3.1.18), (3.1.19) imply As (£) = Ogn. for all ¢ € [0, 1],
Ag (1)
7 (t)

contradicts (fg, A I 5\9, g, ﬁ) # 0, which proves the assertion. O

and therefore, by (3.1.16), we also have ( ) = Ogny+n. for almost every t € [0,1]. This

3.2 Necessary Conditions for Higher Index Problems

Consider the following optimal control problem:

Problem 3.2.1 (Optimal Control Problem with Higher Index Hessenberg DAE)

Let k € NokE > 2, ngysoo o Mgy 1 Ny Mgy N e € N, and ng = killnxl with (k—1)ny, < ng,
i=

ny + (k—1)ny < 2ng, ne < ny. Let

@ :R"™ x R — R, Y R x R™ — R™
k-1 k—1
fi: X R*™ x R x R"™ — R f,: X R™ —R% =2 ....k—1,
=1 I=i—1
k—1
g:R"™k—1 — R, c: X R™ x R™ x R™ — R,
=1

be functions.

Minimize ¢ (x(0),z (1)),
k=1
with respect to @ = (z1,...,7,-1) € X W; 2 ([0,1]),y € Led ([0,1]) ,u € L™ ([0,1]),
i=1
subject to i (t) = fi(@ (@), 21 ),y (@),u(?)), a.e. in [0,1],
j"Q(t) = Jfo (1'1 (t)v"-awkfl (t))v in [071]7
i"3 (t) = f3 (IEQ (t) yeeey Lh—1 (t)) ) in [07 1] ’
Tp-1(t) = fre-1 (@p—2(t) 261 (1)), in [0,1],
Osrs = g(an1 (D), in [0,1],
Ogry = ¢ (x(0), (1)),
Opne > c(x1(t),...,zk—1 (t),y(t),u(t)), a.e. in [0,1].
Note that the smoothness assumption x; € Wzn; ([0,1]) for ¢ = 2,...,k — 1 is not restric-

tive, since the smoothness follows automatically from the structure of the Hessenberg DAE and
x1 € Wln w ([0,1]). Usually, the semi-explicit DAE in Problem 3.2.1 is called Hessenberg DAE of
order k, if the (k — 1)-st derivative of the algebraic equation Ogry = g (z—1 (t)) with respect to
t is implicitly solvable for the algebraic variable y. To that end, the functions in Problem 3.2.1

need to be sufficiently smooth, therefore we assume the following:



3.2. NECESSARY CONDITIONS FOR HIGHER INDEX PROBLEMS 7

Assumption 3.2.2

(3.2.A1) (Existence of a Minimizer)
k—1
Let (&,9,0) € X W, 2 ([0,1]) x Lag ([0,1]) x L™ ([0,1]) be a weak local minimizer of
=1

4,00
Problem 3.2.1.

(3.2.A2) (Smoothness of the System)

(a) ¢ and ¢ are continuously differentiable with respect to all arguments.

(b) For a sufficiently large convex compact neighborhood My of
k—1
{(:f:l (t),...,Zk—1 (1), (t),a(t)) € X R"™i x R™ x R"™ |t € [0, 1]} ,
i=1
let the mappings
(.’171,. . '7xk717y7u) = fl (.’171,. . '7xk*17y7u)7

(‘rlr . ka—l?yvu) — C(l‘l,.. . 7xk—1)y7u)7

be continuously differentiable, and the derivatives

/ /
f17(xl7"'7xk717y7u), C(xl7"'7331€717ya’l"')7

be bounded in Mq. Furthermore, for i = 2,...,k — 1 and sufficiently large convex

compact neighborhoods M; of
k—1
{(«%i—l (t) R (t)) e X R | t e [O, 1]} ,
I=i—1

let the mappings
(i1, xp—1) = fi(xio1, ..., Tp—1),

be i-times continuously differentiable, and the derivatives

Ofi (Tic1y- . xp—1) O*fi (Tic1y. .. Th—1) o' fi (%—17-.-,%71)

8($i—1, e ,%kfl) ’ (8 (IL‘ifl, R ,l‘k_l))Q T (8 (:L’i_l, . ,l’k_l))l
be bounded in M;. For a sufficiently large convex compact neighborhood My, of

{#4-1 (t) € R™1 [t e [0,1]},
let the mapping
Tp-1+> g (Tk-1),

be k-times continuously differentiable, and the derivatives

09 (xx—1) 0%gi (xp—1) O%g; (z—1)
drr—1 " (Bzp_1)® T (Qwpy)”

)

be bounded in M.
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Something that occurs in higher index DAEs are the so called hidden constraints, i.e., not only
does the algebraic constraint Ogny = g (zk—1 (t)) for ¢ € [0,1] hold, but also derivatives of
g (z_1 (t)) with respect to ¢ up to the (k — 1)-st derivative vanish. For ¢t € [0, 1] we denote

gk—-1 (21 (1)) = g (z-1 (),

2 (k2 (1) 21 () = 50 (0t (0) = 9/ (1 () fion (w2 (0), 1 (1),
s (i (6,2 (8) 2k (6) = k2 (o (8) 20 (1)

= Gh—2,0p_o (Th—2 (1), 71 (1))
Ji—2 (wr—3 (t), 282 (1),
+ Gh2,ap (@r2 (t) k1 (1)) o1 (Tr—2 (t) , 231 (),

g1 (@1 (1), 22 (8) ;... wp—1 (F)) = %gz (o (t),23(t),..., 251 (1))
k—1
= Z 9/2,962' (w2 (t),23(t),.. ., x—1(1))
i—2

fi ($i—1 (t) » Lg (t) yeee sy Th—1 (t)) )

and for almost every ¢ € [0, 1] we define

go(x1(t),...,zk—1 (t),y(t),u(t)) = %gl (1 (), 22 (t),...,zk-1 (1))

k—1
= Z gll,:m‘ (xl (t) ) L2 (t) e Th—1 (t))
=2

fi (xi—l (t) , T (t) ooy Tl (t))
+ G (@1 (1), 22 (), 251 (1))
filer (), ..., zp—1 (t),y(t),u(t)).

Then, the Hessenberg DAE has index k, if the matrix function
g(l),y () = Gk—1,zp_4 () fk—1,$k72 () fk—?,-fk73 () T f2,$1 () flvy ()

is non-singular and the inverse is essentially bounded along a trajectory. Analog to the index one
case in Section 3.1, we will later combine the index condition of the algebraic equation with the

regularity of the mixed control-state constraints. Instead of considering the Hessenberg DAE of
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order k, it is possible to reduce the index of the DAE to one. To that end, we denote

X
Xy
zgo=| |, =1 k-1,
Tk—1
h ($[1}>y7u> g1 (zq
J2 () g2 (T
fleyu) =] fs\2p 9@ = sy :
fe—1 (w[k—Z}) Jk—1 (w[kq])

which yields the index reduced system defined by

z(t) = f(x@),y(t),u(t))), a.e. in [0,1],
Orny = go(x(t),y(t),u(t)), ae in [0,1],
Op-nny, = g(x(0)), (3.2.1)

Ogry = P (x(0),z(1)),
(t),u

Opee > c(z(t), t),  ae in [0,1].

In the following, we will prove that (3.2.1) is indeed equivalent to the system in Problem 3.2.1:

Lemma 3%?

(x,y,u) € X Wln;é ([0,1]) x L ([0,1]) x L2 ([0,1]) 4s a solution of the system in Problem
=1

3.2.1, if and only if it is a solution of the reduced system (3.2.1).

Proof. It remains to show that, if (x,y, u) satisfies

Ogry = go(z(t),y(t),u(t), ae in[0,1],
Ogk-1ny, = g(x(0)),

then Ogny = g (zk—1 (t)) holds in [0, 1]. Defining the function g (+) := g (xx—1 (*)) € Wl?ﬁl,oo ([0,1])
and exploiting the Taylor expansion at ¢ = 0 yields

50 =50)+7 O+ 55" O F + ...+ gD (01

+O/(t(k_—T 2)_' Q(k_l) (r)dr
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for all t € [0,1]. Moreover, since §) (-) = gr_1_; (w[k—l—i]) holds for ¢ = 0,1,...,k — 2 and
g V() =go(®(-),y(-),u(-), we obtain

Opry = go(z(t),y(t),u®)=3"1), ae in[0,1],
g2 (0)
g*=3) (0)
Opiim, = g(x(0) = s ,
g (0)

(0)

@

and therefore Ogny = § (t) = g (zx—1 (t)) in [0, 1], which proves the assertion. O
This allows us to consider Problem 3.2.1 subject to the index reduced system (3.2.1). Thus,
we can deduce a local minimum principle for Problem 3.2.1 by applying the results in Theorem

3.1.15. Therefore, the same way as in Section 3.1, we abbreviate the derivatives at the minimizer
by

Ap () = f [, By () = fy [, Cy ()= ful],
Ago (1) =90z ['], By (1) == g0y '] Cgo () =90 ['],
\:[Ig _ Ag/ [0] R ‘| , \If‘? — [ O(kA—l)nyXAnz ‘| :

2o (€ (0),2 (1)) 2 (@ (0),2 (1))
Ae (1) =[], Be () = ¢, ['], Ce () :=c,[],

and define

¢ (-) ==min{c; [] +a,0}, je€J

D* () = diag [C? (')L‘eJ’

Bgo () Cg () Onanc]

B ()= l B.() C.() Do)

for a constant o > 0. Note that in application it might be necessary to eliminate redundant
boundary conditions in (3.2.1). Otherwise, the associated Gramian matrix is singular, and

therefore, by Lemma 2.4.3, the following controllability assumption will not hold:

Assumption 3.2.4 (Linear Independence, Controllability)

(3.2.A3) (Index k / Regularity Condition)
There exist constants o > 0 and 3 > 0 such that for all w € R™*"e it holds

|26 O =|| > Bl=ll, ae. in[0,1].
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(3.2.A4) (Controllability)
For any e € RE=Dvtny there exists

k—1
(2, y,u,v) € X WiZ ([0,1]) x L ([0,1]) x L ([0,1]) x L ([0, 1])

i=1
such that the DAE
x(t)=Ap(t)x(t)+Br(t)y(t)+Cr(t)ul(t), a.e. in [0,1],
Oxs = Agy (1)@ (1) + Byy (0 () + Coy () u (1) . in [0.1],
e=U3x(0)+ ¥z (1),
Ogne = Ac () (t) + Be (t) y (t) + Ce (H) u (t) + D (t) v (t), a.e. in [0,1],

1s satisfied.

For the same reasons described in Remark 3.1.4 we combined the index property of the DAE
with the regularity of the inequality constraint in (3.2.A3). With the (augmented) Hamilton
function defined by

k—1 k—1
H: X R™ x R™ x R™ x X R"™ x R™ x R™ — R,
=1 I=1

H (xayvua >‘f7)‘90777) = A‘—frf (cc,y,u) + /\;)90 (CC,y,U) + UTC (CC,y,U),

where Ay = ()\fl, . .,)\fk_l), we apply Theorem 3.1.15 and Lemma 3.1.16 to Problem 3.2.1
subject to the reduced system (3.2.1), which yields the main result of this section:

Theorem 3.2.5 (Local Minimum Principle for Problem 3.2.1)
Let (3.2.A1) - (3.2.A4) hold for constants «a, 3 > 0. Then, there exist multipliers

nzl

loeRA;=(Rs,. Ay ) € ];>__<11 W1 ([0,1)), Agy € L2 ([0,1])
Gy €R™ 64 € RF"Dm € e E[o, 1])
associated with the weak local minimizer (&,y,4) of Problem 3.2.1 such that:
(i) bo=1.

(ii) Adjoint DAE: Almost everywhere in [0, 1] it holds

A (t) = =V H (2,50, 0.(0), A (6), Ay (1), 0(1))
A (t) = =V H (#(),9(0),0.(0), Ar (1), Ay (1), 0(1))
N () = Vo H(2(6),5() . a(0). Mg (1), Mgy (1).7(1)),

Opn = VM (&(6),5(1),a(t), As (£). Agy (£),7 (1))
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(iii) Transversality conditions:

Ar(0) = —Vap(@(0),2 (1) — ¢, (£(0),& (1) 6y — g (&(0))" &g,

(iv) Stationarity of Hamilton function: Almost everywhere in [0,1] it holds

A~

Orn = VM (2 (1),§ (1), (1), Ap (1), Agy (), (1)) -
(v) Complementarity condition: Almost everywhere in [0, 1] it holds
0() = Ogee, 0= ()" c(@(t),5(),0(1).

Note that A + is only Lipschitz continuous and not as smooth as the differential state &. Moreover,
the assumptions (3.2.A3) and (3.2.A4) in Theorem 3.2.5 could be substituted for conditions
analog to the ones described in Lemma 3.1.5 / Remark 3.1.6 and Remark 3.1.8, respectively.

3.3 Example

In order to illustrate that a potential solution of an optimal control problem can be obtained
from the local minimum principles in Theorem 3.1.15 / Theorem 3.2.5, we consider the following

variation of the minimum energy problem:

Example 3.3.1

Minimize — x4(1),

subject to &1 (t) u(t)—y(t), 0==x1(0), 0=uxz1(1),
o (t) = u(t), 22(0) =1, 0==a9(1)+1,
3 (t) = —x2(t),
iq(t) = tu(t)?, 0=x4(0),

0 = x1 (t)+$3(t).
Herein, the DAE has index two, since we can (explicitly) solve the hidden constraint
0= (1) +a3(t) = u(t) —y(t) —z2 ()

for the algebraic variable y. Replacing the algebraic constraint with the hidden constraint and
adding the initial condition 0 = z; (0) 4+ 23 (0) yields the reduced system

Minimize x4 (1),
subject to 21 (t) = w(t)—y(t), 0=z (0), 0=ux(1),
T2 (t) = wul(t), 0=z2(0)—1, 0==x2(1)+1,
3 (t) = —xa(t),
iy (t) = Lu(t)?, 0=x4(0),
0 = u(t)—y)—xz2(t),
0 = z(0)+z3(0).
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Then, by Theorem 3.2.5, the necessary conditions (for £y = 1) can be expressed as

Ap) = Ap )+ A (1), A, (0) = oo,
).‘fs (t) = 0, )\fS (1) =0,
An(®) =0, A (1) =1,

0 = —Ap (t) — Ag (t),
0 = Ap () +Ap (0) +Ap ) ult)+ X (1),

where we neglected some of the redundant transversality conditions. These KKT-conditions

have the solution

i (t) = —t2+t, Ay (t) = 0,
zo(t) = —20+1, A (t) = 2
3 (1) =t Ap() = 0
x4 (t) = 2t A () = 1,
y(t) = 2t=3,  A() = 0,
u(t) = -—2.

Furthermore, we check, if the conditions (3.2.A3), (3.2.A4) hold. To that end, we compute the

(constant) matrices

0 0 0 0 1 1

0 0 0 0 0 1
A: ,B— Pl C: 9
f 0 -1 0 0 f 0 f 0

0 0 0 0 0 9
Agy = (0,-1,0,0), By, = 1, Cyy =1,

1010 0000

1000 0000

010 0 0000
. ,w—

000 1 0000

0000 1000

0000 010 0

(3.2.A3) is satisfied, since

(B ol ] = H( o )wH —V3lw| forall weR
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The linear system in (3.2.A4) has the associated Gramian matrix

2 1 0 0 1
11 0 0 1 0

o 00 1 0 2 exp (%) -2 exp (%)
0 0 0 1 0 0 ’
1 1 2exp (%) —2 0 6exp(l)—16exp % +13 3exp(l) —4exp (%) +1
00 exp (%) 0 3exp(l)—4exp % +1 %

which is non-singular, and therefore, by Lemma 2.4.3, condition (3.2.A4) holds.

In this chapter, we derived necessary conditions for optimal control problems subject to Hes-
senberg DAEs of arbitrary order and mixed control-state constraints. The results of [83] were
extended by including boundary conditions and weakening the assumptions, which also hold
for, e.g., box-constraints. We first derived a local minimum principle for the index one case by
modifying the problem, and then showed that higher index DAEs can be reduced to index one,

thus obtaining a local minimum principle for Hessenberg DAESs of arbitrary order.



Chapter 4

Sufficient Conditions

In contrast to nonlinear problems subject to DAEs, sufficient conditions for problems with
explicit ODEs have been well studied. Problems with control constraints are investigated in
[21,31,98,123]. In [92,93], mixed control-state constraints are considered. Optimal control
problems subject to mixed control-state constraints and pure state constraints are analyzed
in [13,79,82,99, 100], where [13] considers multiple pure state constraints of arbitrary order.
Problems with free final time have been examined in [21,58,93]. Sufficient conditions for strong
local minimizer were discussed in [14,15]. Second-order sufficient conditions usually include
a continuous control assumption, linear independence of active constraints, and some type of
Legendre-Clebsch condition. Herein, the Legendre-Clebsch condition might include the active
part of the constraints (compare assumption (4.1.A6)), or a strengthened Legendre-Clebsch
condition is used as in [13,91]. If boundary conditions are present, then it is generally assumed
that a rank or controllability condition holds. Furthermore, junction point and complementarity

conditions can occur.

One approach to derive sufficient conditions is to view the optimal control problem as an infinite
optimization problem as in Section 3.1, and apply corresponding results. In the finite dimensional
case (compare Problem 2.3.1), a second-order sufficient condition is the positive definiteness of
the Hessian of the Lagrange function at a KKT-point on a certain cone as in Theorem 2.3.5.
The standard proof techniques rely in a decisive way on the compactness of the unit sphere in
R™. Unfortunately, this property does not carry over to infinite dimensional spaces. Thus, one
requires stronger conditions for infinite optimization problems, for instance, (uniform) coercivity
of the Hessian of the Lagrange function as in Definition 2.1.8 (cf. [88]). However, something that
occurs in sufficient conditions for optimal control problems is the so called two-norm discrepancy.
In particular, the optimal control problem viewed as an infinite optimization problem is well
defined and differentiable in the Lo-norm, but the (uniform) coercivity condition only holds in
a weaker Lo-norm, in which the Lagrange function is not differentiable. In [91], the two-norm
discrepancy is overcome by introducing approximation conditions for the functions, which are

satisfied in the weaker Lo-norm.

A different approach to derive second-order sufficient conditions is to use a Hamilton-Jacobi
inequality (cf. [82,92,98-100,123]). Herein, the task is to construct a quadratic function cor-
responding to the optimal control problem, which satisfies the mentioned inequality. One key
assumption in deriving such a function is the existence of a (bounded) solution of a Riccati

equation.

85
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Using the techniques in [92] we aim to construct a quadratic function, which satisfies a Hamilton-
Jacobi inequality. With this approach, we aim to derive second-order sufficient optimality con-
ditions for Problem 3.1.1 and Problem 3.2.1. Thus, we extend the results in [83] by including

boundary conditions, and we generalize the results in [92] by considering problems with DAEs.

4.1 Sufficient Conditions for Index One Problems

Our goal in this section is to construct a quadratic function for Problem 3.1.1

Minimize @ (x(0),2 (1)),

with respect to  x € W15 ([0,1]),y € L ([0,1]) ,u € L™ ([0,1]),

subject to () = f(z(t),yt),u(t)), ae in [0,1],
Oy = g(z(t),y(t),u(?)), ae in[0,1],
Opry = ¢ (2(0),2(1)),
Ogne > c(x(t),y(t),u(t)), a.e. in [0,1],

which satisfies a Hamilton-Jacobi inequality. To that end, we define the following sets for an
element (z,y,u) € Wi's, ([0,1]) x L2 ([0,1]) x L™= (]0,1]) and p > 0:
B (z,y,u) = {(z,w,v) € LT ([0,1]) x L ([0,1]) x Lz ([0, 1])
‘ H(vavv) - (x7y7u)Hoo < P};
Ep(x ),y (t),u(t) = By(z(t),y(t),u(l))

= Opn
N (Z,IU,U) c Rnx % Rny x Rnu g(Z,w,U) R™v 7
C(Z,’U)”U) S ORnC

graph (X, (z,y,u)) = {(t,z,w,v) € [0,1] x R"™ x R"™ x R"
| (zw,0) € By (x(t),y (), u(t)},
Tp (o, 1) = Bp (1’0,1‘1) N {(ZQ, z1) € R™ x R" ‘ P (Zo, Z1) = O]R"dJ} .

For problems without inequality constraints Ogne > c(z (t),y (t),u(t)) the Hamilton-Jacobi
equation (cf. [25,27]) is applicable, i.e., one has to verify the existence of a function V (¢, x)

satisfying the partial differential equation
V) (t, )+ V; (t,2) f (z,y,u) =0, (4.1.1)

and suitable boundary conditions in order to obtain optimality. In the same way as in [92,
Theorem 3.1], we consider a generalized version of this approach, specifically, a Hamilton-Jacobi
inequality with a quadratic deviation term, where V (¢, z) satisfies the equality (4.1.1) along the

(potential) optimal solution (& (), 9 (¢),@(¢t)). The deviation term yields a quadratic growth

condition for the objective function in the Lo-norm.
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Theorem 4.1.1 (Hamilton-Jacobi Inequality)
Let (%,9,1) be admissible for Problem 3.1.1 and §, G be continuous on [0, 1]. Suppose there exists
a function V : [0,1] x R™ — R, which is piece-wise continuously differentiable with respect to t

and continuously differentiable with respect to x, and there exist constants p,y > 0 such that:
(i) For every (t,z,y,u) € graph (X, (&,9,4)) it holds
VY (t.2) + Vi () f (o) = 3 (= 2 @+ lly — 9 O + u—a @)])
and for all t € [0,1] it holds
Vit () + Ve (ta () f (@), 9(t),a)=0.
(7t) For all (xg,x1) € Y, (2 (0),2 (1)) it holds

V(1,2 (1)) = V (0, (0)) = [V (1,21) = V (0,20)] + ¢ (w0, 1) — (& (0)
> 5 (o = & O + lz1 — 2 (]]%) -

>
—~
—
S—
N—

Then, the optimality condition

@ (z(0),z (1) = ¢ (2(0),2(1)) +~ [H(fcayvu) — (@9, )3+ (2 (0),& (1)) — (£ (0),

>
—
—
SN—
N—
)
| I

is satisfied for all admissible (z,y,u) € By° (2,9, 1).
Proof. Let (z,y,u) € By° (#,7, ) be feasible for Problem 3.1.1. Then, it holds

1

o - |
0

1

= [Vl @)+ Vit @) @ 1),y 0.u0)
0

|

[V tz )=V Ea@)] - [V (&) -V (E2({)]d

=

t

V(63 (0) = V(63 (1) £ (2 (0,5 (8) () de

~ [V (ta(t) =V (tE0))Z,
S ) — (5 )24V (1, (1) — V(0,8 (0)) — [V (L2 (1)) = V (0, (0))]
Y @), 2 W)+ (@ (0),5 (1)

which proves the assertion. O

In order to derive second-order sufficient conditions for Problem 3.1.1, we use the following

scheme (see Figure 4.1):
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Quadratic
function (Problem 4.1. 10)

Problem 4.1.7

(4.1.3)

| Lemma 4.1.11

Lemma 4.1.9

Theorem 4.1.1

Sufficient
conditions for
Problem 3.1.1

(Theorem 4.1.12)

Figure 4.1: Scheme to derive second-order sufficient conditions for Problem 3.1.1.

(a) Construct a quadratic function using the solution of a Riccati equation.

(b) Verify conditions (i) and (i7) of Theorem 4.1.1 for the quadratic function:

(i) Consider a parametric optimization problem depending on ¢ € [0, 1], which is in the
class of Problem 2.3.11. Show that the problem satisfies the sufficient conditions in

Theorem 2.3.14 at a KKT-point.
(ii) Verify the sufficient conditions in Theorem 2.3.5 for a finite dimensional optimization

problem at a KKT-point.
(¢c) Apply Theorem 4.1.1.

Since we want to derive second-order sufficient conditions, we consider second derivatives of the
functions in Problem 3.1.1. Hence, we need stronger smoothness assumptions than in Section

3.1. Furthermore, we require § and 4 to be continuous.

Assumption 4.1.2

(4.1.A1) (Existence / Smoothness of a KKT-Point)
Let

(9,0 A, Ag 6,7) € W5, (10,1]) x G ([0,1]) x Cg* ([0, 1])
x Wi, ([0,1]) x Loz ([0,1]) x R™ x L% ([0,1])

be a KKT-point of Problem 3.1.1.
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(4.1.A2) (Smoothness of the System)

(a) ¢ and ¢ are twice continuously differentiable and all the derivatives are Lipschitz

continuous with respect to all arguments.
(b) For a sufficiently large convex compact neighborhood M of
{(@(),9(t),a(t) e R™ xR™ x R™ [t €[0,1]},

let the mappings

(:E?y’u)Hf('iE’y’u)? ('CI'"y’u)Hg('r’y?u)? ($’y7u)Hc($7y7u)7

be twice continuously differentiable, and let all the derivatives be Lipschitz continuous
in M with respect to all arguments.

Let L denote mazximum over all Lipschitz constants of

"

£+, ¢ flagay Iy Cawn) ey @) Iepw) @) Copw) @y

We call (f,gj,ﬁ, /A\f,j\g,ﬁ,ﬁ) a KKT-point of Problem 3.1.1, if it solves the local minimum
principle in Theorem 3.1.15 with ¢3 = 1. Similar to Assumption 3.1.3, we require that the
functions in Problem 3.1.1 satisfy certain regularity conditions at the KKT-point. Thus, for

t € [0,1] we decompose the index set J := {1,...,n.} into the index set of active constraints

and the index set, where strict complementarity holds

JO(t) :=={jeJ|ct] =0}, §° (1) 1= card (J° (1)),
T ={i €@ |9 >0}, J(t) = card (J* (1))

In Lemma 4.1.4 we show that 7 () is continuous on [0, 1], if certain conditions are satisfied.
Thus, J7T (¢) is defined for all ¢ € [0, 1]. Moreover, we use the abbreviations

Ap () =i [, By () = fy [, Cy ()= fill],
Ag () =g [, By () =gy =g
Wo =0, (£(0),2 (1)), W1:=1y, (£(0),2(1)),

and define the functions

A0 =[G ll] oy BEO =[Gyl 0, COO = [dull]
A5 O = [Gall] ey BEO =] ey CEO=[ull] 0
00 =1 Oljesoys 170 = Ol

which we consider to be vacuous, if JY () or J* (t) are empty, respectively. With these notations
we assume the following:
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Assumption 4.1.3 (Linear Independence, Controllability, Complementarity)

(4.1.A3) (Index one / Regularity Condition)
There exists a constant 8> 0 such that for all t € [0,1] and @ € R™ x RI’® it holds

.
> Bl

By (1) Cy(t)
Bl (t) CP(t)

C

(4.1.A4) (Controllability)
For any e € R™ there exists (z,y,u) € Wi'%, ([0,1]) x L2 ([0,1]) x L7 ([0,1]) such that
the DAE

)y () +Cr(t)u(t), a.e. in [0,1],

t) Yy (t) + Cg (t) U (t) ’ a.e. in [Oa 1] ’

Hyt)+C2 () ul(t), a.e. in [0,1],
is satisfied.

(4.1.A5) (Strict Complementarity)
The set {t € [0,1] | JO (t) # JT (t)} consists of finitely many junction points.

Note that (4.1.A3) combines the index property of the DAE and the regularity of the active in-
equality constraints (compare Remark 3.1.4). Condition (4.1.A5) implies that the strict comple-
mentarity condition is only violated by finitely many junction points in [0, 1], which corresponds

to condition (i77) in Theorem 2.3.14. We recall the abbreviation (compare Chapter 1)
H =M (2(),9(),a(), A (), (),7()) -

for the Hamilton function and its derivatives at the KKT-point. Condition (4.1.A3) assures that

the multipliers are actually smoother than assumed, as the following lemma shows:

Lemma 4.1.4
If (4.1.A1) - (4.1.A83) hold, then we have

(A7) €€ ([0,1]) x €= ([0,1])  and (2, Af) € €7 ((0,1]) x €} ([0,1]).

Proof. According to Theorem 3.1.15, for almost every ¢ € [0, 1] the KKT-point satisfies

Ogny =V, H[t] = By () A f() ()Tkg(t) Be (1) (1)
=By () Ar (1) + By () Ag (8) + BL (1) 2° (1),

One = VoK [t] = Cp () Ay () + Cg (8) " Ag (1) + Ce ()" 21 (2)
=0 ) M) +C ) A )+ 02 1) A (1)
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B
By (4.1.A3), the right inverse [ exists, thus we obtain

g\’ Cg ()
B() C2()
“ N
Ag() N | Be() Cyl) By ()" 5
~0 - 0 0 T f () :
Therefore, it holds (5\9, ﬁ) € Cy ([0, 1]) xCg ([0, 1]), since the right-hand side is continuous with
respect to ¢t € [0, 1]. Consequently, V,# [-] is continuous and, by (4.1.A1), f[-] is continuous as

PN

well. Exploiting the differential equations

SL’ (t) = f [t] ) in [07 1] ’
Af(t) = —V,H[], in [0,1],
yields (2,Ar) € ¢ (0,1]) x €} ([0,1)). 0

For the construction of the function in Theorem 4.1.1 we require the existence of a bounded
solution of a Riccati equation. To that end, for ¥ (zg, x1, by, o) := Loy (x0, 1) + 0 ' (20, 1) We
define

9 (2(0),2(1),1,6), Ay = V2

20z, U (2(0),2(1),1,6),
and assume the following:

Assumption 4.1.5 (Legendre-Clebsch, Riccati)

(4.1.A6) (Legendre-Clebsch Condition)
B,(t) C,(t
There exists a constant § > 0 such that for allt € [0,1] and w € ker (l BJQF(( ) 4 (1) ])

the uniform Legendre-Clebsch condition

@ Vit @ > 8w

1s satisfied.

(4.1.A7) (Riccati Condition)

For the matriz functions

V2RI VEHI] By()T BF()T
D = w2 . +() .= Vin [ ViuH[] Cg(')T s ()T
Q()=V2H[], R (): o |

Bf () CF() 05(yxn, 05t()xjt()

V2 H [ By ({
| VA N Ee0)
ST() R Kt ()= on o |

AF () 0+ ()xna
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the Riccati equation

P(t)=—P() A; (1) = Ap (1) P(t) = Q (1)

(KT WP®+ST M) RY O (K OPO+ST®) i [0.1

subject to the boundary condition

P A A
w! l (0) + Ao ot @ >0 forall w € ker ([Uo, ¥1]) \ {Op2n. }

Ady A —P(1)

has a bounded solution.

(4.1.A6) implies that R™ () is non-singular on [0,1] and the inverse is uniformly bounded,
which assures that assumption (4.1.A7) is sensible. Furthermore, since we assumed that the
Riccati equation possesses a bounded solution, it follows from a stability result for differential
equations that this property is preserved, if we add the perturbation €I, to the right hand
side for sufficiently small € > 0. Additionally, the perturbed solution also satisfies the boundary
conditions in (4.1.A7) for sufficiently small € > 0.

Lemma 4.1.6
If (4.1.A1) - (4.1.A7) hold, then there exists a constant € > 0 such that for all 0 < e < & the

perturbed Riccati equation

P(t)= P (1) Ap (t) = A () P (1) = Q(¢) + €L, (4.1.2)

(KT WP®+ST M) RY O (KT OPO+STW) i 0.1
subject to the boundary condition

T [ P (0) + Ago Aot
w

Agy A1 — P (1) ] @ >0 forall w € ker ([Wo, U1]) \ {Oens }

has a bounded solution P..

Proof. According to [119, p. 103], there exists €1 > 0 such that for all 0 < & < 1 the perturbed
Riccati equation has a bounded solution P. with liII(l) |Po — P:||,, =0, where Py is the reference
E—

solution, which satisfies the boundary conditions. Since

l Py (0) + Ago Aot 1
Ay A — Py (1)

is positive definite on ker ([Wg, ¥1]), there exists v > 0 such that

Py (0) +A A
le 0 (0) + Aoo 01 @ >v|w|® forall @ € ker ([T, T1)).

Agy A — Py (1)
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Choose & > 0 such that for all 0 < e < £ it holds ||[Py — P-|, < §. Then, we obtain

7| P:(0) + Ago Ao ] T [ Py (0) 4+ Ago A 1
Ag Ay — P (1) Aoy A — PRy (1)
T [ PO(O)*PE (0) Onzxnz 1
e w
Onmxnz P (1) - P (1)
14
>vw|? - 5 =

v 2
= =
2 2

for every w € ker ([Vg, ¥1]), which proves the assertion. O

For a fixed £ > 0 such that P; (-) is a bounded solution of the perturbed Riccati equation (4.1.2)

subject to the boundary condition we define the quadratic function by
V(,):[0,1] x R" - R,
Vit,z) = ) (—2@)+ = (x—2() P:(t) (x—2(t). (4.1.3)

For this quadratic function we will first verify condition () in Theorem 4.1.1. To that end, for

(t,z) € [0,1] x R™ we consider the derivatives
Vi (ta) =5 () (=2 (8) = Ap (&) & (8) — & () P2 (t) (2 — & (1))

1
2
Vi(t:o) f (wy,u) = A () [ (0 0) + (2 = 2 (1))

_|_

4|
=
=
~
0
=
£

Adding these equations and evaluating at (2 (¢),9 (¢), 4 (t)) yields

IS

Vit () + Vi (ta () f (@), 9(t),a(t) =0 (4.1.4)

for all ¢ € [0,1]. Consider the parametric optimization problem depending on ¢ € [0, 1]

Problem 4.1.7 (Parametric Optimization Problem)

Minimize V[ (t,x)+ V) (t,z) f (2, y,u)

with respect to (z,y,u) € R"™ x R"™ x R"
subject to g (z,y,u) = Ogny,
c(z,y,u) < Ogne.

For fixed ¢ € [0,1] the inequality of (i) represents an optimality condition of this problem, in

particular, the quadratic growth condition
Vit o)+ Vit o) f(zy,u) = V(62 @1) + Vi (2 @) £ (2 @1), (), a(t)
> (e =2 @1 + ly = 9 O + llu = a ()]*)

for all admissible (x,y,u) in a neighborhood of (Z(¢), 9 (t), 4 (t)). In order to obtain this opti-

mality condition, we aim to apply the sufficient conditions for problems with parametric objective
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function in Theorem 2.3.14. First, we show that (:% (), 9 (t),a(t), A ()7 (t)) is a KKT-point
of Problem 4.1.7 for all ¢ € [0, 1]. To that end, we denote the associated Lagrange function by

L(bo,m,y,u, Mgy, 1) == Lo (V{ (t,2) + V] (t,2) f (2, 9,u)) + Ay g (z,y,u) + 7' c(z,y,u) (4.1.5)
for t € [0, 1], which allows us to express the first order necessary conditions of Problem 4.1.7 as

Opr. = VL (by,z,y,u, )\g,n,)
= 6\ (O - PO FO) + P (1) (e — 5 (1))
1y (g, w) " Ap () + P2 (8) f (0,9,0) + £ (2,9,0) T P (1) (2 — 2 (1))
+gl (2, y,u) " g + ¢ (2, y,0) ",
Orry = V4L (lo,x,y,u, Ag, 1, 1)
= b [fy ey ) Ap (@) + £ (2y,0)| P() (2 — 3 (1)
+gy (,y,u) " Ag + ¢ (z,y,0) " n,
Ornu = VoL (lo,x,u,u, Ag,n,t)

= lo[fu @) A @)+ fl @ uw) T P () (- 3 (1)
+g. (z,u, u)T Ag + c (z,u, u)T n,
0 = nTc (x,y,u), n > Ognc

according to Theorem 2.3.2. If (4.1.A1) - (4.1.
are satisfied by ( L2 (), (), a(t), ;\ (t),

7t
VoL (1, (8),9(8),a(t), A (1), (1) 1) = A () + VoK [t] = Ogoa,
VoL (1,2 (8),9(8),a(t), A (1), 7)) = VyH[t] = O0gm,
VL (L3 (8,9 (8),a(t), A (8),7(8) 1) = ViH[1] = O,
0 = A1) c@®),9),a), 9(t) > Ogn,

correspond to the necessary conditions in Theorem 3.1.15. In order to apply Theorem 2.3.14,

we have to verify the following:

(a) There exists a constant 8 > 0 such that for all t € [0,1] and @ € R™ x RI’® it holds
| [ B,(t) Cy(t) ]

T

R > o]

(b) There exists a constant x > 0 such that for all ¢ € [0, 1] and for every

4,0 By(t) Gyt
dekerqxﬁu) B (1 oww])

[

it holds

dTv% z,y,u)(z ,y,u)ﬁ (l,i' (t) 73? (t) 7ﬁ (t) )

P
Q
=
N—
>
—~
N

SN—

QU

vV

=N
Y
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(c) The strict complementarity condition J° (t) = J* (¢) is only violated by finitely many
te[0,1].

The conditions (a) and (¢) hold due to assumptions (4.1.A3) and (4.1.A5), respectively. Thus,

it remains to show, that the matrix

~

v%x,y,u)(x,y,u)‘c (1’ z (t) 24 (t) 2 U (t) ) )‘g (t) /i (t) ,t)

. T T T
Pe(t)+ P () Ap (8) + A () P-0) + Q1) (1B (), Cr (0] Pe(t) + V2, o M 11]) ]

[By (1), Cy ()] P: (1) + V¢ @) [t] Vi Y

(y,u

(yu)(y,u

Ag (1) By (1)

is uniformly positive definite on ker 9 Co
AL () B () CF (1)

]) for all ¢t € [0,1]. Therefore,

we define the matrix functions

ME () = Pr()+ P (VAp () + A ()T P () +Q() (K+ ()P () + ST ()"
é : K+ () Pé () + S+ () Rt () )
| Ag () Bg() Cy()
N l AY() BF() CF() |

which satisfy the following:

Lemma 4.1.8

If (4.1.A1) - (4.1.A7) hold, then there exists a constant k > 0 such that for all t € [0, 1] and for
every d € ker (N (t)) it holds

dTV%ﬂc,y,u)(m,y,u)‘C (17 z (t) 4 (t) ;U (t) ) 5‘g (t) i (t) ) t) d

T
d d
=( ) MJ(t)( )znnduz.
ORny+j+<t) 0R"y+j+(t)

V2RI VEHE] By()' BF()'
V2HE VEHE] G ()T
By(:)  Cg(:)  Onyxn,  Opyxjr(
B () CF() 0ji(yxn, 05+()xit()

Proof. We recall
Rt ()=

By (t) Cy(t)
BI(t) CF (1)

c

where [

2 2
] has full rank for all ¢ € [0, 1] by (4.1.A3), and [ Vil Vil ]

VigH[t] VEHM]
By (t) Cy(t)
B (1) CF ()

c

is uniformly positive definite on ker ([ 1) with constant 6 > 0 for all ¢ € [0, 1]

according to (4.1.A6) . Additionally, it holds
P (1) + P:(t) Ap (1) + Ap (07 P2 (1) + Q (1)
= &L, + (K" () P () + S* (t))T RY @) (KT (@) P () + ST () in [0,1].
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Thus, for all ¢ € [0, 1] we have

pr ) = | et BT QP+ ST ) BY O (K (1) P (1) + 57 (1)
T K* () P: (t) + S* (1)
(K* () Pe (1) + S* (1)
R* (#) ’
[Br (1), Cy (8)] T P (t) + V2, ) oy H[1]
KT () P2 (t) + S* (1) = Ay () :
AL ()

and therefore all conditions of Lemma A.4 are satisfied. Since all the matrix functions are
continuous on [0, 1] and §,¢ are independent of ¢, we find a uniform constant x > 0 such that
the assertion holds. O

Consequently, we are able to prove that the inequality of (i) in Theorem 4.1.1 holds by applying
Theorem 2.3.14:

Lemma 4.1.9
If (4.1.A1) - (4.1.A7) hold, then there exist constants p,5 > 0 such that for all t € [0,1] and
every (z,y,u) € B ((2(t),9(t),a(t))), which is feasible for Problem 4.1.7, it holds

Vit ) + V(6 2) f (2, u)
> Vi (1.2 (8) + Vo (6.2 (6) f (@ (1), 9 (1) 2 (1) + 7 (2, y,u) — (@ (8),5 (1), a ()]

Proof. According to (4.1.A3), (4.1.A5), and Lemma 4.1.8, all the requirements of Theorem
2.3.14 are satisfied for Problem 4.1.7, which proves the assertion. O

In (4.1.4) and Lemma 4.1.9 we have shown that condition (i) in Theorem 4.1.1 holds for the
quadratic function defined in (4.1.3). In order to verify condition (i), we define the objective

function
J (x(), IEl) = (IL’(), .’171) B (‘,’% (O) 7‘% (1)) - (V (17 .561) -V (07 .730))
and consider the following optimization problem:

Problem 4.1.10

Minimize T (xo, 1)
with respect to  (xg,x1) € R™ x R"*

subject to 1 (xg, 1) = Ogny.
According to Theorem 2.3.2, the associated necessary conditions can be expressed as

Orne = Vo Lo1 (o, z0, 21, 0)
= LoV o (0, 21) + Ul (o, 21) " 0 + Lo (5\f (0) + P: (0) (zo — 2 (0))) ;
Ogne = Vg, Lo1 (o, z0, 21, 0)

= £oVayp (w0, 31) + 05, (w0,21) " 0 = Lo (g (1) + P2 (1) (21 — 2 (1)),
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where the Lagrange function is defined by
Loy (Lo, w0, 71,0) = Lo T (x0,21) + 0" (z0,71) .

These conditions hold for the KKT-point (fo,zo,z1,0) = (1,2(0),&(1),5) according to the
transversality conditions in Theorem 3.1.15. Using the same techniques as in Lemma 3.1.7 we
can show that the Gramian matrix associated with the linear system in (4.1.A4) has full rank,
if and only if (4.1.A4) holds. The Gramian matrix is of the form

| vd
G:[WO7W1]G[ ‘|7
2

which implies that [V, U] = wéwo 1) (2 (0), 2 (1)) must have full rank. Furthermore, the matrix

P:(0)+ A A
V%ID,Il)(IO,II)'CO:l (1,2(0),2(1),6) = [ (0) oo .

Agy Ay —P:(1)

is positive definite on ker ([¥o, U1]) by Lemma 4.1.6, which allows us to prove the following:

Lemma 4.1.11
If (4.1.A1) - (4.1.A7) hold, then there exist p,5 > 0 such that for every (xo,x1) € B; (2 (0),2 (1))
with 1 (xo, 1) = Ogny it holds

(2(0),2(1)) = (V (1,21) = V (0,20))
> —(V(1,2(1)) =V (0,2(0))) + 7 |l(zo, x1) — (£ (0), 2 (1))]1*.

Proof. All the requirements of Theorem 2.3.5 are satisfied for Problem 4.1.10 at (2 (0),# (1) ,6),

which proves the assertion. O

We summarize the main result of this section in the following theorem:

Theorem 4.1.12 (Second-Order Sufficient Conditions for Problem 3.1.1)
If (4.1.A1) - (4.1.A7) hold, then there exist constants p,~y > 0 such that the optimality condition

o (2(0),2 (1) > ¢ (2(0),2 (1) +7 [[l(@,y,u) = (@53 + |2 (0),2 (1)) - (&(0),2 (1))]]

is satisfied for all admissible (z,y,u) € By° (%,9,1) of Problem 3.1.1.
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4.2 Sufficient Conditions for Higher Index Problems

Similar to Section 3.2, we also derive sufficient conditions for Problem 3.2.1

Minimize e (x(0),z (1)),
with respect to  ® = (z1,...,25_1) € k>_—<11 I/Vln; ([0,1]),y € L ([0,1]) ,u € L™ ([0,1]),
subject to 1 (t) = filz(t),...,2p-1(1),y(t),u(?), a.e. in [0,1],
.fz (t) = f2 (1'1 (t) yeooy Lh—1 (t)) s in [0, 1] s
l"g (t) == fg (352 (t) yeoe sy Lh—1 (t)) 5 in [0, 1] 5
Tp-1(t) = fi-1(@p—2 (), zk-1 (1)), in [0,1],
Orry = g(z—1 (1)), in [0,1],
OR”w = 77/) (iB (0) y L (1>) ’
Opne > c(ax1(t),...,zk—1 (), y(t),u(t)), a.e. in [0,1].

For the index reduced system (3.2.1) we use the abbreviations at the KKT-point

Ap ()= Foll, By ()= fy[1. O ()= Full.
Ay ()= G [ By, () 1= ghy 1. O () = b ]
v .— [ g/ [0] ] 09— [ O(k—l)nyxnm ]
Ul @) | [, @0).2) ]
A0 =Gl oy BLO= (G0 02 ()= [dull] o,
A5 = el BEO=[G ] 0y CEO=Gall]
and define

D (@0, T1, bo, 0, 0g) = Lo (o, 1) + 0,0 (@0, 1) + 0, g (w0) ,

Moo == V2 5,0 (2 (0),2(1),1,64,64), Ao := V2,0 (@(0),&(1),1,64,54),
A :=V2 . 9(&(0),&(1),1,64,64).

Then, with the (augmented) Hamilton function
H(@,y,u, X5, Aoy 1) = A f (@9, 0) + Agygo (@, y,u) +1 ¢ (®,y,u)

we assume the following:



4.2. SUFFICIENT CONDITIONS FOR HIGHER INDEX PROBLEMS 99

Assumption 4.2.1

(4.2.A1)
Let

(Existence / Smoothness of a KKT-Point)

k—1 k—1
(ﬁﬁgﬂjv )‘fv)‘90761/176—97ﬁ) € >< Wz,(fol ([07 1]) X C[T)Ly ([07 1]) X Cgu ([07 1}) X X Wl,fxi) ([Ov 1])
i=1 =1

x L2 ([0,1]) x B™ x RE-Dm o 17 ([0,1])

be a KKT-point of of Problem 3.2.1.

(4.2.A2)
(a)

(b)

(Smoothness of the System)

p and Y are twice continuously differentiable and all the derivatives are Lipschitz
continuous with respect to all arguments.

For a sufficiently large convexr compact neighborhood My of

k—1
{(af:l )y y@—1 (1), 9(t),a(t)) € X R"™i x R™ x R™ |t € [0,1]},
=1
let the mappings
(xlv"'axk—layau) '_)fl (xlvﬂ'axk—layau)?
(xlv'-ka—layvu) '—>c(x1,...,xk_1,y,u),

be twice continuously differentiable, and all the derivatives be Lipschitz continuous in
My with respect to all arguments. Furthermore, for i =2,..., k — 1 and sufficiently

large convex compact neighborhoods M; of

k—1
{(i’z‘_l (t) ey Tl (t)) € >< R™=1 ’ t e [O, 1]} ,

l=i—1

let the mappings

(Tie1s -y @p—1) = fi(@iz1, ... @p—1),

be i + 1-times continuously differentiable, and all the derivatives be Lipschitz contin-

wous in M; with respect to all arguments. For a sufficiently large convex compact
neighborhood My, of

{Zr-1 (t) e R™ | £ € [0,1]},
let the mapping
Tp—1 > g (Tk-1)

be k4 1-times continuously differentiable, and all the derivatives be Lipschitz contin-

wous in My, with respect to all arguments.
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(4.2.A3) (Index k / Regularity Condition)
There exists a constant B > 0 such that for allt € [0,1] and w € R ®) it holds

T

By, (t) Cyo (t)
|H B (t) Cg(t)] w| > B |=| .

(4.2.A4) (Controllability)

k—1

For any e € RE—Dmnutnw there exists (x,y,u) € X W, s ([0,1]) x Lo2 ([0,1]) x L™= (]0,1])
i=1

such that the DAE

x(t)=Ar(t)x(t)+ Br(t)y(t)+Cyr (t)u(t), a.e. in [0,1],

Orny = Ag, (1) () + By, (t)y (t) + Cy (t) u (t), a.e. in [0,1],
e=U3z (0)+ Wz (1),

0o = A2 (1) (1) + BY (1) (1) + C° (1) u (1), we. in [0,1],

1s satisfied.

(4.2.A5) (Strict Complementarity)
The set {t € [0,1] | J° (t) # JT (t)} consists of finitely many junction points.
(4.2.A6) (Legendre-Clebsch Condition)
B, (t) C, (t
There exists a constant 6 > 0 such that for allt € [0,1] and w € ker (l Bgo(( ) Con ( ; ])

the uniform Legendre-Clebsch condition

@ Vi, M@ > 6w

18 satisfied.

(4.2.A7) (Riccati Condition)

For the matriz functions

VZH[] VZH[] By ()T BE()T

VZH[] VEHE] Ce ()T CEO)T

By () Cgo () Onyxn,  Opjrgy |
) ) 0y, 05+ ()xit()

Q():=ViH[], RT ()=

ViaH [ By (’)T
| VieH[] N Cr ()
S+ () Ago () ’ K+ ( ) a 0ny><nz ’
Af () 0+ () xng
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the Riccati equation
P(t)=—P(t) Az (1) = A (1) P(t) = Q (1)
(KT WP®+ST®) RY O (KT OPO+STW) i [0.1
subject to the boundary condition

P A A
w' [ (0)+ Ao o w >0 forall w € ker ([, ¥]]) \ {Og2ne }

Agy A —P(1)

has a bounded solution.

Analog to Lemma 4.1.4, we can show that 3\9, 7 are continuous and 27, A f, are continuously
differentiable in [0,1]. For a sufficiently small £ > 0 we denote the bounded solution of the

perturbed Riccati equation
P(t)=—P(t) Ap (t) = As (1) P (1) = Q (1) +¢Ly,
T
+ (KX @OP®)+8T@®) REO (K@) P@)+S"(@#) i [01]
subject to the boundary condition in (4.2.A7) by P: (-). We define the quadratic function

V() :[0,1] x R"™ - R,
V(tw) = A () (@~ () + 5 (@~ 2 () P (0) (- &(0).

which satisfies the condition of Theorem 4.1.1 for Problem 3.2.1 subject to the equivalent reduced

(index one) system (3.2.1). Thus, we obtain the main result of this section:

Theorem 4.2.2 (Second-Order Sufficient Conditions for Problem 3.2.1)
If (4.2.A1) - (4.2.A7) hold, then there exist constants p,~y > 0 such that the optimality condition

o (0), (1) > ¢ (@ (0),2 (1) +7 [[(@.y,0) — @5, 8)[3 + (= (0), & (1)) - (& (0), & (1)]|]

is satisfied for all admissible (x,y,u) € B° (2,9, 1) of Problem 3.2.1.

4.3 Example

For Example 3.3.1 we want to verify, if the calculated solution is actually a weak local minimizer
by applying Theorem 4.2.2. To that end, it remains to show that the conditions (4.2.A6) and
(4.2.A7) hold. The associated Hamilton function is defined by

H ($1’$2,$37$4,y7u7 )‘f17)‘f27)\f37)‘f47)‘g)
1
= An (= y) FApu = Apza + SAput + A (u—y = 22).

Then, (4.2.A6) is satisfied, since ker ([By, (t) Cy, (t)]) = ker ((—1, 1)), and therefore the Legendre-
Clebsch condition

w

w

: ! 00 1
<w> V?y,u)(y,w’”[t](w):(w) (o 1><w>:w2:2

2
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holds for all ( “ ) € ker ((—1,1)). For (4.2.A6) we compute the (constant) matrices
w

1 0 -2

1

-1 0 0

0

A11 = 044,

= 04><47

04x4, Ao1
101 00 0O0O0
1 000 0 00O
01 0 0 O0O0TO0O 0
0001 0O0O0O0
00 0O0OT1O0O0DO0

Ago =

Q = O4><47

)

000O0OT1TT 0O

(w5, U7] =

which yields the Riccati equation

(p12 () — 2p14 ())*

P11 (t)
P12 (1)
P13 (1)
P14 (t)
P22 (1)
P23 (t)
P24 (t)

P33 (t)

(P12 (t) — 2p14 (t)) (P22 (t) — 2p24 (1)) + (P13 (t) — p11 (1))

(p12 (1) — 2p1a (t)) (p23 (t) — 2p3a (1))
(P12 (t) — 2p14 () (p2a (t) — 2paa (t))

(P22 (t) = 2p2a (£))” + 2 (pas (t) — p12 (1))

(P22 (t) — 2p24 (t)) (P23 (t) — 2p3a (t)) + (p33 (t) — p13 (1))
(P22 (t) — 2p24 () (P24 (t) — 2paa () + (P34 (t) — p14 (1))

(p23 (1) — 2p3a (1))

(p23 (t) — 2p3a (t)) (p2a (t) — 2paa (t))

Pas(t) = (poa () — 2paa (1))°

P34 (t)

for the symmetric matrix function

~ ~ —~
A M A (N
A
& & R X
A~ N /N
N N o
— N N ™M
ISURER SV S VS
N TN N TN
[ I N C A
— N AN N
& & ]/ X
—~ ~ —~
— N o <
— o~ =
& & ] X
(\

I

—~

NG

This Riccati equation has the bounded (constant) solution
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Since ker ([¥§, UY]) = {(0,0,0,0,0,0, w1, w2) | w1, w2 € R}, only the definiteness of

<P33(1) P34 (1) ) _ ( -1 0 )
P34 (1) paa(1) 0 -1

is relevant for the boundary conditions to be satisfied. We obtain

Ao

=T [ P (0) + Aoo
A — P(1)

2 2
AL ]w:w1+w2>0
for all @ € ker ([U§, ¥Y]) \ {Ogs}, and therefore the boundary conditions are satisfied. For
illustration purposes, we show that for ¢ = %6 the perturbed Riccati has a bounded solution,

which satisfies the boundary conditions (see Figure 4.2), since the matrix

p33e (1) paac(l) ) _ [ —0.937278 —0.001125
P3ae (1) paae (1) ~0.001125 —0.931479
is negative definite. Moreover, the error with respect to the reference solution pss (1) = —1,

p3a (1) =0, pasa (1) = —1 is declining with decreasing perturbation (see Table 4.1).

£ P33, (1) P34 (1) Pase (1)

0.25 —0.7435632620790397 | —0.3365590016931926 | —0.5681414623634595
0.125 —0.8739585476272056 | —0.0053191628693259 | —0.8464515869344885
0.0625 | —0.9372772356430186 | —0.0011254386360057 | —0.9314790146543683
0.02 —0.9799791865196865 | —0.0001044079420916 | —0.9794426109138125
0.01 —0.9899949005508796 | —0.0000255387721687 | —0.9898637265415218
0.005 —0.9949987377039996 | —0.0000063166079344 | —0.9949663031908956
0.002 —0.9979997992181540 | —0.0000010042350419 | —0.9979946435566353
0.001 —0.9989999499024794 | —0.0000002505282293 | —0.9989986637842081

Table 4.1: Illustration of decreasing error with respect to the reference solution.

In this chapter, we derived second-order sufficient conditions for optimal control problems subject
to Hessenberg DAEs of arbitrary order and mixed control-state constraints by using a Hamilton
Jacobi inequality. In contrast to [83] and [92], we also included boundary conditions and algebraic
equations, respectively. The main task was to prove Theorem 2.3.14 with the assumptions at
hand, which was essential in order to show that second-order sufficient conditions hold for
Problem 4.1.7.
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~0.75 ‘ 0.25 ‘
P33 + P34 +
~0.8125 - . 0.1875 - .
—0.875 |- . 0.125 - .
~0.9375 - 0.0625 - .
1 — 0
~1.0625 - . ~0.0625 |- .
—-1.125 - —0.125 -
~1.1875 | y —0.1875 |- .
—1.25 1 | | —0.25 | | |
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
time time
~0.75 ‘
Pa4 *
—0.8125 4
—0.875 .
~0.9375

1 4

—1.0625 4

—1.125 -

—11875 y

—1.25 1 | |
0 0.25 0.5 0.75 1
time
Figure 4.2: Solution of the perturbed Riccati equation for € = %.



Chapter 5

Convergence Analysis

There are numerous methods for numerically solving optimal control problems that split into
three classes: direct methods, indirect methods, and function space methods. In this chapter, we
focus on the direct approach, which is often used for solving problems in practical applications,
since direct discretization methods are robust, user friendly, and are able to deal with difficult
problems with control and state constraints (cf. [11]).

In [48,80], Euler discretizations for problems with mixed control-state constraints are discussed.
Herein, [80] achieve convergence of order one in the Lo-norm with assumptions sufficient for
a Lipschitz continuous optimal control, whereas [48] consider controls of bounded variation to
obtain a convergence rate of % in the Ly,-norm. Optimal control problems with pure state
constraints of order one are analyzed in [16,32,34]. In [32,34], linear convergence is achieved in
the Lo-norm and convergence of order % in the Loo-norm. Via a strengthened Legendre-Clebsch
condition, [16] obtain linear convergence in the Lo-norm. Runge-Kutta methods for problems
with set constraints on the control are studied in [33,53,117]. Herein, [33,117] use a second order
Runge-Kutta approximation in order to obtain convergence of order two. In [53], convergence of
arbitrary order is achieved with a Runge-Kutta scheme of appropriate order and a sufficiently
smooth optimal control. Convergence for the value of the objective function is obtained through

a control parametrization enhancing technique in [73].

In order to prove convergence, one usually requires similar conditions as in Chapter 4, in partic-
ular, regularity of the constraints, controllability, and second-order conditions, e.g., a Legendre-
Clebsch condition or a coercivity property of the Hessian of the Lagrange function. Additionally,
the optimal control is assumed to be continuous or Lipschitz continuous. Using the techniques
developed in [37,52,81] and the above conditions, it might be possible to show that a continuous
optimal control is actually Lipschitz continuous.

A common strategy to prove convergence for nonlinear problems with smooth optimal control
is to compare the KKT-conditions of the continuous problem with the KKT-conditions of the
discretized problem. The respective conditions are expressed as generalized equations and an
approximation result as in Theorem 2.2.6 is applied.

Convergence for problems with discontinuous controls is discussed in [3—7,101,113,118]. Linear
problems are considered in [4,101,118]. In [4], convergence of order one in the L;-norm, and
of order %

2
growth condition around its zeros, and the optimal control is of bang-bang type. In [101,118],

in the Lo-norm is shown for the control, if the switching function satisfies a suitable

a controllability assumption is used to prove convergence of an order depending on the control-

lability index. Linear quadratic systems are examined in [3,5,6,113]. [3] obtain results similar

105
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to [4]. A L control cost depending on a parameter is augmented in [6]. The result is an optimal
control of bang-zero-bang type and linear convergence is obtained, if the switching function has
a stable structure. For nonlinear optimal control problems with linearly appearing control and
bang-bang solutions convergence is analyzed in [7].

A general convergence theory applicable to approximations of optimal control problems is pro-
vided in [116], which was used in [84] to prove convergence of order one for optimal control
problems subject to index one DAEs without inequality constraints.

In this chapter, we prove convergence for approximations of optimal control problems subject
to index two DAEs with mixed control-state constraints and boundary conditions, therefore

generalizing the results in [80,85]. We use the following scheme:

(a) First, we gather assumptions for the continuous problem in Section 5.1, which are suffi-
cient for the KKT-conditions in Theorem 3.2.5. Furthermore, we introduce a coercivity

condition for the Hessian of the Lagrange function.

(b) In Section 5.2, we approximate the optimal control problem with the implicit Euler dis-
cretization. We modify the discrete problem such that the associated KKT-conditions are

consistent with the KKT-conditions of the continuous problem.
(¢) In Section 5.3, we gather properties, which follow from the results in Section 2.4.
(d) We express the respective KKT-conditions as generalized equations in Section 5.4.

(e) In Section 5.5, we apply Theorem 2.2.6 to the generalized equations, which yields a solution
of the discrete KKT-conditions that converges linearly to the continuous KKT-point in
the Loo-norm (Theorem 5.5.6).

(f) Finally, in Section 5.7 we establish a relationship between the multipliers of the necessary
conditions for the modified discrete problem and the multipliers associated with the directly

discretized problem.

These techniques can also be applied to problems with index one DAEs by skipping the modi-
fication step in (b).
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5.1 Continuous Problem

Consider the problem:
Problem 5.1.1 (Optimal Control Problem with Index Two DAE)
Let ng, ny, ny, ny, ne € N with ny +ny < 2ng, ne <ny. Let

¢ :R™% x R — R, ¥R x R — R,
f iR x R x R — Rz, g: R% — R, c: R x R™ x R — Roe,

be functions.

Minimize 0 (xz(0),z(1)),

with respect to x € W'z ([0,1]),y € L& ([0,1]) ,u € L2 ([0,1]),

subject to z(t) flx(t),y(t),u(t), a.e. in [0,1],
Opns = g(x(t)), in (0,1,
Ogry = ¥ (x(0),2(1)),
Ogne > c(x(t),y(t),u(t)), a.e. in [0,1].

Throughout this chapter, we assume the following similar to Section 4.2:

Assumption 5.1.2

(5.A1) (Existence / Smoothness of a Minimizer)
Let (2,9,1) € Wy%, ([0,1]) x Wlnf,o ([0,1]) x W', ([0,1]) be a weak local minimizer of
Problem 5.1.1.

(5.A2) (Smoothness of the System)

(a) ¢ and ¢ are twice continuously differentiable with respect to all arguments and the
derivatives are Lipschitz continuous

(b) For a sufficiently large convex compact neighborhood M of
{@@),g(t),a(t) e R"™ xR™ x R"™ |t €[0,1]},
let the mappings

(z,y,u) = f(2,y,u),

(z,y,u) = c(z,y,u),

be twice continuously differentiable, and the derivatives be Lipschitz continuous in

M. Furthermore, for a sufficiently large convex compact neighborhood Ms of

{z(t) e R"™ |t €[0,1]},
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let the mapping

x> g(x),
be three-times continuously differentiable, and the derivatives be Lipschitz continuous
mn Ms.

Let L denote the maximum over all Lipschitz constants of

af @ Jc 0% f 0%g 0%c 0g
0 (z,y,u)" 0z 0 (z,y,u)" (9 (z,y,u)*" (0x)*" (9 (z,y,u))*" (9x)>

f,9.¢,

Remark 5.1.3

Note that we assume the minimizer (£,9,14) to be in Wy's, ([0,1]) x Wlngo ([0,1]) x W%, ([0, 1])
instead of W1'% ([0, 1]) x Led ([0,1]) x L% ([0,1]). This condition is crucial for the convergence
proof in Section 5.5, since we require the derivatives of the systems functions at the minimizer to
be Lipschitz continuous. It might be possible to weaken this assumption by using the techniques
developed in [37, 52, 81].

According to Lemma 3.2.3, the constraints of Problem 5.1.1 are equivalent to the reduced system

i) = @@»() u(t)). ae. in [0,1],
Orry = ¢ (@) f(xz(t),y(t),u(t)), ae in [0,1],

Orry = g(z(0)), (5.1.1)
Oy = ¥ (2(0),2(1)),

Opre > c(z(t),y(t),u(t)), a.e. in [0,1].

For a constant o > 0 and ¢ € [0, 1] we define the following sets

J=A{1,...,n},
JUt):={j€J]|c[t] > —a}, jY(t):=card(J(t)),
07 = {te 0.1]]j € I (1)},

and we abbreviate the derivatives at the minimizer by

Ap ()= il By () = fy [, Cr () =11,
Ay () =4[],
A%)=AA>+A(MHO73%J:AA)&+% CY () == A9 () Cr (),
Ey:= A, (0), Wo =, (2(0),2 (1), Wi:=1v, (2(0),2(1)),
A ()=, [, B.() =, [], Co () =[],
$ ()= &xhp B ()= |Gy ] yery CEO = [Gull]

where we consider A2 (t), B2 (t),C¢ (t) to be vacuous, if J* (t) is empty. With this notation we

assume the following:
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Assumption 5.1.4 (Linear Independence, Controllability)

(5.A3) (Indez two / Regularity Condition)
There exist constants o > 0 and § > 0 such that for all t € [0,1] and every w € R™+1%(®)

it holds -
Br® GO s gm
By ceqy | 7| =01

C

(5.A4) (Controllability)
For any e € R™ there exists (z,y,u) € Wi'%, ([0,1]) x L2 ([0,1]) x L7 ([0,1]) such that

the DAE
() =Ar(t)x(t)+ By () y(t)+Cr(t)u(t), a.e. in [0,1],
Ogny = A? (t)z (t) + B}’ )y (t) + C’]gc (t)u(t), a.e. in [0,1],
o EO Onyxnz
e—[\%}x(O) [ oy z (1),
Opjomy = A (t)x (t) + Bg (t)y (t) + CZ (t) u (), a.e. in [0,1]

is satisfied.

Please note that we coupled the index property of the DAE with the regularity of the inequality
constraint (compare Remark 3.1.4). If (5.A1) - (5.A4) hold, then, by Theorem 3.2.5, there exist

multipliers
fo e RA; € Wis ((0,1)), Ay € L ((0,1]),& € R™ ¢ € R™, 7 € L7 ([0,1])

associated with the weak local minimizer (Z,9,4) of Problem 5.1.1 such that /o = 1 and

A (0) = VM (2(1).9(0).a(0). A (0). 3 (1) (1)) a.c. in [0,1],
Ony = VyH (2(1),5(), @ (t), A (1), A (1),7 (1)), a.e. in [0,1],
Opnu = Vo H (x (), 9 (), a(t), A (t), Xy (£) 7 t)), ae in [0,1], (5.1.2)
A (0) = =V (£(0),2 (1)) — 9, (£(0),2(1)" & — ¢ (2(0)" <,
A (1) = Va0 (2(0),2 (1) + 44, (£(0),2(1)" 5,
0=n@®)"c@@),9t),a(t), 7(t) > Opn, a.e. in [0,1]

is satisfied. Herein, the (augmented) Hamilton function is defined by

H:R™ x R™ x R™ x R™ x R™ x R" — R,
H (%%U,)\fa )‘gvn) = A;‘rf (:L‘,y,u) + A;gl (I’) f (xvyau) + UTC (xayvu) .
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Analog to Lemma 4.1.4, we can show that
Ap e W3 ((0,1]), Ay € WA ((0,1]), 7€ Wie ([0,1]),
if (5.A1) - (5.A3) hold. Moreover, for a constant ¥ > 0 and ¢ € [0, 1] we define
JL@y={G el W@ >v), L) =card(JL®), Ty :={tel0,1]]je L (1)},

A1) = |, [tﬂjem)’ Bet) = |y [tﬂjeJi() 1) = [ [t]]jeJW’

where we consider A% (), BY (t),CY (t) to be vacuous, if .J ¥ (t) is empty, and for the functional

[SIAN
RN

9 (20, 21,0,¢) == @ (20, 21) + 0 (xg,21) + < g (20) we denote

Moo := V2, 9(2(0),2(1),6,8), Ao :=V2,,0(&(0),2(1),6,9),
Ayp :=V2 9 (2(0),%(1),6,

1T

Ny
~—

For the space
Xg = W' ([0,1]) x L3 ([0,1]) x L3 ([0,1])

equipped with the norm ||(z,y,u)|x, = maX{HxHLQ Aylls s HuHQ} we define the symmetric

bilinear form

P:XQXXQ—)R,

|
e cen-(28) [ 21(E0) e
2

N
ViAH[ VEH[ VI (t)

xt t x
+ / Yt (t) Ve, HIt Vi Mt Vi H[E] y? (1) | dt,
ul (1) Ve Mt Vi, HI VI HIE u? (t)

which is continuous, since V% H [t] is bounded. We assume the following uniform

z,y,u) (,y,u)
coercivity condition:

Assumption 5.1.5 (Coercivity)

(5.A5) (Coercivity)
There exist constants v > 0 and v > 0 such that for every (x,y,u) € Xo, which satisfies

(t)=Ap(t)z(t)+ B (t)y(t) +Cr(t)u(t), a.e. in [0,1],
Orry = A% ()2 (1) + BF () y (t) + CF (D) u (1), a.e. in [0,1],
Orny = Epx (0),
Ogpny = Yoz (0) + iz (1),

0w = AL ()x (8) + BL ()y (1) + C (8) u (1), a.e. in [0,1],

it holds
P ((I‘,y,U) ) (1"’ y’u)) 2 Y ||(x7y7u)”§(2 .
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5.2 Discrete Problem
For NeNlet Gy :={0=tg<t; <ty <...<tny_1 <ty =1} bea grid of [0,1] with ¢; := ih,

1 =0,1,..., N, and the mesh size h := % We consider the following direct discretization of
Problem 5.1.1:

Problem 5.2.1 (Discrete Optimal Control Problem with Index Two DAE)

Minimize o (o, 2N) ,

with respect to  xo € R™ (5, y;,u;) € R™ x R™ x R™ i =1,... N,

subject to el = f( g ) i1=1,...,N,
ORny = g(l‘i), iZO,l,...,N,
OR"UJ = ¢(x0733N)7
ORnc 2 c(mi,yi,ui), ’i:l,...,N.

For the (augmented) Hamilton function

U

H:R"™ x R™ x R™ x R™ x R™ x R™" — R
H (x, Y, U, S\f, ;\g,ﬁ) = ;\}f (z,y,u) + ;\;g (z) + 7" e(z,y,u), (5.2.1)
and multipliers
lp e R,& € R™ ¢ € R™,
Ari € R™, i=0,1,...,N,
Agi € R™, i=1,... N,
7 € R", i=1,...,N,

we get the following necessary conditions

% = —V.H (l"iayi,uivj\f,z’—la ;\g,i—17ﬁi> , i=1,...,N,
Opn = V,H (wi,yuuz‘, S\f,iq,)v\g,z‘—l,ﬁz‘) ; i=1,...,N,
Ao = —LoVaep (xo,on) — Y, (xo,2n) | & — ¢’ (z0) ' &, (5.2.2)
AN = Ve (z0,28) + ¥, (z0,an) ' 5,
Oprw = V,H (l’z’,yuuz‘, ;\f,i—1,5\g,i—1,ﬁi> , i=1,...,N,
0 = c(xiyiw) Wi, >0, i=1,...,N,

cf. [47, Theorem 5.4.4].
Remark 5.2.2

Please note that the discrete necessary conditions hold for the Hamilton function H defined in
(5.2.1) (with an index shift) instead of

H (xvyvua >‘f7)‘ga77) = )‘}—f (x,y,u) + )\;]I—g/ (SC) f (aj,y,u) + TITC (iL',y,U),

as in the continuous case. This leads to a discrepancy between the respective necessary conditions,

since the continuous necessary conditions with the Hamilton function H do not have a solution
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in general (cf. [8, Example 3.16]). Therefore, the respective KK T-conditions are not consistent
with each other (compare (ii) in Theorem 2.2.6), i.e., the error that arises from inserting the
continuous KKT-point into the discrete KKT-conditions does not converge to zero, if the mesh
size h tends to zero. This discrepancy can be overcome by exhibiting extra assumptions such that
the continuous KKT-conditions with Hamilton function H defined in (5.2.1) have a solution.
This permitted us to show that the respective KK T-conditions with the Hamilton function H are
consistent with each other. However, this approach failed in the attempt to verify uniform strong
reqularity (compare Definition 2.2.4). Specifically, we were unable to prove the step in Lemma
5.5.4. Thus, a different strategy was required.

As illustrated in Section 3.2, the necessary conditions of optimal control problems with higher
index DAEs actually coincide with the necessary conditions of the index reduced problem. In
order to obtain suitable discrete necessary conditions, we emulate the index reduction idea of
the continuous case, i.e., replacing the algebraic constraint Ogny = ¢ (z (¢)) in [0, 1] with the
hidden constraint Ogny = ¢’ (z (t)) f (x (t),y (¢) ,u (¢)) almost everywhere in [0, 1], and the extra

initial condition Ogny = ¢ (x (0)). To that end, we consider the discrete algebraic constraint
OR"y :g(ib‘i>, i:O,l,...,N,
and replace it with a discrete derivative, in particular, the backwards difference approximation

Opny = g (i) _hg (xifl), i=1,...,N,

together with the initial condition Ogny = g (x¢). In addition, we solve the difference equation

LTj — Tj—1

h = f <x’57y27u’b)
for x;_1, which yields x;—1 = x; — hf (x;,yi,u;), and insert it into the backwards difference

approximation, which results in

Oy — g (x;) _g(l'i_hhf(l‘i,yiaui))’ i=1.. N

With the notation gy, (z,y,u) := g(m)_g(m_hhf(m’y’"))

Problem 5.2.3 (Discrete Optimal Control Problem with Reduced DAE)

we get the reduced problem:

Minimize o (xo,zN) ,

with respect to  xo € R™ (5, y;,u;) € R™ x R™ x R™ i =1,..., N,

subject to L,f“l =[xy, ui), i1=1,...,N,
O = gn(wi,yiswi), i=1,...,N,
Ogy = g (z0),
Ogry = ¥ (w0,7n),
Orrne > c(x4, v, ui) , i1=1,...,N.
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Note that Problem 5.2.1 and Problem 5.2.3 are equivalent, since

Opny = g(xi), fori =0,1,..., N,
& Opny = Mg(mi—l)7 fori=1,...,N, and Ogny :g(x[)),
and
= o= f @y ), fori=1,...,N,
= Ti—1 = a:i—hf(:vi,yi,ui), fori=1,...,N.

Therefore, the difference-algebraic equations of the respective problems are equivalent. We define

the discrete Hamilton function by
Hy : R™ x R™ x R™ x R™ x R™ x R" — R,
Hp, (T, y,u, Af, Ag, 1) 1= )\;f (x,y,u) + )\ngh (z,y,u) +n"c(z,y,u). (5.2.3)
Then, with multipliers
lhyeR,0 e R, ¢ e R™,

Afi € R™ i=0,1,...,N,
Agi € R™ i=1,... N,
m € R §i=1,... N,

the necessary conditions of Problem 5.2.3 can be expressed as follows (cf. [47, Theorem 5.4.4]):

W =~V Hn (i Yir Wir A1, Agiie15 1) i=1,...,N,
Ogry = VyHn (@45 Yir Wis Afim15 Agyi—1, 1) 5 t=1,...,N,
Ao = —LoVayp (x0,28) — U (z0,2n) 0 — ¢ (20) ' <, (5.2.4)
/\f,N = eovzl(p(xo,xN)—i-w;l (xo,l‘N)T o, o
Opne = VuHp (Ti,Yis Wis Mi—1, Agyie1, i) » i=1,...,N,
0 = c(ziyiw) m, m >0, i=1,...,N.

The multipliers, which satisfy (5.2.2) and (5.2.4), respectively, are not equal in general. In

Section 5.7 we derive a relationship between the respective multipliers.

Remark 5.2.4

Another strategy for deriving suitable discrete KKT-conditions would be to first reduce the con-
tinuous DAE in Problem 5.1.1 to an index one DAFE and then apply a discretization scheme.
Howewver, this approach has several drawbacks from a practical point of view, where the dynamics
are often automatically produced by software packages. Thus, an index reduction can only be
done numerically. Furthermore, since there is no process to enforce that the discretized reduced
system satisfies the algebraic constraint Ogny = g (x (t)), the so-called drift-off effect might occur
(cf. [19,54]).

The main goal in this chapter is to prove that Problem 5.2.3 has a solution with associated
multipliers satisfying (5.2.4), which converge towards the weak local minimizer (&, 9, 4) and
its associated Lagrange multipliers, respectively. To that end, we first write the respective
KKT-conditions as generalized equations in Section 5.4. Then, we verify the conditions of
Theorem 2.2.6 for these equations in Section 5.5. Thus, we obtain a solution of the discrete

KKT-conditions, which converges linearly to the solution of the continuous KKT-conditions.
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5.3 Preparations

In the same way as in Section 2.4, we consider finite dimensional subspaces of L} ([0,1]) and
Wi, ([0,1]) defined as

2 (0.1) = {oeLp(01) v =v(t:), te (bt i=1,...,N},

Wi (0,1]) = {o e Wi, (0,1]) [ v (t) =/ (8) (t — ti1) + v (ti1),
t e (ti_1,ti],i: 1,...,N},

for p = 2, 00, where v/ (¢;) := % denotes the backwards difference approximation. This

allows us to write the constraints of Problem 5.2.3 as

zp, (i) = f(xn (), yn (t),un (t)) i=1,...,N,
Orry = Gn(zn (ti),yn (t:),un (t:)), i=1,...,N,
Orry = g (zn(to)),

Ogry = ¥ (wh(to),zn (tN)),

Orne > c(zn (ti),yn (ti) s un (i), i=1,...,N,

for (zn,yn, un) € Wi's 5, ([0,1]) x ng,h ([0,1]) x L7, ([0,1]). Let us abbreviate the derivatives
of gn at (i’,f],ﬁ) by

A%, () =Gha [l BYL ) =y [l CFu ()= Ghaull
We introduce the spaces and subspaces

Xp = Wi ([0, 1]) x Lyp» ([0, 1)) x Ly ([0, 1])
Xy o= W15, ((0,1]) x Ly, ([0, 1]) x Ly, ([0,1]),

Yo = L2 ((0,1]) x L2 ([0,1]) x R™ x R™ x L' (©%),
Yo = L0 ([0,1]) x L2, ([0,1]) x R™ x R™ x L, (6%,
7 12 (0,1]) x Z20 ([0,1]) x B x B x L3k (17).
Y, = L%, ([0,1]) x L%, ([0,1]) x B x R™ x L (1),

Lo (0%) = X L, (0F), Ly (") = ><JLP(T;>,
je

jeJ
L5, (0%) := X Lyn (0F),  Ly5 (%) := X Ly (1Y)
Jje€J Jje€J
equipped with the norms

|,y wllx, = max {[l],,,. Iy, lul,}

o o= max gl | llasl . audl ezt }.

b = max {lagl, g lael ol 21,

g9 o
H(afvafaaEaa\Ilvac)’

g pad
H <af7afa ap, ay, CLC)
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For these spaces we define the linear operators

Fo e £(Xoo, YY) N E (X, YP), Foe 8(Xeo V)N e (X0 7).
Fy e S(quh,yoaqh)ﬂﬂ(XQ,h,th), Fﬁ e £ Xm,h,Y;7h)ﬂ2(X2,h7?2V7h)

() =Ar(x() =B ()y () =Cr()ul)
A5z ()+ By () +CF()u()
F(z,y,u) := Epz (0) ,
Yoz (0) + Uz (1)
A2 ()z()+BZ()y()+CZ()ul)
() =Ar(x() =By () = Cr()ul’)
) A2 () + By () +CF()u()
FY (z,y,u) = Epx (0) ,
Yoz (0) + Uz (1)
AL e () +BL () y () +CY (Yul)
xy, (ti) — Ay (ti) zn () — By (ti) yn (ti) — Cf (t:) un (t:)
A%, () wn (t) + B, (t) yn (t) + CF, (t:) un (t:)
Fy (2, yn,un) (t) == Eorp, (to) :
Yoz, (to) + Yrizp (tN)
AZ (ti) wp (i) + B (i) yn (ti) + CF (t:) up (t:)

xj, (ti) — Ay (ti) wn (t:) — By (t) yn (t:) — Cf (t) un (£)
A%, () (t) + BY, (8) yn () + C, () un (£:)
FY (wh, ynsun) (t) = Eozp (to) :
Woxy (to) + Vizp (tN)
AY (i) ap (t:) + BY (t:) yn (t:) + C¥ (t:) un (L)

for t € (t;—1,t],i=1,..., N, which satisfy the following according to Lemma 2.4.10:

Lemma 5.3.1 (Surjectivity Conditions)
Let (5.A1) - (5.A4) hold. Then, F* and F" are uniformly surjective with some constant k > 0.
Furthermore, there exists a hy > 0 such that for all 0 < h < hy the operators Ff' and Z*Z';L’ are

uniformly surjective with some constant & > 0 independent of h.

Proof. Since JY (t) € J*(t) for all t € [0, 1], assumption (5.A3) implies

]
g CQ
r (1) éf,j“)] = > 8]
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for all ¢ € [0,1] and every w € R™ 4" Thus, the linear system

(t) = Ap (t)x () + By (1) y (t) + Cr () u(?), a.e. in [0, 1],

Orry = A% (1) z (1) + B (1) y (1) + CF (1) u (1), a.e. in [0,1],
OR”H xR™ — [ 52 ] l‘( ) [ On\ypjngc :E(l),

0w = AL (t)x (1) + BY () y (1) + C () u (), a.e. in [0,1]

is completely controllable. In order to apply Lemma 2.4.10, it remains to show that the condi-
tions in Assumption 2.4.4 hold. To that end, for an arbitrary i € {1,..., N} and t € (¢;_1,1;]

using the mean-value theorem in [59, p. 40] yields

[EAOEF VNS

— Onf[ti]) f[t:i] dO

(VAN

QQ

&>
\H

Q

0
+ 9" [t] = o' (@ (t:) = hf D 1 Afll o + 119" [l 147 (1) = Ay (83)]]
1
< | [ @)= g" @ t) = ons 1) 46| 15 Flloc + 9" [l 16 1) = £ 1]
0
+ L (1 Flloo 14l + 19" [ || ) h
<L (IF L% + 19" oo+ 1F [l 1Af e + 18’ () B

Moreover, for all t € (t;—1,t;] it holds

|55 @) - By &

=g’ [t] By (t) — ¢’ (2 (t:) — hf [t:]) By (&)
<lg’ [t] — g (& () — hf [ta])|| 1Byl o + [l9" [l 1By (£) — By (t)|l
SL(If [lloo 1Bl o + 119" [l ) s

and by the same token Hc;i (t) = €4 )| ST (IF [ 1O o + g’ [llo) o for all ¢ € (£, 3],

which proves the assertion. O

We abbreviate the discrete Hamilton function (5.2.3) at the continuous KKT-point by

Hy [ti tio1] = Hy, (ff (t:) 9 (i) 0 (t3) , Af (1), Ag (tiz1) 7ﬁ(ti)) ; 1=1,...,N,
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and analog for its derivatives. Additionally, we define the discrete bilinear form as

Ph : X2,h X X2,h — R,

1 T 2
to) Moo Aot 3, (to)
P 17 17 1 ) 27 27 2 = $h( h 5-3.1
h ((CUh Yn Uh) (wh Yn uh)) z} (tx) AL An 22 (tn) ( )
T _ _ _
N ay, (ti) ViHn ltistioa] Vo Halti tioa] Vo, Ha [t tioi] aj (ti)
+ Zh yp (L) sztlh [ti, ti-1] Vzgﬂllh [t tia] V;ﬂfh [tisti1] i (t:) |
=1 uj, (t;) Ve Hn [tistioa] Vo, Hp [titioa] Vo, Ha [t tio1] uj (t;)

which is symmetric and continuous, since

V?x,y,u)(;p,y,u)ﬁh tistia], i=1,...,N

is bounded according to (5.A1) and (5.A2). In addition, by Lemma 2.4.12; the bilinear form Py,
satisfies the following:

Lemma 5.3.2 (Discrete Coercivity)

Let (5.A1) - (5.A5) hold. Then, there exist h1,5 > 0 such that for all 0 < h < hy the bilinear
form Py, is coercive on ker (F,f) with constant 5 > 0.

Proof. In order to apply Lemma 2.4.12, it remains to show that the conditions in Assumption
2.4.11 hold. Since the KKT-point (ﬁ:,gj,ﬁ, S\f,j\g,é, 6,77) is Lipschitz continuous and (5.A2)
holds, we find a constant L2, > 0 using similar techniques as in Lemma 5.3.1 such that for all
ie{l,...,N}and t € (t,_1,t;] we obtain

V2 M) VEHI] ViHIE

Ve Mt VI ML Vi, HI

Ve Ht] Vi HI) Vi, Mt
V2, Hn [tirtioa] V2, Ha [t tioa] V2, o [t tio1)

- ng,x?fh [tisti—1] V?,y?’fh [tisti—1] quﬂih [tisti-1] ||| < Lv2yh,
V2 Hp [tistica] V2, Hn [tistion] V2, Hn [t tio1]

which proves the assertion. O

From this, we can immediately conclude with Lemma 2.4.14 and Lemma 2.4.15 that continuous
and discrete Legendre-Clebsch conditions are satisfied:
Lemma 5.3.3 (Legendre-Clebsch Conditions)
Let (5.A1) - (5.A5) hold with coercivity constant v > 0. Then, for every t € [0,1] and each
Bi(t) C%(1) , o
v € ker 7 “ the continuous Legendre-Clebsch condition
By (t) CZ(t)

o7 [ ViR VA

A M1 S
LI VEM

holds.
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Furthermore, there exist h1,57 > 0 such that for all 0 < h < hy, everyi € {1,...,N}, and each

g ) ~g .
v € ker vi’h (t:) Cvf’h (t:)
By (ti) O (t)

) the discrete Legendre-Clebsch condition

V2 Hy [tistia] V2, Hp [, tie
le Yy h[Z (3 1] Yyu h[’l ) 1] UZ’?HUHQ

V2 Hp [tintioa] V2, Hy, [t tioa]

holds.

5.4 Abstract Setting

Our aim is to apply Theorem 2.2.6 to the continuous necessary conditions (5.1.2) of Problem
5.1.1 and the discrete necessary conditions (5.2.4) of Problem 5.2.3. Thus, we write the KKT-
conditions of the respective systems as generalized equations of the form (2.2.1). To that end,

for p = 2, 00 we define the following spaces

Ep = W{fg ([0,1]) x Lyv ([0, 1]) x Ly ([0, 1])
x Wi ([0,1]) x Lyv ([0, 1]) x R™ x R™ x Ly ([0,1]),
§ = (T,5,u,Af Ag,6,0,1)
Epn = Wi, ((0,1]) x Ly, ((0,1]) x Ly, ([0,1])
x Wi, (10,1]) x L7 ([0,1]) x R™ x R™ x Ly ([0,1])
En = (Th,Yn, Uns Af.hy Ag.hs Shy Thiy M)
Qp = L' ([0,1]) x R™ x R™ x L™ ([0,1]) x L ([0,1])
x Ly ([0,1]) x Ly ([0, 1]) x R™ x R™ x Ly< ([0,1]),
w = (wyz,wgo,wﬁl,wyy,wq.,gu,wf,wg,wgo,ww,wc)
Qi = L5 ([0,1]) x R™ x R™ x L% ([0,1]) x L4 ([0, 1])

x Ly, (10,1]) x L% ([0,1]) x R™ x R™ x L5, ([0, 1)),

. 9
Whp = (wa,h7w190,h7w191,h7W’Hy,haw?—lu,h7wf,h7wf7h7wgo,h7w’l/1,h7wc,h) ’

equipped with the norms

lellz, = max{lally,.liyll, el IArly, I3l Il ol lnl, }

lollg, = max{llws,ll,, llwsoll, lewa I+ lwrey I, » leorea Il

sl [ ol Tl o -
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Moreover, we define the functions 7 : 2o — Qoo and T, : Ecop, — Qoo p a8

A () + VoH (2
Ar(0) + Vg (2 (0), 2
Ar(1) =

and fori=1,...,N, t € (ti—luti]

Npp (i) + VoHn (n () yn () un (6) A (tim1) s Agp (tim1) s (£))

A (t0) + Voo (i (to) s xn (t)) + 9y (n (t0) 2 (tx)) " o
+9' (n (1)) <
Apn (EN) = Vayp (zn (to) s zn (tn)) — ¥, (4 (to) 24 (t)) " o
Vo Hn (zn () yn (t) un () Apn (ti1) s Agn (Bio1) s mn (£2))
Th (&n) () = VauHn (@n () yn () un (G) A (tim1)  Agp (tim1) 7 (£))
wy, (ti) — f (@n (ts)  yn (t) s un (8))
Gn (xn (i) s yn (t:) ,un (L))
g (zh (to))
Y (zh (to) s zn (tN))
c(@n (ti) s yn (t:) ,un (t:))

Note that 7T is defined with the (continuous) Hamilton function H and 7, with the (discrete)
Hamilton function Hy, in (5.2.3), which occurs in the necessary conditions (5.2.4) for Problem
5.2.3. Additionally, the set valued mappings F : Eoc = Qo and Fj, : Exo p, = Qoo are defined
by

{OL:g([o,u)} {OLs:([o,u)}

{ORM } {O]Rnac }

07 (o1 072 (jo,1)

0 ny 0 Ny

F@=| p WO Ry = | O

0172 ([0,1]) 01z (j0,1))

07 (o1 07 (j0,17)
{Orny } {Orny }
{Ogns } {Ogny }
-7:0 (77) fc,h (nh)
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Fe: L2 ([0,1]) = L3 ([0,1]),  Fen: L2, (10,1]) = L, ([0,1]),
) { {we € L2 (0 10O wel) =0, ae.im 1)}, iy L. (0.1)
0, otherwise
Fen (0n)
_ {wch e L7, ([0,1]) | mn (t:) " wen (1) = 0, i = 1,...,N}, if oy, € L7, , ([0,1])
. 0, otherwise '

where L3S | ([0,1]) € L3 ([0,1]) and L5, | ([0,1]) € L5, ([0,1]) consist of functions, which

are non-negative almost everywhere on [0,1]. For this notation we consider the generalized

equations

0o € T(&+F(), (5.4.1)
0o € Tn(&n)+ Fn(n)- (5.4.2)

5.5 Convergence Proof

Throughout this section, we assume that the conditions (5.A1) - (5.A5) hold. Our goal is to

) -
apply Theorem 2.2.6 for the KKT-point { = (:v, 7, U, )\f, /\g, ¢, o f]) (which solves the continu-
5.4.2),

ous inclusion (5.4.1)) and the discrete generalized equation (5 thus we need to verify the

following conditions:
(i) 7, (-) is Lipschitz continuous with a constant independent of h.
(ii) There exist & € Eoo,n and @y, € Qo p, such that
0o €Th (5h> + wp + Fh (gh)
|én =€ =0 lanlla, =0 forn—o.
(iii) There exist hi, 0, p > 0 such that for all 0 < h < h; and every ¢ € B, (0q,_) the inclusion
Ce€Th (fh) +an + Ty (éh) (fh - éh) + Fn (&n)

has a unique solution &, (¢) € B, <§~h), which is Lipschitz continuous with respect to ¢ and
a Lipschitz constant independent of h.

According to the smoothness assumption (5.A2), the function 7, (-) is Lipschitz continuous,
hence condition (i) of Theorem 2.2.6 is satisfied.

For (i) we define the projections Ay : Eoc = Zco i, A}L’" t Wi ([0,1]) = WP, ([0,1]), and
AP L (0,1]) N eg ([0,1]) = L2, 4, ([0,1]) as

AR (&) = (A" (@), A0™ (1), A™ (), AL (Ar), Y™ (Ag) 5,0, AP (),

AL (V) (to) = (to)
A" () (1) = () (E—tia) 4o (ticy), te (ti,ti], i=1,...,N,
AP () (1) = (t), te(tii,t], i=1,...,N

4
~—
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(compare Figure 2.1). Then, Ay, (é) and @y, € Qo defined by

~AZ ) g ()
OR"Lz
ORnac
—VyHp [ti ti-1]
~VuHp [tis tio1]
_% + f [ti]
—an [ti]
Ogrny

OR’W

ORne
for t € (t;—1,t;], i =1,..., N satisfy the inclusion
0q € Tp (A (€)) +an + Fa (2 (€)) -
Furthermore, since
(2,9, 8, A7, Ag ) € Wz, ([0,1]) < W% ([0,1]) x W, ([0, 1)) (5.5.1)
x Wi (10,1]) x Wy, ([0, 1]) x W5 ([0,1])
it holds

2 (1) = A" @) ()] = 17 (1) = & (i) = & (1) (¢ = ten)]| < 23] _
z(t) — &' (t;)
) =A™ @) @) = g () -5 ) <

for t € (t;—1,t;], i =1,...,N. Analog, we obtain bounds for (ﬁ, 5\f, j\g,ﬁ), thus

h,

[ee)

h

z

<

7
o0

Hé— Ay, (é)HE —0 for h —0,
with a linear convergence rate. By (5.A2) and (5.5.1), we find a constant Ly > 0 such that
|VaH ] = VuHn [ti,tia] | < Loub,
|~V A [t tia]|| = || VR [ = VyHa [t tia]|| < Louh,
H_vuﬁh [tiati—l]H = Hvu'H ] — VuHa [ti,tz‘—ﬂH < Lynh

for t € (t;—1,t;], i =1,..., N, and therefore we have

H_S\f (t:) = Ay (tin)

. — Vo Hp [ti, tizi]

t;
1 B ~
=l / “Ap (1) = Vo [t tiy] dt
ti—1

t;
1 _
= / Vo H [f] — VT [tis ti1] dt
ti—1

< Lynh
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for ¢ = 1,...,N. By the same token, we get “—%4—]”[@] < Lh fori =1,...,N.
Finally, using the Taylor expansion and exploiting ¢’ [t;] f [t;] = Ogny yields for i =1,... . N

Hg (2 (t:)) — g (& (t:) — hf [ti]) H
h

<h

1

—g' [t 7 [t + b [ (L=0)g" (& (t) = OhF t]) (1 [t .S [t do

[e=]

(1= 0) (lg" @ )]l + llg" @ (t2) — ¢" (@ (t:) — 6RF [t])]]) I f [ a8

<h [ (1=0)(|g" [+ ORLF [llo) 1 L2 d0 < (lg” [l + LA o) 1 LI P

o O

Overall, we conclude ||&y|lq — 0 for A — 0 with a linear convergence rate, hence condition (%)
holds.

Using the techniques in [80] we take the following steps in order to verify condition (iii) (see
Figure 5.1):

neglecting
inactive
- inequality - -
Linear ) Modified Linear
. constraints .
Quadratic { Quadratic w
Optimization '{ Optimization
Problem 5.5.1 Problem 5.5.2 J
Y
Uniform Strong
Regularity in
the Z9-norm
for Problem 5.5.2
Uniform Strong Uniform Strong
Regularity in 1 [ Regularity in 1

for Problem 5.5.1 for Problem 5.5.2

the Z,o-norm — the E,o-norm )
Lemma 5.5.5 Lemma 5.5.4

Figure 5.1: Scheme to verify condition (¢#i) (uniform strong regularity) for (5.4.2).
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(a) First, we see that the (perturbed) linearized inclusion

CeTh (B (&) +an+ T (80 (€)) (&n— 20 () + Fulen) (5.5.2)

represents the KKT-conditions of a linear quadratic optimization problem (Problem 5.5.1).

Then, we modify the inequality constraints of that problem by neglecting inactive con-
straints and obtain a system, where the gradients of all constraints are linear independent
(Problem 5.5.2).

Using the discrete coercivity condition in Lemma 5.3.2 we show that the modified problem
has a unique solution for every perturbation, which satisfies condition (7i7) in the weaker

E9-norm (Lemma 5.5.3).

Exploiting the discrete Legendre-Clebsch condition in Lemma 5.3.3 and the sensitivity

result in Corollary 2.3.10 yields uniform strong regularity in the Z.-norm (Lemma 5.5.4).

Finally, we show that for sufficiently small perturbations the unique solution of the modified
problem is also the unique solution of the original linear quadratic problem, thus (5.5.2)

satisfies (¢77) in the Zs-norm (Lemma 5.5.5).

For an arbitrary perturbation ¢ € 2, we denote

"o =T (80 (9) 77 (30 (§) 80 (9) ¢

Then, the (perturbed) linearized inclusion becomes

0o € 7 (Ah (5)) En + Fn (§n) + 71 (C)
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which we can write as

/f,h (t:) + Vixﬂh [ti, tic1] zn (ti)
+ V2, Hn [t ti1) up ()
+ Ag (tz) Ag.h (tiz1)

Arn(to) + Aoz, (to)
+ \I/()Uh
Arn(ty)  + Ay (to)
+ Uiop

V2, Hy [ti,tioa] o (t:)
+ Vi Hn [ty tioa] un (L)
+ By, (t) Mg (tin)

V2, Hp [tis tioa] xn (t)
+ V2 Hp [t tioa] un (8)
+ 9 () Mg (ticn)

wy, (t) — Ap(t)xn(ti) — By (ti)yn (t:)
Ay, (t)an (i) + BY, (t) yn (1)

Eozy, (to)

Wozp, (to)

Ac (i) xp () + Be (ti) yn (t:)

M (t) | (A (t) zp (t) +  Be(t:) yn ()

++  +++ o+ ++ o+

+ o+ o+

+ o+ o+

VQ Hh [t’Lv i— 1] Yn (tz)

Ap ()" >‘fh( ~1)

AC(Z) (tl)
T,.0 (Q) (i) = Ogrna,

Aorzp (IN)

EqJ sn
Too,n () = Orna,

Avzy (IN)
o ,h (() = Orne,

V2 Ha [tis tioa] yn ()

By (t:)" Ap (ti-1)

B (ti) " mn (i)
T, (C) (L) = Ogrny,

V2 Hy [tistio1] yn (t)

Cr (t:) " A (ticn)

Ce (t:) " ()
0,0 (C) (i) = Ogrnu,
Cr(ti)un (t:) + mrn(Q) ()
Cyy (t)un (t) + 74, (O) (t)
+ 7"'go,h(C)
Uiz (tn) + my.n (€)
Ce(ti)un (ti) +  men () (t)
nn (ti)
Ce(ti)un (t;) +  men(C) (i)

fori=1,...,N. These are the KKT-conditions of the following Problem:

IN

v

OR‘VLL 3

ORny )

ORny )

OR"UJ )

O]Rnc 3

ORnc 9
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Problem 5.5.1 (Discrete Linear Quadratic Optimization Problem)

xp, (L) ! T,,h (C) (ti)
Minimize %Ph ((zh, yn, un) 5 (Th, Yn, up)) + 121 ho| yn(ts) THy,h () (t:)
N up, (t;) T, (C) (i)

+ap, (t0) T Togn (Q) +zp (tn) T moyn (C),

with respect to  x, € W', ([0,1]) ,yn € ng’h ([0,1]),up € L2, ([0,1])

subject to zp, (i) = Ap () an (t) + By (L) yn (i) + C (L) un (t) — mpn (C) (8)
Opry = Zl‘;’ﬁh (ti) zn (L) + B?,h (ti) yn (t:) + é?,h (i) un (t:) + 7% 5, (C) (t:)
Ogry = Eozp (to) + mgo,n (€)
Ogny = \Ifoxh (to) + Wizp (tn) + g (€),
Orne > Ac (i) zn (ti) + Be (ti) yn (t:) + Ce (i) un (8:) + me,n (€) (ti)

fori=1,...,N.

The index set of the active constraints of Problem 5.5.1 stay the same as in the unperturbed
case for sufficiently small perturbations, as we will prove later in Lemma 5.5.5. Thus, we modify

Problem 5.5.1 by neglecting inactive inequality constraints:

Problem 5.5.2 (Modified Discrete Linear Quadratic Optimization Problem)

zp, (ti) ! T3, (C) (ti)
Minimize 3Ph (@h, Yn, un) 5 (Th, yno un)) + ;h yn (t:) 73,1 (C) (ti)
- up, (t;) 4,0 (C) (ti

+ap (to) " Ton (C) +xn (t) T oy 0 (),

with respect to x, € Wi's, ,, ((0,1]),yn € ng,h (10,1]) ,up, € L2, ([0,1]),

subject to xy, (t) = Ap () xn (i) + By (t) yn (t:) + C () un (t:) — 7w (€) (L)
Opny = A, (ti) xn () + BY,, (t) yn (t:) + CF, (8) un (8) + 7%, (C) (t) ,
Oy = Eoxp (to) + mgo,n (C)
Ogry = Wozp (to) + Yizn (En) + Tp,n (C)

Lo [t (6) + ¢y [til yn (6) + ¢, [ti] un (t:)

and c
=0, ift;eY¥ )
+7en,5 (C) (¢ ! , JeJU(t),
7T,h7j(<)( ){ <0, iftiEG?\T;f J ( )

fori=1,...,N.
If the sufficient conditions in Theorem 2.3.5 hold, then this linear quadratic optimization problem

has a global minimum. According to Lemma 5.3.2, the bilinear form P}, is coercive on ker (Fh” ),

hence Problem 5.5.2 has a global minimum. Moreover, by Remark 2.3.4, the associated Lagrange
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multipliers are unique, if the linear independence constraint qualification in Definition 2.3.3 is

satisfied. Consider the system of linear equations

Eozp, (to) ag,
Yozp (to) + Uiz (ty) = ag
zy, (t1) — Ap (t1) o (1) — By (t1)yn (1) — Cr(t)un(tr) = ay(t1)
AG, () an (b)) +  Bf, (t)wn () +  CY(t)un(t) = @b, (t)
A (t)zn (b)) +  BX(t)wyn(t) +  CEt)un(t) = ag (t1)
zy, (t2) —  Ap(t2)wn(t2) —  Bp(t)un(tz) —  Cpta)un(te) = ay(t2)
A, () xn () +  BY,(t2)yn(t) + Cp (L) un(t) = af, (t2)
AZ (t2) zn (t2) BZ (t2)yn (t2) +  CZ(t2)un(t2) = ag(t2)
r, (tn) —  Apn)zn(ty) —  Bp(n)un(ty) —  Cr(ty)un(tn) = ayf(tn)
AG (tn) o () + B, (En)un(ty) + CFp (tn)un (tn) = a%, (tn)
c@n)zn(tn) +  BZ(n)yn(tn) +  CZ(in)un(tn) = ag (In)

where ap, € R™,ay € R™, and af (t;) € R, a5, (t;) € R™,ag (;) € RI“®) for i =1,...,N.

According to Lemma 5.3.1, this system has a solution for arbitrary

(ana ay, af (tl) 7C~L?,h (tl) 70’? (tl) yeees Af (tN) >a?,h (tN) aag (tN)> .

Thus, for every ¢ € (s j, the set of admissible vectors for Problem 5.5.2 is not empty and the

matrix - -
[ Ey ‘| Onyxnz Onyxny Onyxnu ‘|
\IJO \Ill 0n¢xny Onw X Ty
Ry (t1) Sk (t1)
Ry (t2) Sh(t2) ’
I Ry, (tn) Sh (tn) _
where
%Inz %Inm Onzxny Onzxnu
Ry, (tl) = Onyxnx . Ry (tl) = Onyxn,; Onyxny Onyxnu , 1=2,...,N,
| Ojo(ty)xna Ojatyxn.  Oja(t)xn,  Ojot)xn,
—%qu +Ap (i) By (i) Cr(t)
Sh (ti) == A‘%h (t;) B]%h (t;) C]gcﬁ (t;) |, t=1,...,N,
I AZ (ti) Bg(t;)  Cg(t:)

has full row rank. Therefore, the linear independence constraint qualification is satisfied for
Problem 5.5.2. Consequently, for every ¢ € 2 5, Problem 5.5.2 has a unique (global) minimizer

together with unique multipliers, which we denote by

& (Q) = (20 (Q),9n Q)1 () Apn (O g (©) 15 (€)1 ()70 (€))
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where we set 7, () (t;) = 0,if j € J\ J*(t;) for i = 1,...,N. Moreover, for alli =1,...,N
we denote 75 () (t;) := [n; (€) (ti)]jeja(ti) , and prove the following (compare step (c) above):

Lemma 5.5.3
Let (5.A1) - (5.A5) hold. Then, there exist hi,lr, > 0 such that for all 0 < h < hy and every
C1,C2 € Qoo,p, it holds

& ) - & (@), < talla - Gl (5.5.3)

Proof. Since we aim to obtain a bound in the Z3-norm, we consider Problem 5.5.2 in Xy 4
instead of X, . This does not change the optimization problem, because these spaces are finite
dimensional, and therefore isomorphic. Choose h; > 0 such that Lemma 5.3.1 and Lemma
5.3.2 hold for constants £ > 0 and 4 > 0, respectively. Then, by Lemma 2.1.6, the operator
Fyr o I)_(Ql’h oFf*e g (Y;fh*, th>, where Zy, , is the canonical isomorphism between Xj  and
Xih (compare Theorem 2.1.3), is bijective and the inverse is uniformly bounded. Additionally,

there exist constants I'pa, ['p > 0 satisfying

< T'po, (5.5.4)
£(YiyXa.n)

P (o). (o vioh))| < O | (o) |, (o),

—1
HIle,h o F,‘l)‘* o (F,f‘ OI;(;h o F,f”)

for all (z},y},ut), (22,y2,u}) € Xo5. We abbreviate the perturbation that appears in the
constraints of Problem 5.5.2 by

[7e,n,g (€) (t)ljega ey

for € Qpandi=1,...,N. Now, we can transform Problem 5.5.2 such that the perturbation

does not appear in the constraints, in particular, we introduce new variables

Zh Ih
wn | = | o |+ Ik, 0 Fto (F,f“ oIyl o F,‘;‘*) s(C), (5.5.5)

Uh Up,
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which yields the optimization problem

OP (¢)

Minimize TIn (zh, wh, vp, C)

with respect to 2z, € W't ([0,1]),wp € L:g,h ([0,1]) ,vn € L3}, ([0,1])

subject to Z;z (t;) = Af (i) zp (t;) + By (t;) wp (t;) + Cf (i) v (i),
Ogrny = A?‘,h (t;) zp (ti) + B?’h (t;) wp (t;) + C‘?’h (t;) v (i),
Ogry = FEozp (to) ,
OR’%/J = \I/()Zh (t(]) + \Illzh (tN) s

and c; o [til 2n (ti) + €, [ti] wn (i)

=0, ift; e Y¥
+c [t oy (t ’ ! J , JEeJ¥),
j,u[]h( >{§07 lftZGG?\T;/ J ()
fori=1,...,N,
where

1
TIn (Zh, wh, vp, C) 1= 3Pn ((zh, wh, vp) , (2, wh, vR)) + Oh (21, Why VR, C)

v [\ [ Ta Q)
Qn (2, why vn, €) i= Y b | wy (&) T,k (€) (L)
=1 vp (ti) 724, (C) ()

+ 2 (t0) " T, () + 21 (EN) T Ty (O)

-1
P (2L, 0 Bt o (o il o F) s(0) anvwmn)).
Utilizing the Cauchy-Schwarz inequality yields the existence of a constant I'y > 0 such that

1Qn (zh, Wy vas O < Ty | (20 why vn) Ly, , 1€l

for all (zp,wn,vn) € Xop, ¢ € Qoo . Since the perturbation appears linearly in the objective
function Jy, (zn, wp, v, ¢), the properties of Lemma 5.3.1 and Lemma 5.3.2 remain valid. Hence,
OP (¢) has a unique minimizer for every ¢ € Qu 5, which we denote by (2}, (¢),wp, (¢),vn (€))-
Consequently, for every ¢ € {1, the objective function [Jj, satisfies the optimality condition at

(21 (€) s wn (€), o (€)), e,

0 < Vo wnom Tn (Zn (Q) 0 (€)1 (€),O) " (2 whyvn) — (2 () 0 (€) T (€)))
= Pr ((zn (€) s wn (C) , 01 () s (2hy why vR) — (21 (C) s Wh () , Un (C)))
+Qh(zh_2h(€)7wh_U_}h(C)ﬂvh_ﬁh(C)?C)

for all admissible (zp,, wp,vy). Since the constraints in OP () are independent of the perturba-
tion, (25, (C1), wn (C1), 0p (C1)) is feasible for OP (C2) and (25 (C2) , wh (C2) , Un (C2)) is feasible for
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OP (1) for all (1,¢2 € Qoo . This in turn implies

0 < Pp ((2n (C1) s wn (C1) 0 (C1)) , (20 (C2) s wh (C2) , Un (C2)) — (2
+ Qn (2n (C2) — 2 (C1) s wh (C2) — wh (C1) 5 Uk (C2) — VK (C1) , C1
0 < Pp ((2n (C2) s wn (C2),0n (C2)) 5 (2n (
n(

+ O (Zn (C1) — 21 (C2) s wp (C1) — wp (C2) , Uk (C1) — h (C2) , C2) -

Adding these inequalities and utilizing the coercivity of Py, yields

Qn (2 (C2) = 2 (C1) , wn (C2) — wh (C1) , Un (C2) — U (C1) 5 C1 — C2)
(2n (G2) , wn (C2)  Un (G2)) — (21 (C1) , W (1) Un (G1)) 5
(2 (G2), W (C2)  Un (C2)) — (2n (C1) , wn (C1) U (C1)))
> 71z (C2) » @h (G2) , 0 (C2)) = (20 (C1) 0m (G1) 5 Bn (1)1, -

Exploiting the boundedness of Qp, results in

_ _ _ _ _ _ Iy
1(Zn (C2) > wn (C2) s Un (C2)) — (21 (C1) s W (1) 5 0n (C1)) Il x, < El 162 = Gl -
With (5.5.4) and (5.5.5) we conclude that there exists a constant I; > 0 such that

[(@n (C2) » Yn (C2) s un (G2)) — (@ (C1) , U (G1) s un (Gl x, < Ul — Gillg.,

for all (1, (2 € Qoo . Since (S\fyh Q) Agn (©),5n (€) a1 (), 778 (C)) is an element of the Hilbert

space Y3, there exists a unique operator (/_\f,h ) ,5\97;1 (€)ssn (), 0n (), 15 (g))* in the dual
space Yffh* with equal norm value according to Theorem 2.1.3. This allows us to express the

stationarity of the Lagrange function for Problem 5.5.2 as

0x;, = P (@ (), (), (), )+ F* (A () 2 ()15 (€),30 ()75 () ) ()

Solving for (A (), A ()6 (¢), a0 (¢), 75 (¢)) yields
(A (©) Agn (€60 (), 31 (O) 77 () ()
= (FroZx!, o Fp*) o FfoTx!, o Pu (@1 (0).3 (). (C) )
Thus, by exploiting (5.5.4) we find a constant I'; > 0 such that for all (1,2 € Qo p, it holds
[ (A (@) A (G2) 16 (G2 on (G2) i <c2>)
(Afh (C1) s Mg (C1) S (G1) 1 (Cr) s )

= H()\fh CQ) gh((2) Sh (CQ) Oh (C2) 77h (CQ))
=~ (A (€) Agn (€0) 6 ()o@ 78 (),

< T [(Zh (C2), Un (C2) , un (C2)) — (Zh (C1) » Yn (C1) » tn (1) llx, < TalillG2 — Gllg., -

Y5
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Finally, by using the difference equation for A r,» We obtain a constant Iy > 0 with

HX’M (C2) = Ny, (Cl)H2 < bl -alq.

hence the assertion (5.5.3) holds for I, := max {11,211, l2}. O

Thus far, we have shown uniform strong regularity in the weaker Zo-norm. In order to obtain
uniform strong regularity in the Z.,-norm, we consider a parametric optimization problem de-
pending on (fh Q) Apn (Q),m (¢ )) and apply the sensitivity result in Corollary 2.3.10, which
yields the following (compare step (d) above):

Lemma 5.5.4

Let (5.A1) - (5.A5) hold. Then, there exist hy,l;__, 0 > 0 such that for all 0 < h < hy and every
C1,¢2 € By (0q.. ) it holds

| ) - & @], <telc -Gl -

Proof. Choose h; > 0 such that Lemma 5.3.1 and the discrete Legendre-Clebsch condition in
Lemma 5.3.3 are satisfied, and (compare Lemma 2.4.5) for all 0 < h < hy, i = 1,..., N, and
every w € R™ x RI*(t) it holds

~ ~ T
BY, (t;) CY%, (t;
i) Gt ol > el (5.5.6)
B (ti)  Cg(ti) 2
For arbitrary 0 < h < hy and i € {1,..., N} we consider the parametric optimization problem
depending on x (¢) (¢;) == (a‘:h Q) (t:) ,S\Jgh (€) (tiz1),m(C) (tz)>
LQP (x (¢) (t:))
w ! V2, Hr [ti,ti—1] V2 H), [tiyti—1] w
Minimize % gy N 1= gu i iy bi—
v vaHh [tl? ti_l] vuuHh [tla ti—l] v

+ < w )T l Vz%x?ih [titi1] By (ti)' ] ( Tp () (ti) )
v/ V2, Hy [titioa] Cp ()T Arn (€) (tim1)
w 71,1 (C) (ti)

+< v ) ( 0 (C) () );

with respect to w € R™, v € R™,

subject to Opny = A%, (t:) &5 (C) (i) + By, (ti) w+ CF ), (t:) v+, (O) (t:),
and o [til o () (i) + & [tilw + ¢, [ti] v
=0, if t; € T
+Te i t; ’ J R € JY(t;) .
,h,]<<><>{§07 fneor s 1€
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(5.5.6) and the discrete Legendre-Clebsch condition correspond to the linear independence con-
straint qualification in Definition 2.3.3 and the second-order sufficient conditions in Theorem
2.3.5, respectively. Hence, (yp, (¢) (t;),up (¢) (t;)) is the unique minimizer of LQP (x () (;)) to-
gether with the unique multiplier (Xg,h Q) (ti=1) , 75 (€) (tz)) Moreover, (5.5.6) and the discrete
Legendre-Clebsch condition coincide with (¢) and (éi) in Corollary 2.3.10, respectively. Thus,

for an arbitrary ¢ > 0, there exist Lipschitz continuous functions
w: By (x (Oa.) (1)) — B™, v: By (x (Oa.) (1) > R™.
Ag : B (x (0a.,) (1)) — R™, 0™ : By (x (0n..) (t;)) — R/
such that (w (x (¢) (t:)),v (x (¢) (t;))) is the unique solution of LQP (x (¢) (¢;)) together with the

unique Lagrange multiplier (Ag (x (¢) (£:)) .1 (x (€) (%:))) for each x (¢) (t:) € Bg (x (0q,,) (t:))-
Note that 7 (¢1) —7 (¢2) = (1 —(» is satisfied for all {1, (2 € Qo . Utilizing the Sobolev inequality

in Lemma A.7 and the result of Lemma 5.5.3 yield
[Zn (C1) (ti) — Zn (G2) )| < 2[|12n () = Zn (@)1 2 < 20, |G — Gl »  (5:5.7)
Hj\f,h (C1) (tim1) = Agn (G2) (ti,l)H <2 Hj‘ﬁh (¢1) = Apn (C2)H172 <21, (161 — Gl
Therefore, we find a ¢ > 0 such that
X (Q) (1) = (20 (O) (1) A (Q) (tim1) 7 (Q) (1)) € B (x (0a.) (+:))

for every ¢ € B, (0q,_ ). Since (yn () (t;) ,un (¢) (¢;)) is the unique minimizer of LQP (x (¢) (£:))
and (ngh Q) (tiz1) , 15 (€) (tz)) is the associated, unique Lagrange multiplier, for every pertur-
bation ¢ € B, (0q,_) it holds

Exploiting the Lipschitz continuity of (w (x () (t)) v (x () (#)) s Ag (x () (#)) s (x (O) (1))
we find a constant l; > 0 satisfying

| (50 () (8) 00 (1) (1) s Agin (1) (ki) ,ﬁ% (¢1) (1)
- (ﬂh (Ga) (i), tn (C2) (t:) , Ag.n (C2)( 17 (G2) ( )H
< bmax { |2 (1) (8) = 2 (G) (] Mg (G (Bim1) = Agn () (ti1)
I (G0) () = (G2) (8011}
for every (1, (2 € B, (0q_, ). Using (5.5.7) we conclude there exists a Iy > 0 such that
[ (5 () ()0 (G1) (1) s Mg (G) (i) 75 (G1) (8)

— (0 (C2) (t2) s (G2) (1) s Agn (G2) (i) 8 (G2) () | < B N1 = Gallg -

Finally, utilizing the difference equation for Zj, and A;j, we find I > 0 satisfying
H& (¢1) — &n (Cz)HEOO <l It = Glla.,

for every (1, (2 € B, (0q,, ), which completes the proof. O

)
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We now have uniform strong regularity for the solution and multipliers &, (¢) of the modified
system in Problem 5.5.2. It remains to show that for sufficiently small h and ¢, &, () is also the
(unique) solution of Problem 5.5.1 (compare step (e) above).

Lemma 5.5.5

Let (5.A1) - (5.A5) hold. Then, there exist hi,0,p > 0 such that for all 0 < h < hy and every
CeBy(0q.), (Zn(C),yn(C),un (C)) is the unique minimizer of Problem 5.5.1 together with the
unique Lagrange multipliers (X\fyh Q) Mgk (€)1 () s an (€) s T (C)), and it holds

(21 () 50 () () Apn (Q) Agn ()60 (Q) 1 (€)7 (C)) € By (A (€)) -

Proof. Choose hi, g, p > 0 such that Lemma 5.5.4 holds with constant I;__ and

(0% 14
0 < min ; )
{2 (Bl ([Aclloo + 1Belloo + [1Cell o) +1) " 21L., }

p=lr o
Let ¢ € B, (0q..) be arbitrary. We recall
e (C) (i) = clti] — &, [t & (t:) — ¢, [ta] § (t:) — ¢, [ti] @ (ti) — (e (ti), i=1,...,N,
which for every j € J, i € {1,...,N} gives us

[ti]CE (€) (t:) + ¢y [l G (C) (#3) + o [ti] U () (£) + me,nj (C) (i)

[tz]( (©) () = 2 (t:)) + ¢, [ ](17 (©) (t:) — 9 (t:))

o [ti] (n (C) (8) — @ (8)) + ¢ [ti] = Cej ()

< (HACHOO + 1Belloo + 1Celloo) (I7n (€) (i) — & (Ea) | + 1 (€) (i) — § (#:)
+llan (€) (t) — a ()l + ¢ [til + <l

< ([Aelloo + 1Belloe + [1Celloe) 31z ISl + ¢ [ti] + lIClloy,

2"‘%[]

according to Lemma 5.5.4 and the choice of g. Then, for any j € J, i € {1,..., N} with t; ¢ ©F
it holds

o [t 20 (Q) (8) + iy [t G (C) () + ¢ [Ei] un (©) (83) + en,g () (i)

(6] (6] (0]
<2 ¢ —a=-2<o.
g toilil<g-a=-5<

Moreover, for any j € J,i € {1,..., N} with t; € T we have

v —=1n,; (C) (i) <75 (t:) = 7n,5 (C) (£:) < |0 (8:) — 7n g (C) ()] < Uree Il <

NN

hence 75 (¢) (t;) > 4§ > 0. This implies that (Z5, (¢),%n (¢),un (¢)) is admissible for Problem
5.5.1. Furthermore, by Lemma 5.3.2 and Lemma 5.3.1, the sufficient conditions of Theorem 2.3.5
and the linear constraint qualification of Definition 2.3.3 are satisfied for (zp, (), 9 (C), un (€)).
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Thus, it is the unique minimizer of Problem 5.5.1 and the associated Lagrange multipliers
(j\ﬁh Q) Ag.n (©) 151 (€) s (€) , 7n (()) are unique for every ¢ € B, (0q,_ ) according to Remark

2.3.4. Finally, since &, (¢) = (ih Q) 9n (€) ytin (€) s A f1 (C) s Agh (€) s Gh (€) yan (€) il (C)) and
& (00..) = Ay, (£) it holds

& © = an Q)| <t ldlla, < lce=p.

which completes the proof. O

We summarize the main convergence result of this chapter in a final theorem, which establishes
the convergence of the solution of Problem 5.2.3 to the solution of Problem 5.1.1 by applying
Theorem 2.2.6:

Theorem 5.5.6 (Convergence)

Let (5.A1) - (5.A5) hold. Then, there exist h,1 > 0 such that for every 0 < h < h, Problem
5.2.8 has a unique solution and associated Lagrange multipliers that converge linearly to the
weak local minimizer of Problem 5.1.1 and the associated Lagrange multipliers with respect to
the Lso-norm.

Remark 5.5.7

Please note that convergence was shown for the multipliers associated with Problem 5.2.8. In
Section 5.7, a relationship between the respective multipliers of Problem 5.2.1 and Problem 5.2.3
is derived. Howewver, it is unclear, if the multipliers associated with Problem 5.2.1 are convergent,
since a jump condition occurs for the adjoint multipliers. Therefore, convergence with respect to

the Loo-norm can not be expected.

5.6 Example

Consider the implicit Euler discretization of Example 3.3.1

Minimize zap (EN),

subject to @, (i) = un () —yn (t:), 0=uxz1p(to), 0=uxz1p(tN),
zoy (ti) = un(t), L=uzop(to), —1=mzo4(tn),
ayp, () = —xon (i),
Wy () = Jun ()2, 0= x4 (to) ,

0 = xp(ti) +a3 (i),
and the system with a discrete index reduction as described in Problem 5.2.3

(RDOCP — 1)

Minimize xqp (IN),

subject to () = un(t) —yn (t), 0=uxz1p(to), 0=uz1p(tn),
xyp (t) = un(t), L=myp (to), —1=mz2p(tN),
zy (t) = —x20 (t),
whp () = sun (t:)?, 0 =24 (to),

up, () — yn (ti) — 22 (t:)
= x5 (to) + 23 (to) -
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For problem (RDOCP — 1) we want to compare the solution of the (discrete) KKT-conditions
with the continuous KKT-point of Example 3.3.1, in order to illustrate that the discrete Lagrange

multipliers converge to the continuous multipliers. The necessary conditions for (RDOCP — 1)

read as
}1,}1 (tl) = 0, )\fl,h (to) = —01h,
on (i) = Apgn (tim1) + Agn (ti1) Aon (t0) = —0ap,
fan (ti) =0, Aoon (EN) =0,
o (L) =0, Afh (tN) =1,

0 = —Apn(tic1) = Agn (ti-1),
0 = i (bim) F+ Apoh (bi=1) F+ Mg (tim1) i (8) + Agon (tim1)
fori=1,...,N. The KKT-conditions have the solution

pi () = —pEptd - USRC2,2 Aokt

o (t) = —1oat] — 2°5 ?f 2h2t1+ 1,

zan(t) = Zhath+ U — Sy,

zap (t) = (124222)2t3 12h§11:}3:g)—2h )t2+21 6h+(7h2+26)h3 oty
yn (ti) = 9t? +21—9h—h2t 3(h)(1-sh)
up (ti) = —{Z5ti — 2%’

Afih (t;) = 11_2}];

Ao () = {2t 4 20020

Afsh (t:;) = 0,

)‘f47h (t;) = 1,

Agh (t) = %,

which compared to the continuous solution we calculated in Section 3.3 yields

|21 (ti) — @1 ()| < 6h,
|z (t;) — xap (ti)] < 13h,
|23 (ti) — @3 ()] < 6h,
|24 (t;) — wap (t:)] < 28h,
ly (t:) —yn (t:)| < 34h,
lu(ti) —un (t:)| < 21k,
Ap (t) = Apn ()] < 13k,
Af, (ti) = Apyon (8)| < 20,
Apy (L) = Apsn ()] = 0,
Mg, (8) = Apon ()] = 0,
[Ag (i) = Agn ()] < 13h,

fori=1,...,N, h < i. Therefore, the solution of (RDOCP — 1), as well as the associated
Lagrange multipliers converge linearly to the continuous solution and its associated multipliers

(compare Figure 5.2, Figure 5.3, and Figure 5.4).
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Differential State 1 Differential State 2
0.5 ‘ 1 :
x1 T2
0.4375 + Ty 1 0.75 Ty 1 v o
10 4 °10
Ty 1 o Ty 1 o
0.375 - & 05 | z 2 i
o v
0.3125 0.25 - o B
o v
o
0.25 |- 0 o, .
o
0.1875 —-0.25 - ] B
o
0125 05 3 .
0.0625 —0.75 B
0 1 1 1 —1 1 1 1
0 0.25 0.5 0.75 0 0.25 0.5 0.75 1
time time
Differential State 3 Differential State 4
0 \ 2 \
—0.0625 |- 1.75 ° -
o
—0.125 1.5 o -
o
—0.1875 - 1.25 o o -
v
o
—0.25 1k s -
o
—0.3125 0.75 o o -
o
0375 | 05 |- . 0o 4
xr3 o v T4
—04375 | wy 1 025 - - T v
710 (o] . 110
~03 | ! b = A ‘ Tk °
0 0.25 0.5 0.75 0 0.25 0.5 0.75 1
time time
Figure 5.2: Comparison of differential states for NV =10 and N = 20.
Algebraic State Control
-1 \ -1 \
—-1.25 —1.25 B
—15 b o -15 L .
o v
o v
175 b Te T, ABES e e 0 i
o v % o
-2 F o -2 ]
9 %o g
¢« % o o
—2.25 Y v ; —2.25 - . -
o
—25 o ® -25 | T
o ° Y Uu
—-2.75 Yy —2.75 U1 v o
10 ’u‘10 o
-3 I I Y5 -3 I I I 20
0 0.25 0.5 0.75 0 0.25 0.5 0.75 1
time time

Figure 5.3: Comparison of algebraic states and controls for N = 10 and N = 20.
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Differential Adjoint 1 Differential Adjoint 2
0.5 T 3 T
Af Af
0.25 A1 v A 275 F A1 v
15 f2r15
f1.55 ° Afzi °
0 20 25 120 v
v
025 - ] 995 L T e
oo °
—05 . 2 S
0o o8 08 0B 00D OO OO0 0o oo a0 m\:l"-‘U
—0.75 | y 175 e @ T
-1+ . 5k
195 v v v v v v v v v v y 195 L
~15 I I I 1 I I I
0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1
time time
Algebraic Adjoint
1.5 T
125 & B v 5 v v v v
1 | —
0.75 i
o o o 0O 0O OO 0D 0D 0O 0D O O OOTUOTUGOTODO
0.5 -
0.25 + i
0
Ag
—0.25 Ag L g
AT o
—05 | | 920
0 0.25 0.5 0.75 1

time

Figure 5.4: Comparison of multipliers for N = 10 and N = 20.

5.7 Relationship between Discrete Multipliers

In this section, we aim to derive a relationship between the multipliers, which satisfy the respec-

tive necessary conditions of

Minimize
with respect to

: Ti—Ti—1
subject to A
OR"y
ORnw
OR”IC

¢ (ro,zN),

v

f (xia Yi,s ul) )
g (i),
Y (z0,7N)

c (s, yi, us)

xo GR"Z,(:I;i,yi,ui) eR™ xR™ xR™ ¢=1,..., N,

5.7.1
/I;_ ) ‘7N7 ( )
1=0,1,...,N,
i=1,...,N,
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and the reduced problem

Minimize ¢ (zo,zN),

with respect to  xg € R™, (2, y;,u;) € R™ x R™ x R™ i=1,..., N,

subject to Bl = f (@Y, u) i=1,...,N, (5.7.2)
Orry = Gn(zi¥iwi), i=1,...,N,
Ogny = g(z0),
Ogry = ¥ (x0,7n),
Orrne > c(xi,yi,ui) , 1=1,...,N,

where gy (z,y,u) := g(z)_g(r_hhf(m’y’“)). We recall the necessary conditions of (5.7.1)

% = —Vxﬁ (xi,yi,un;\f,z‘—l, j\g,i—hﬁi) ) i=1,...,N,
Orny = Vy”":[ («Tz‘?yuuz‘, ;\f,ifh;\g,i—laﬁi) , i=1,...,N,
Ao = —loVaep (xo,2n) — Vo, (zo,2n) | & — g (z0) " ¢, (5.7.3)
Arn = LoV (zo,2n) + 1, (x0,2n) " &,
Opnu = Vi H (xiayhuia ;\f,i—h;\gﬂ'—laﬁi) : i=1,...,N,
0 = c(@nyiw) i, 7 >0, i=1,...,N,

where the (augmented) Hamilton function is defined by
H (a:, Y, U, j\f, ;\g,ﬁ) = ;\}f (z,y,u) + X;g (z) + 7" e(z,y,u), (5.7.4)

and the necessary conditions of (5.7.2)

Afi—Afi_ v .
SRS = VM (%, Y, Uiy Afio1, Agi1, M) 5 i=1,...,N,
Ogrny = Vth ({I:iayiyuivAf,ifb)\g,i—lvni)7 i = 17"'7N7
Ao = —LoVaep (xo,zn) — Vi, (zo,2n) 0 — g (z0) s, (5.7.5)
AN = LoV (zo,2n5) + U, (z0,2n) " 0,
Ornu = VuHn (Zi, Ui tis Api—1, Agii—1,1i) 5 i=1,..., N,
0 = C(mz‘,yz’,uz‘)Tm, ni > 0, 1=1,..., N,
where the (augmented) Hamilton function is defined by
ﬁh (I‘, Yy, u, >‘f7 )‘ga 77) = )‘;‘rf (LIZ‘, Y, U) + )‘;gh (337 Y, ’LL) + TZTC (.’L‘, Y, U) . (576)

In order to derive a relationship, we first consider the adjoint algebraic equation and stationarity
condition in (5.7.3)

Orny = Vy’ﬁ (901‘7%7 U, S\f,i—la S\g,iflvﬁz)
= i @iy u) | g1+ ¢ (i yi,wi) | i,
Opne = Vi H (%, Yiy Ug, S\f,i—b S\g,zel, 771)

= (i yiui) | Apion + (i u) |
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fori=1,...,N, and in (5.7.5)

Ogry = VyHn (i, Yi, Wis A i1, Agiie1,7)
/ T / T T / T

= [y @iy wi) Apio1+ fy (@i yiswi) g (@ = hf (i, yi,w)) - Agima + ¢y (Tis yi, wi) - mi
= f) (@i, yiu) <)\f,z‘—1 +g (zi — hf (@i yi, i) )\g,i—1) + ), (i, yi,wi) | i,

O = VuHp (@i, yi, Ui, Afim1s Agyi—1,1i)
_ / T / T T / T
= fu@iyiwi) Ao+ fo (@i i) g (2 — hf (26, yi,u5)) - Agjim1 + ¢ (T, i, wi) - mi
= f (i v, i) ()\f,i—l +g (z — hf (zi,yi,u) " )\g,i—1> + (@i, yi us) i

for i = 1,...,N. It follows from the difference equation that x;—; = x; — hf (x;, v, u;) for

1 =1,...,N. Thus, the conditions are equal, if

Mt = A +g (@) A1, i=1,...,N, (5.7.7)
i = i i=1,...,N.
With this relation and the transversality conditions we obtain
Y . 7 / T / T o
Ao = LoV (20, 2N) — Uy, (T0,2N) & — g (20) <
= Aot (20) Ago
= —LoVap (To,2n) — Yl (z0,2n) 0 — g (20) ' s+ ¢ (x0) " Ago-
This yields the natural choice
by = to,
g = o, (5.7.8)
5 = S — )\970'
Fori=1,..., N — 1 we consider the difference equation in (5.7.3)

Nrs— N g o y 5
% = _VIH (xiv Yiy U,y )‘f,’ifl; Ag,i—l: 77z>

o / Ty / TY / T
= —fo(@iynw) Apic1— g (25) Agim1 — ¢y (T, v wi) i

=7 (i) | ()‘f,i—l +g (zi1)" >\g,1>1> — g ()" Ag,i—1 (5.7.9)

—c (i, yi,ui) | i
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Additionally, (5.7.7) and the difference equation in (5.7.5) imply

S\f,i - S\f,i—l Afi = Afie1 . I (:10@)T Agi— 9 (:vi_l)T Agii—1
h h h

g ()" N — g’ (wim1) | Agi1

=~V Hn (i, Yis Uiy A i1, Ngii1,7i) +

h

g (xz) g (-% hf (xlaylaul))> >\g,i71

= —fl(zi,yw) A1 — ( h

— (¢’ (@i — hf (zi,yi,wi)) fo (is Ys, Uz‘))T Agiim1 — Ch (i, yi, us) " i

J (xz)T Agii — q (xi—l)T Ag,i—1
h

+

) — o (g T
_ _f:/c (xi7yi7ui>T )‘f,ifl . (g (IL'Z) g («Tz—l)) /\g,i—l

h

.
— (¢ (iz1) o (@i yiswi)) | Agiic1 — i (i, yi,wi) " s

+9’ (z:)" Ngi — 9 (zi1)" Ag,i—1
h
= —fi(@iyiu)" ()\f,i—l +d ()" Ag,ifl)

)T Agii = Agji—1
h

+9' (2 — & (i yi )| g

fori =1,..., N — 1. Subtracting this equation from (5.7.9) yields
/ T /
Opre = —g' (@) Agi-1+¢ (74)

hence the conditions are equal, if

Agii — Agii—1

Xgio1 = —=otfeml i1 N-1

h

Furthermore, the transversality conditions and (5.7.8) imply

Ay = boVap(zo,an) + Py, (2o, an) &
= LoV (xo, xN) + V), (w0, zn) o
== Af’N-

T Agi — Agyi—1

(5.7.10)

Consequently, S\f’N =MN+9 (azN)T Ag,n holds, if we set Ay y = Ogno. Therefore, (5.7.10)

implies 5\g7 N_1= Ag.N-1 Finally, we summarize the relationships between the respective multi-
pliers
S‘f,i—l = Apic1tg (xz‘—l)T Agi-1, t=1,...,N
Agic1 = —% i=1,...,N—1,
5‘g,N—l = /\g’%a
i = i i=1,...,N, (5.7.11)
bo = Ao,
g = o,

5 = S )‘g,O~
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Example 5.7.1
In order to illustrate the relationship of the discrete multipliers in (5.7.11), we consider the
following index two problem from [8, Example 3.16]:

Minimize 3z (1)? + x3 (1),

1
subject to 1 (t) = wu(t), 1 =21 (0),
i2(t) = —y)+u), (5.7.12)
(1) = 3(y® +u@®)?), 0=u13(0),
0 = =z2(t)

The necessary conditions for this problem with the Hamilton function in (5.7.4)
. v v v v\ ¥ v _ lu 5 9 o
H( @1, 22, 23,9, U, Af s Aoy Afsy Ag ) = A u+ Ap, ( y+u)+2)\f3 ye+u”) 4+ Agao

have no solution. However, the local minimum principle in Theorem 3.2.5 for £y = 1 with the

Hamilton function

1
H (21, 22,23, 5,0, A, Apas gy Ag) = Apu+ Ay (=Y 1) + 5 A (v +?) + X (—y+ )

has the solution

a1 (t) = —Lt+1, Ay (1) 2

z2(t) = 0, Ap () =0,

x3 (t) = %t’ )‘f3 (t) = 1,

y(t) = -3, A (1) = -3,
u(t) = —%.
For (5.7.12) we consider the discretization in (5.7.1)
(DOCP - 2)
Minimize %x%N + T3,N,
subject to e Ui, 1=z,
P oy,
BazBal = L(y24u?), 0=ua3y,
0 = mo,,
and the reduced discretization in (5.7.2)
(RDOCP — 2)
Minimize %JT%,N + 23N,
subject to Tl =y, 1=,
BBl =y oy,
x3,¢*}ﬂl€3,¢71 — % (yZQ 4 UZZ) , 0= 30,
0 — x2,i— (22,1 —h(—yitu;))
h
= Yt
0 = z20.
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The necessary conditions for (DOCP — 2) stated in (5.7.3) with the Hamilton function H yield

the solution

x1, = —+ih+1, i=0,1,...,N, A = %, i=0,1,...,N,
z9; = 0, i=0,1,...,N, Api = —%  i=0,1,...,N—1,
AN = 0,
r3; = &ih, i=0,1,...,N, i = 1, i=0,1,...,N, (5.7.13)
yi = —3, i=1,...,N, XAgi = 0,  i=0,1,...,N—2,
xg,]V—l = _3%7
u = -1, i=1,...,N, by = 1.

Note that S‘fzﬂ' and Xgﬁi satisfy a jump condition at their respective final index. Since we have
linear algebraic constraints the discrete Hamilton function H), for (RDOCP — 2) coincides with

the continuous Hamilton function, thus
~ 1
Hp (21,22, 23, 50, A Aoy Apas Ag) = A+ Mgy (=Y + 1) + S A, (v + ) + Xy (—y+ ).

With the necessary conditions in (5.7.5) we obtain the solution

r1; = —sth+1, i=0,1,...,N, Ap;, = 3 i=0,1,...,N,

r9; = O, i=0,1,....,N, Ap; = 0, i=0,1,...,N,

x3; = &ih, i=0,1,....,.N, Ap; = 1, i=0,1,...,N, (5.7.14)
yi = -3, i=1,...,N, Agi = —3, i=0,1,...,N—1,

up = -1, i=1,...,N, by = 1,

for (RDOCP — 2). The multipliers in (5.7.13) and (5.7.14) satisfy the relations in (5.7.11),

since g’ (z1,4,224,23;) = (0,1,0) and therefore

Mii = Ap — 2, i=01,..,N,

S‘f%i = )‘f2,i+>\g,i = —%, 1=0,1,...,N —1,
5\52,]\/ = ApN = 0,

Afsi = Afai = 1, i=0,1,...,N,
Agic1 = g L_,/L\g’“l = 0, i=1,...,N —1,
S\g,N—l = 7)\5]’2]_1 = —%.

Please note that 5\971\7_1 — —o0 as h — 0.

In this chapter, we examined the convergence property of the implicit Euler discretization of an
optimal control problem subject to an index two DAE and a mixed control-state constraint by
writing the respective KKT-conditions as generalized equations and applying the approximation
result in Theorem 2.2.6. A suitable reformulation of the discretized optimization problem was
used in order to obtain consistent KKT-conditions. This transformation allowed us to prove
convergence not only for the states and control, but also for the associated Lagrange multipliers
in the Lo-norm with linear convergence rate. The results of [80] and [85] were generalized by

including algebraic equations and boundary conditions, respectively.
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Chapter 6

Conclusion and Outlook

In this thesis, optimal control problems subject to Hessenberg DAEs and mixed control-state
constraints are studied, extending results in the literature on necessary conditions, sufficient

conditions and convergence analysis.

In Chapter 3, a local minimum principle is derived for the index one case with weakened regular-
ity assumptions on the mixed control-state constraints. The results are then applied to optimal
control problems with higher index DAEs by reducing the index to one. One drawback of this
approach could be that, in the higher index case, the multipliers of the adjoint differential equa-
tions are only Lipschitz continuous, thus less smooth than the differential state. In the future,
the results could be improved with a different approach, and further generalized by including

pure state constraints.

A Hamilton Jacobi inequality is exploited in Chapter 4 in order to derive second-order suffi-
cient conditions for our problem class. Herein, a quadratic function is constructed by using the
solution of an appropriate Riccati equation. The conditions of the Hamilton Jacobi inequality
are verified by considering two finite dimensional optimization problems, and applying suitable
sufficient conditions to these problems. The main effort was to prove sufficient conditions for
a special type of a parametric optimization problem with the available assumptions. Problems
with DAEs and pure state constraints, as well as problems with more general DAEs could be

investigated in the future.

The investigation in Chapter 5 was limited to Hessenberg DAEs of order two. Convergence
was proven for the states and control, as well as the associated Lagrange multipliers by compar-
ing the continuous and discrete KKT-conditions written as generalized equations and applying a
suitable approximation theorem. In contrast to the index one case, there is a structural discrep-
ancy between the continuous and discrete KK'T-conditions, caused by an implicit index reduction
in the continuous local minimum principle. Therefore, standard techniques for proving conver-
gence fail. The first approach to overcome the discrepancy was to consider systems that satisfy
the continuous necessary conditions with the Hamilton function associated with the discrete nec-
essary conditions. However, for this class of problem it seemed impossible to verify the uniform
strong regularity condition, since the adjoint DAFE has index two and therefore certain regularity
conditions were not satisfied. The main task then became to find a suitable reformulation of the

discretized optimization problem, which yields discrete KKT-conditions that are consistent with
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continuous KKT-conditions. This was achieved by emulating the continuous index reduction.
It is conceivable that this method of discrete index reduction may be generalized and applied to
problems with Hessenberg DAEs of arbitrary order in future research. The groundwork in terms
of necessary and sufficient conditions has already been established in Chapter 3 and Chapter 4,
respectively. Problems with higher index DAEs might require suitable Runge-Kutta schemes,
which could also be used to obtain convergence of higher order. Furthermore, problems with
DAEs and pure state constraints, and linear problems with bang-bang optimal controls could
be investigated in the future. Additionally, it might be possible to weaken the smoothness

assumption of the minimizer by using the techniques developed in [37,52,81].



Chapter A

Appendix

In order to improve the reading flow, we collected auxiliary lemmas in this appendix that are
unsuitable for the other chapters.

First, we prove some properties for matrices, including bounds for solutions of matrix difference
equations. Then, we show that the graphs of certain types of set-valued mappings are closed /
compact. Lastly, we provide the definition of measurable functions, Gronwall lemmas, a Sobolev
inequality, and variational lemmas.

The first two proofs examine the norms of specific matrix differences:

Lemma A.1

Let there exist a sequence (n;);cy C N and matrices A;, B; € R">*"+1 for i € N. Then, for
every N € N it holds

N N
X A; — X B;

=1 =1

N k-1 N
<> |14k — By <><1 ”BiH> ( X HAiH> -
k=1 i=

i=k+1
Proof. We use the induction principle to proof the assertion.

For N = 2 the assertion is true, since
|A1As — B1Bs|| = ||A1A2 — B1Az + B1As — B1Bs| < [|A1 — Bu| [| Azl + [|[A2 — Bal| | B1]| -

Suppose the assertion holds for N € N. Then, it follows

N+1 N+1 N N
X Ai— X Bi|| = H(X Ai) ANg1— (X Bi) Bni1
i=1 i=1 i—1 i—1
N N N
< || X 4i = X Bi|| [[An+1ll + [AN+1 — Byl || X Bi
i=1 i=1 i=1
N k—1 N
<> Ak — Byl (X ”BiH> < X ’Az‘\> AN
k=1 i=1 =kt 1
N
+ |An+1 = Byl X || Bil
i=1
N k-1 N+1
=> |4k — Byl (X HBiH) < X |Ai|>
=1 i=1 i—k+1
(N+1)—1
+[Any1 = Byl X 1Bl
i=1
N+1 k—1 N+1
= > |lAx — By (X HBz‘\) ( X HAz'H)a
=1 i=1 i—k+1
which completes the proof. O
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Lemma A.2

Suppose the matrices A, B € R™*"™ are non-singular. Then it holds
a7 = B2 < a2~ 14— 51
Proof. Exploiting the inequality

4718 = a4~ B <[4~ 1a -

yields
Ja7t =57 = |- (. - a75) 57
< |57 |2 - a7 5]
<[4~z e -,
which proves the assertion. O

In Riccati equations, the following well-known type of matrix occurs:

Lemma A.3
For n,m € N with n > m suppose Q € R"™" is symmetric, and C € R™*"™ has full rank m.

Moreover, it holds
d"Qd >0 for all d € ker(C)\ {Ogn}. (A1)

Then, the matrix

T
T .= Q ¢ c R(n—l—m)x(n—i—m)
C Omxm

s non-singular.

d Orn
Proof. Assume rank(7T") < n + m. Then, there exist ( ) € R™ x R™\ { ( ® ) } with
e

Orm
O]Rn _T d . Qd + CTE
O]Rm B (& B Ccd ’
hence d € ker(C'). We conclude

0=d" (Qd + C’Te) —d'Qd,

which, by (A.1), implies d = Ogn. Thus, C'"e = Ogn, and since C has full row rank it holds
d O~

e = Ogm, which contradicts ( ) #* ( R ) O
e

Opm
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Lemma A.3 allows us to prove the following:

Lemma A.4
Let E € R™™ Q € R™™ be symmetric, C € RX™ with rank(C) =1 <m, and A € R™*",
B € RX™. Furthermore, there exist €,7 > 0 such that

d"Ed>e|d|* foralld € R", (A.2)
e'Qe>vllel* foralle € ker (C).

Then, there exists a constant k > 0 such that the matrices

Tr—1 T T
Mo E+D'T~'D D . Q C D= A ’
D T C 05y B
satisfy
T d\' d
2
d E+D'T-'D AT d
+ = e M e > K d
e A Q e e
ORZ ORl

for all ( j > € ker ([B, C]).

Proof. Define the non-singular matrices

S = In 0n><(m+l) S_l _ In 0n><(m+l)
~T7'D I,y ’ T'D L,y ’

E 0 d
which satisfy STMS = l nx (m+) ] For an arbitrary <

) € ker ([B,C]) we
0(m+l)><n r e

denote
d d
b | =571 = ,
¢ T-'pd+ | ©
C ORZ ORZ

A
which with D = l B ] implies

Cb = [C,01,] ( b ) — [C,011] (T—1Dd+ ( ‘ ))
c Op:

= [Ole,Il] TT 'Dd 4+ Ce=DBd+ Ce = Ogt,

thus b € ker (C). In addition, a = d and ¢ = [0jxm, ;] T~ Dd = [0y, ;] T~'Da, hence for
a:=|T7Y||ID|| +1 > 0 it holds ||c|| < «||a|. Since

d d a a
)
e
ORI

C C
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we conclude

d
(dT,eT,om) M| e = (aT,bT,cT) STMS Z
Op: &

- (aT,bT,cT>l B Onx(mﬂ)]
0(m+l)><n T

c
c’ b
= a'Ea+ (bT,cT> @
C 0 c
Y0 TEa+bTQb
(A-2) 2 2
> ellall” + bl
> all? ol + o el
- 2 2c
2
a
€ €
> ind =~ —
> {sns) [
c
2
d
> K
for k := mm{”?”ﬂé’%}, which completes the proof. O
For N e N, h:= %, and t; :=th, 1 =0,1,..., N we consider the matrix difference equation

D (t;) = Ap(t)Pp(t;), i=1,...,N,
Dy, (to) = In,

where Aj, € L2} ([0,1]). The solution of this equation satisfies the following inequalities:

Lemma A.5

(i) If h < W then for alli=1,...,N it holds

|Pn(t:)]] < exp (2| Anllo ti) ;
|97, (t)]| < 1| Anl o exp (2| Anl oo ti) -

(i) If h < m, then for alli=1,..., N the matriz ®y(t;) is non-singular and it holds

|@n ()7 < exp (1 4n]l t)
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Proof.

(i) For i =1,...,N the inequality ||hAp(t;)| < h[|Anllo < 3 is satisfied, thus the Neumann

series of (I, — hAp(t;)) converges and the inverse exists. This implies
By (ti) = (In — hAR(t:)) " Dp(tic1), i=1,...,N.
Additionally, it holds

|@n() < || (2 — nARE) | I @n(ti) [ @n(ti)]

1
| <
1= h[An]l
1 —h[|Apllo + R l[Anl
- 0 % ||, (1,
1_h||Ah||oo || h( 1)“

_ hHAhHoo ,

(1+1' 2l )n@( I

= (14 2k [ Anllco) [[@n(ti-DIl

fori =1,...,N. Define a; := ||®(t;)]| > 0,7 =0,1,...,N and § := 2|4, > 0, which
satisfy
ai§(1+ﬁh)ai_1, i=1,...,N.

Applying Lemma A.10 yields
[P (L)l = ai < exp (Bih) ao = exp (2[|Anll o ti) [|Pn(to) || = exp (2| Apl|o t)
for i =0,1,..., N. This immediately implies
125t < 1ARE N 19R(E)I] < [[An(ti)ll exp (2 | Anll oo ti) < ARl exp (2| Apllo t:)
forallt=1,...,N.
(ii) Analog to (i), we prove that for h < m and i = 1,..., N the matrix (I, — hAp(t;)) is

i—1
non-singular. This implies @, (t;) = (I, — AL ()  Pp(ticy) = X (In — hAR(tig)) ™",
k=0

hence @(t;) is non-singular for ¢ = 0,1,...,N. Moreover, for i = 1,..., N it holds
D, (ti_1) "t (I, — hAL(t)) = Pp(t;) "' and therefore

| @n(t) ™| < ||@nttio0) 7| 120 = RARED)] < (1 + Rl An]l) |[@nltio) ™|
Applying Lemma A.10 for a; := ||®(t;) || > 0,i=0,1,..., N and B8 := || As]|, yields

Hdih(ti)_lu =a; < exp (fih)ag = exp (||Anl|o ti), i=0,1,...,N.
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For continuous set-valued functions defined on a compact interval we prove the following:

Lemma A.6

Let n,m,k € N with k+m < n, a,b € R with a < b, p > 0, and the matriz functions
A [a,b] — RF" B : [a,b] — R™ ™ be continuous. Furthermore, let the set valued mappings
K :[a,b] = R™ and M : [a,b] = R™ be defined by

K(t):={d € R" | A(t)d = Oge, B(t)d < Ogm}, M(t) := K(t) N B, (Ogn).

Then, graph(K) is closed and graph (M) is compact.

Proof. Since for every t € [a,b] the matrices A(t) € R**™ and B(t) € R™™ are linear,
continuous operators and k +m < n, the set K () is non-empty and closed, and the set M (t) is

non-empty and compact. Let [(%;, d;)];cny € graph (/) be a convergent sequence with
1—00

Then, it holds A(t;)d; = Ogr and B(t;)d; < Ogm for every ¢ € N. By continuity of A(-), for

every ¢ > 0 there exists NV € N such that for all ¢ > N it holds HA(tZ) - A(f)H < g and

d; — JH < m. Consequently,

o aco] < o 0] ]+

di—d| [ Allx <& 2N,

and therefore Ogx = lim A(t;)d; = A(f)d. By the same token, it follows B(f)d < Ogm, hence
1—00

(f, ci) € graph (K), which proves the closeness of graph (K). Finally, since
graph (M) = graph (K) N ([a, b] x B, (Og~))

and [a,b] x B, (Ogn~) is compact, we conclude that graph (M) is also compact. O

For functions in Wi’ ([0, 1]) the following inequality holds:

Lemma A.7 (Sobolev Inequality)
Let u € W'y ([0,1]) with norm [lul|, o := max {||ully, [|@[ly} be given. Then, it holds

Proof. Define v : [0,1] - R" by v (:) := fu (1) dr. Then, by the mean-value theorem, there
0
exists s € (0, 1) such that
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Thus, by exploiting the Cauchy-Schwartz inequality we get for every t € [0, 1]

lu () =

u(s)—i—/iL(T)dT
< lu)l+ [ () dr

1 1
<!wvmw+!mwﬂm

< ully + fiall,

< 2|ullyy -

O
In order to properly define the Lebesgue space L ([a, b]) we require the notion of a measurable
function (cf. [9]):
Definition A.8 (Measurable Function)
Let (2, A) and (Q,fl) be measurable spaces, i.e.,  and Q are sets and A and A are o-algebras
on Q and Q, respectively. The mapping T : Q — Q is called (A — A—)measurable, if it holds

7! (/Nl) eA forall Ac A

For d € N and Q C R? we consider the measurable space (Q, %d) endowed with the Lebesgue
measure defined on R%, where % is the og-algebra generated by the set of all half open intervals
[a1,b1) X --- x [ag,bg) € RE Thus, the equivalence classes in the Lebesgue space Ly ([a, b])
contain (% — %AB"-)measurable functions v : [a,b] — R™ (compare Definition 1.2).

Finally, we provide some Gronwall and variational lemmas, which proofs can be found in, e.g.,
[47]:

Lemma A.9 (Continuous Gronwall Lemma, [47, Lemma 1.1.14])

Let a : [0,1] — R be a integrable function, a € Lo ([0, 1]), and B > 0 with

a(t) < a(t) + B / a(r)dr

0
for almost every t € [0,1]. Then, it holds

a(t) < fla-)llo exp (BY)
for almost every t € [0,1].

Lemma A.10 (Discrete Gronwall Lemma, [47, Lemma 4.1.21])
Leth>0,8>0,a,>0,n=0,1,...,N be related by

an < (1+hB)ap—1, n=1,...,N.

Then, it holds
an <exp(pnh)ayg, n=0,1,...,N.
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Lemma A.11 (Variational Lemma, [47, Lemma 3.1.9])
Let v € Lo ([a,b]). If for every w € Wi  ([a,b]) with w(a) = w(b) =0

b
/ w(t)w(t)dt = 0
is satisfied, then v(t) = 0 almost everywhere in |a,b|.
Lemma A.12 (Variational Lemma, [47, Lemma 3.3.7])
Let v € Ly ([a,b]). If for every w € Ly ([a,b]) with w(t) > 0 almost everywhere in [a,b] the

inequality
b

/ v()w(t)dt > 0

a

is satisfied, then v(t) > 0 almost everywhere in |a,b].
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