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ABSTRACT

In this paper, we investigate two-dimensional direct numerical simulations of a transcritical shear layer. Three configurations are chosen,
which are distinguished by the level of presence of two-phase phenomena. The thermodynamic model is based on a cubic equation of state. It
was extended for multicomponent mixtures, and it is able to account for vapor–liquid equilibrium. The thermodynamic modeling with
phase-transition is validated using experimental data from the literature. Special focus is put on the effect of the density gradient and the den-
sity changes caused by phase-transition on the development of the turbulent shear layer and the associated mixing. In addition to this, the
vorticity distribution and the components of its transport equation are analyzed and compared for the different configurations.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0211029

I. INTRODUCTION

Today’s requirement is to reduce greenhouse gas emissions
demands for a higher engine efficiency. One possibility to enhance the
efficiency of propulsion systems is to increases the operating pressure.
Consequently, the critical pressure is exceeded, which raises the impor-
tance of intermolecular attractive and repulsive forces within the ther-
modynamic modeling of the fluid. Fluid features, such as gas-like
diffusivity, liquid-like density, and vanishing surface tension are the
consequences of the high pressure environment.1

The thermodynamic state of the fuel, oxidizer, and their mixture
is determined by the pressure, temperature, and mixture fraction. As a
result, a super-, trans-, and subcritical state is obtained in propulsion
devices. The present study investigates the influence of different ther-
modynamic states on the shear layer dynamics employing direct
numerical simulations (DNS).

In the past three decades, various experimental studies have been
performed in order to understand the behavior of jets under supercriti-
cal or transcritical conditions. Mayer and Tamura2 performed substan-
tial experiments injection liquid oxygen (LOX) and gaseous hydrogen
(GH2) using a coaxial injector. At subcritical conditions, they showed
the existence of droplets around the LOX jet and a diffuse mixing with

the absence of droplets under supercritical conditions. Oschwald et al.3

investigated the injection of liquid nitrogen into gaseous nitrogen.
They confirmed the observations by Mayer and Tamura2 and mea-
sured the axial and radial jet profiles. A review of the experimental
efforts of sub-, trans-, and supercritical injection experiments has been
made by Chehroudi.4 He has measured the dark core length and pro-
posed a model for the jet width growth rate in trans- and supercritical
jets. Baab et al.5 used laser-induced thermal acoustics to generate an
experimental database for high-pressure jet mixing. They measured
the speed of sound quantitatively, which can be used to validate
numerical simulations.

In addition to experimental investigation, numerical simulations
contribute to the understanding of transcritical mixing through the
analysis of detailed three-dimensional (3D) distributions. Okong’o and
Bellan6 investigated a heptane nitrogen shear layer using direct numer-
ical simulations in fully conservative formulation (FC). Analyzing the
vorticity transport equations, they showed a dominant vorticity
stretching and tilting responsible for the production of streamwise vor-
ticity. Moreover, several studies showed that employing a fully conser-
vative formulation may lead to unphysical pressure oscillations.7–9 In
this context, Ma et al.10 developed a double flux method by
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introducing an effective specific heat ratio based on the speed of sound.
This method is able to prevent spurious pressure oscillations in tran-
scritical flows but is non-conservative. Lacaze et al.11 compared a fully
conservative formulation applying an equation for the internal energy
with two quasi-conservative (QC) methods, where the first method is
based on a pressure equation and the second method couples a pres-
sure and enthalpy equation. The latter formulation including the
enthalpy equation is not fully conservative, but due to the coupling
with the pressure equation, they achieved a suppression of spurious
pressure oscillations and improved the temperature prediction, which
is a drawback of a pure pressure equation formulation.12,13

Tudisco and Menon14 simulated a spatial shear layer of hexane
and nitrogen. In their study, either phase-separation effects have been
calculated in terms of vapor–liquid equilibrium (VLE) or neglected
(non-VLE). The shear layer with VLE was more fragmented, which
leads to a faster breakup of the shear layer vortices. The importance of
employing a phase-split calculation was also shown by Matheis and
Hickel12 performing an implicit large-eddy simulation (LES) of a non-
reacting Spray-A from the Engine Combustion Network (ECN). Fathi
et al.15 extended the implicit LES for both reacting and non-reacting
Spray-A. Additionally, they used an improved flash calculation replac-
ing the isoenergetic-isochoric phase-splitting calculations (UV-flash)
with isochoric-isothermal phase-splitting calculations (VT-flash)16 for
their comparison. Sharan and Bellan17 analyzed the influence of ther-
modynamics and inflow conditions on round jets at sub- and super-
critical conditions via DNS. They observed self-similarity of the mean
axial velocity and the Reynolds stresses for high pressure flows. In
addition, they concluded that the inflow conditions have a big impact,
since the self-similar profiles are dependent on the inflow boundary
conditions. Traxinger et al.18 have used a similar thermodynamic
modeling as Matheis and Hickel12 but in the framework of a pressure-
based LES in OpenFOAM. They compared their results with the spray
images of Baab et al.5 for three different cases, showing a good agree-
ment in the spray formation and the presence of VLE regions.
Begemann et al.19 have used LES to validate the thermodynamic
modeling including phase-splitting calculations. For this purpose, they
employed several subgrid-scale (SGS) models and adjusted the interac-
tion parameter for binary mixtures using experimental data.5 A group
at the City University London applied the Perturbed Chain Statistical
Associating Fluid Theory (PC-SAFT)20–22 equation of state (EoS) for
their study of transcritical and supercritical jets.23–25 They assessed in
their studies the capabilities of PC-SAFT and showed a good agree-
ment with experimental results for the ECN Spray-A.26

Although the significance of phase-split calculations has been
strongly emphasized,12,14,15 studies are conducted without VLE.7,27–29

Furthermore, various studies did account for VLE but focused on the
comparison between a fully conservative or a quasi-conservative
formulation.12,13,27,30

In the present work, we investigate the influence of the non-
linear thermodynamics with and without VLE on the shear layer
dynamics. This is of great importance, since the mixing takes place
within the shear layer, which further has an influence on the combus-
tion and consequently on the performance of the propulsion system.
We use DNS for this study in order to resolve all relevant scales and
reduce the amount of modeling. For this analysis, we employ a 2D
shear layer using propane and nitrogen. Three different cases with
varying temperature and pressure conditions are used. In the first case

(2P), the adiabatic mixing temperature enters the two-phase region;
hence, VLE is found in the shear layer. In the second case (C2P), the
mixture slightly cuts the phase boundaries, and in the last case (N2P),
the mixture is purely supercritical. We use the same thermodynamic
modeling as presented by Matheis and Hickel12 and Traxinger et al.18

in order to account for real gas thermodynamics including VLE. To
the authors’ knowledge, this is the first DNS study of a shear layer for
high pressure applications with two-phase mixing.

The current analysis differs from the following high pressure 2D
shear layer studies. In the investigation of Tudisco and Menon,14 the
focus was on the comparison between VLE and non-VLE for a shear
layer with a moderate resolution. Ma et al.13 used a hydrogen and liq-
uid oxygen shear layer to compare FC with QC. They did not state if
the resolution fulfills DNS criteria. Unnikrishnan et al.31 performed a
DNS of a methane and liquid oxygen shear layer, but the chosen oper-
ating conditions did not allow VLE.

The presented study is based on 2D DNS of planar shear layers,
which are not able to fully represent the dynamics of turbulence.
However, it provides useful insight of how various thermodynamic
states affect a transcritical shear flow. In addition, the obtained results
are consistent with the physical expectations and the scaling of the
individual terms of the vorticity transport equation.

The paper is structured as follows: The general configuration is
introduced in Sec. II. The physical and numerical modeling are pre-
sented in Sec. III. Section IV presents the chosen operating conditions
and the setup for the DNS simulations. The grid resolution and a grid
study are provided in Sec. V. Results are analyzed in Sec. VI comparing
all three cases. Finally, the paper is concluded in Sec. VII.

II. CONFIGURATION

In propulsion systems, various injectors are used in order to
blend the fuel with the oxidizer. In Fig. 1, two examples are selected to
demonstrate the mixing in an abstract way. A coaxial injector is shown
at the top, which is found in rocket engines, and a single-hole injector
is presented at the bottom, which is related to gasoline engines. Both
applications are based on a supercritical pressure (p > pc), whereas the
temperature is below (T < Tc) or above (T > Tc) the critical tempera-
ture, respectively. Depending on the type of injector, several mixing or
shear layers arise, as seen in Fig. 1. At subcritical conditions, primary
and secondary atomization takes place within the mixing layer, leading
to droplet formation. Purely supercritical mixing layers cannot pro-
duce any droplets, since the surface tension approaches zero, leading
to a diffuse interface or diffuse mixing.32,33 Both phenomena are found
in transcritical mixing layers. Droplets and diffuse mixing can be
observed since the critical point is a property of the mixture fraction
resulting in a critical locus, which is both surpassed and undercut
within the mixing layer.34 Whether a subcritical state is obtained in a
transcritical mixing layer depends on the operating pressure and tem-
perature of the fuel and oxidizer. In this work, we aim to investigate a
transcritical mixing layer (inner mixing layer) in the context of a coax-
ial injector.

III. PHYSICAL AND NUMERICAL MODELING

For the analysis of a transcritical mixing layer, we performed
direct numerical simulations applying the compressible conservation
equations for mass [Eq. (1)], momentum [Eq. (2)], and enthalpy [Eq.
(3)]. Additional transport equations for species are included in Eq. (4).
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@q
@t

þ @ quið Þ
@xi

¼ 0; (1)

@ quið Þ
@t

þ @ quiujð Þ
@xj

¼ � @p
@xi

þ @sij
@xj

; (2)

@ qhð Þ
@t

� @p
@t

þ @quih
@xi

¼ ui
@p
@xi

� @qi
@xi

þ sij
@ui
@xj

; (3)

@ qYkð Þ
@t

þ @ quiYkð Þ
@xi

¼ � @jk;i
@xi

; (4)

where q, ui, p, h, and Y are the density, velocity components, pressure,
specific enthalpy, and mass fraction of the species, respectively. qi

indicates the heat flux, and jk;i is the mass flux in direction xi. The
mass fraction Yk is obtained by relating the mass of species k to the
total mass, which is the sum of all masses

Yk ¼ mk

mtot
with k ¼ 1;…;Nk (5)

and mtot ¼
XNk

i¼1

mi: (6)

Nk is the number of used species. Per definition, the mass fractions of
all components sum up to unity. Therefore, only one equation is solved
for the mass fraction, since in this study we are dealing with binary
mixtures (Nk¼ 2) and the seconds component is obtained as follows:

Y2 ¼ 1� Y1: (7)

The viscous stress tensor sij is calculated using Stokes’ hypothesis. The
mass and heat transfer is modeled by Fick’s and Fourier’s laws,
respectively,

jk;i ¼ �qD
@Yk

@xi
; (8)

qi ¼ �k
@T
@xi

þ
XNk

k

hkjk;i: (9)

Here, k is the thermal conductivity, T is the temperature, and hk is the
partial enthalpy of species k. The diffusion coefficient D is assumed to
be species independent and deduced from the heat diffusivity applying
a constant Lewis number of Le¼ 1 (cf. Schmitt et al.35). Applying a
Lewis number of one to Fourier’s law [Eq. (9)] and including Fick’s
law leads to an enthalpy based formulation as follows:

qi ¼ � k
cp

@h
@xi

� @h
@p

����
T;Y

@p
@xi

 !
; (10)

where cp is the specific heat capacity at constant pressure. The contri-
bution of pressure changes to the heat flux is negligible in low Mach
number flows. Thus, the enthalpy based formulation can be approxi-
mated as

qi � � k
cp

@h
@xi

: (11)

In our study, we do not include Soret and Dufour effects, as well as
gravity and heat radiation terms. The DNS simulations were con-
ducted with a pressure-based version of OpenFOAM (see Refs. 18 and
36). The equations are discretized in space with a second order linear
Gaussian scheme. For the time discretization, we employ a second
order implicit backward scheme, which is provided by OpenFOAM by
default. For the simulations, we have chosen a CFL number of 0.4 for
accuracy reasons, which results in time steps of the order of 10�9 s.

A. Single component thermodynamic modeling

An additional equation is needed to relate the pressure to the
density and temperature. We apply the Peng–Robinson (PR)37 cubic
equation of state (EOS). This EOS is able to reproduce the non-linear
fluid behavior arising due to the high pressure environment in the
investigated application. The general form of a cubic EOS is written as

FIG. 1. Sketch of a coaxial injection (top) and a single-hole injector (bottom). The
nozzle is on the left and the combustion chamber is on the right hand side. The
pressure is above the critical pressure (p > pc) for both injector types. The arrows
indicate the direction of the injected fluid. The colors refer to the temperature of the
injected fluid with blue for a temperature below the critical temperature (T < Tc)
and red for a temperature above the critical temperature (T > Tc).
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pðv;TÞ ¼ RT
v � b

� aaðTÞ
v2 þ ubv þ wb2

; (12)

where pressure p is a function of the molar volume v and the tem-
perature T. R is the universal gas constant of 8:314 46 JK�1 mol�1,
a accounts for intermolecular forces, and b is the repulsion parame-
ter or the effective molecular volume. aðTÞ represents the fluid’s
polarity and is a correlation based on the acentric factor x and the
reduced temperature Tr ¼ T=Tc. The subscript c refers to the criti-
cal point. u and w denote EOS constants. All parameters for the
PR cubic EOS are summarized in Table I. For more details, see
Poling et al.1

The transport properties viscosity g and thermal conductivity k
are modeled with correlations given by Chung et al.38 The caloric
properties cv and cp are computed with the departure function formal-
ism.1 Therefore, the reference quantity cp;0 is obtained using NASA
polynomials:

cp;0 ¼ R a1 þ a2T þ a3T
2 þ a4T

3 þ a5T
4

� �
: (13)

The coefficients ai are taken from Burcat et al.39 The specific heat
capacity at constant volume cv is calculated using the universal gas
constant and the reference specific heat at constant pressure
cv;0 ¼ cp;0 �R. Using the reference value cv;0, cv can be calculated
with

cv ¼ �TK
@2aa
@T2

� cv;0: (14)

K is a function of the cubic EOS parameters u, b, and w and reads

K ¼ 1

b
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4w

p ln
2vþ b u� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2 � 4w
p� �

2vþ b uþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2 � 4w

p� �
" #

: (15)

Based on the obtained cv, we can calculate

cp ¼ cv � T
@p
@T

����
v

 !2�
@p
@v

����
T

: (16)

In the following, we analyze the applicability of the PR EOS for
the considered configurations. Two of the three simulations, which
have been performed, feature a chamber pressure of p ¼ 50 bar and
the temperature ranges from 200 to 600K, as presented in detail in

Sec. IV. This results in a reduced pressure of pr ¼ p=pc ¼ 1:18 for
propane. Figure 2 shows the density q and specific heat capacity cp
using PR EOS for propane. The Helmholtz energy equation of state
(GERG-20004, GERG-2008) within the CoolProp library40 serves as a
reference. The thermodynamic modeling is able to reproduce the non-
linear behavior for both quantities and is in good agreement with the
reference data. A deviation from the reference data can be observed for
the density at lower temperatures, as well as for the peak value of cp.
The profiles for nitrogen are not shown, since the pressure of
p ¼ 50 bar corresponds to a reduced pressure of pr ¼ p=pc ¼ 1:47
and the considered temperature range between 200 and 600K result in
an ideal gas behavior.

B. Multicomponent and multiphase mixtures

In propulsion systems, at least two fluids, a fuel and an oxidizer,
are mixed together. In order to obtain fluid properties for a mixture,
we apply a homogeneous-mixture single-fluid model. The concept is
visualized in Fig. 3 inside one computational cell in the framework of a
finite volume discretization. A cell-averaged solution is considered
assuming a negligible slip between the two phases vapor and liquid.
Thus, a reconstruction of the actual interface using a sharp-interface is
not performed, and the surface tension is neglected.

The cubic EOS is adjusted for mixtures of Nk components by
using general mixing rules for the following parameters:

TABLE I. Parameters for the Peng–Robinson EOS37 used in the generalized cubic
EOS in Eq. (12).

Parameter Peng–Robinson

a
0:457 24

R2T2
c

pc

 !
b

0:0778
RTc

pc

� �
u 2
w �1
c 0:374 64þ 1:542 26x� 0:2699x2

aðTÞ ½1þ cð1� ffiffiffiffiffi
Tr

p Þ�2

FIG. 2. Thermodynamic quantities: density q (top) and specific heat capacity cp
(bottom) of propane are presented as a function of the temperature. PR (dashed
line) is compared with the Helmholtz energy equation of state (GERG-2004 and
GERG-2008) taken from the CoolProp library40 (solid line). The figures are gener-
ated using the python package realtpl.41 The pressure is set to p ¼ 50 bar, which
results in a reduced pressure of pr ¼ p=pc ¼ 1:18. The critical temperature of pro-
pane of Tc ¼ 369:9 K is included (blue dashed line).
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aa ¼
XNk

i

XNk

j

zizjaijaij;

b ¼
XNk

i

zibi;

(17)

with the mole fraction zi of component i. The coefficients aij, aij, and bi
are calculated according to Harstad et al.42

aijaij ¼ 0:45724
R2T2

c;ij

p2c;ij
1þ c 1�

ffiffiffiffiffiffiffiffi
T
Tc;ij

s0
@

1
A

2
4

3
52

;

bi ¼ 0:0778
RTc;i

pc;i
;

(18)

including the pseudo-critical values for non-diagonal elements

Zc;ij ¼ 0:5ðZc;i þ Zc;jÞ;
vc;ij ¼ 1

8
½v1=3c;i þ v1=3c;j �3;

xij ¼ 0:5ðxi þ xjÞ;
Tc;ij ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Tc;iTc;j

p ð1� kijÞ;
pc;ij ¼ Zc;ijðRTc;ij=vc;ijÞ:

(19)

Here, kij denotes the binary interaction parameter for the pseudo-
critical mixing rules, which has to be fitted with experimental data. It
has to be noted that all mixing and combining rules are essentially
empirical; thus, only a comparison with experimental data gives infor-
mation about the correctness of the applied methods.1 Based on the
modeling above, the temperature is deduced from the enthalpy and
pressure using the method by Dekker (see Refs. 43 and 44). The calcu-
lated temperature is based on the mixture fluid, which is also referred
to as dense gas approach. In this paper, the obtained temperature is
referred to as frozen temperature Tf. This temperature is only a prod-
uct of the mixture fluid properties and does not include any phase
change phenomena.

A mixture of two components results in a critical locus depending
on the mixture fraction, as mentioned in Sec. II. As a consequence,
subcritical conditions may be present despite supercritical conditions
for each individual component, potentially leading to phase-
separation. At first, we are evaluating in each cell, if the mixture is at a
single-phase or a multi-phase state performing a stability analysis. A
mixture is considered stable if the total Gibbs energy is at its global
minimum (see Michelsen and Mollerup45). The stability analysis is
performed by applying the tangent plane distance (TPD) method by

Michelsen and Mollerup.45 For a mixture withN � 2 components at a
given temperature and pressure, we employ a trial phase composition
w ¼ ½w1;…;wN � and fugacity coefficient /i for component i of a
composition z. The TPD is defined as follows:

TPD wð Þ ¼
XNk

i

wif lnwi þ lnui wð Þ � ln zi � lnui zð Þg: (20)

If TPD � 0, the mixture is stable and the cubic EOS is solved without
a flash calculation. Otherwise, the mixture is in a multi-phase state,
thus within the two-phase region. Then, the vapor–liquid phase equi-
librium (VLE) is calculated solving the isenthalpic-isobaric-iso-compo-
sition flash problem (hpn-flash).18 The resulting temperature is
referred to as adiabatic mixing temperature Tad.

IV. SETUP

In this study, the injector types presented in Sec. II are reduced to
a two-dimensional planar shear layer (no z-direction) in order to focus
on the influence of non-linear thermodynamic effects and phase sepa-
ration due to multicomponent mixing on a transcritical mixing layer.
The geometry is presented in Fig. 4. In the inner 7:5H � 7:5H region,
the flow is resolved down to the smallest scales (see Sec. V), whereas
for the rest of the 50H � 50H domain, a smooth stretching is applied
to prevent an influence of the boundary condition. Only the inner
cyan colored region is used for the analysis of the results. Propane is
entering the domain at the top and nitrogen at the bottom. Both fluids
have a constant velocity in the shape of a block profile, since we put
the focus on the thermodynamics and mixing. No fluctuations are
superimposed. The two fluids are divided by a splitter plate of height
H, which is characteristic for rocket propulsion engines.46 On the right,
top, and bottom, we defined a Neumann boundary condition setting
the gradient to zero. The surface of the splitter plate is modeled as a
no-slip wall.

We are analyzing three operating points, where we change the
temperature or the pressure of each fluid. In order to compare all three

FIG. 3. Homogeneous mixture model inside one computational cell. Resolved
phase interface (left) and homogeneous mixture (right).

FIG. 4. Sketch of the used two-dimensional domain. Propane is entering at the top
and nitrogen at the bottom with a constant velocity. The gap between the two jets is
H, which refers to the splitter plate height. The hatched area is the simulation
domain and the cyan region marks an equidistant cell distribution with DNS resolu-
tion, which is used for the evaluation.
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operating points in a fair manner with each other, we adjusted the
velocities of both fluids obtaining a Reynolds number of Re � 1� 104

for propane and Re � 2� 104 for nitrogen. The Reynolds number Re
is evaluated with

Re ¼ uin �H=�in; (21)

where uin denotes the velocity and �in is the kinematic viscosity at the
inlet. The splitter plate height is used as characteristic length. Figure 5
shows phase diagrams based on the mixture fraction and temperature
at constant pressure. The two-phase region is enclosed by the bubble-
(blue) and dew point (red) lines. By means of the adiabatic mixing
temperature and depending on the overall mole fraction z, a liquid and
vapor phase coexists in equilibrium.

For the first operating point (two-phase! 2P), the temperature
and pressure of propane and nitrogen are set in such a way that the
mixture enters the two-phase region shown in Fig. 5(a). As the nitro-
gen mass fraction increases, Tad crosses the bubble-point line at
zN2 � 0:1; hence, entering the two-phase region, where vapor and liq-
uid are in co-existence. As the amount of nitrogen in the mixture rises,
the vapor fraction increases until the dew point line, where the mixture
consists of 100% vapor and the mixture emerges from the two-phase
region. Thus, this operating point is at a two-phase state for
0:1 < zN2 < 0:9 and at a single-phase state for zN2 < 0:1 and
zN2 > 0:9, respectively.

The second operating point (cut two-phase!C2P) slightly cuts
the two-phase region at the dew point line, resulting in a thin two-
phase region within the mixing layer, shown in Fig. 5(b).

The last operating point (no two-phase!N2P), the temperature
of propane is increased, so that no mixture fraction is found within the
two-phase region, resulting in a pure single-phase mixture [see
Fig. 5(c)]. The parameters of each operating point are summarized in
Table II, and the temperature and pressure of each fluid are included
at the top of each sub-figure in Fig. 5.

Figure 6 shows a phase diagram based on the mixture fraction
and pressure at a constant temperature of 293K for case 2P. Here,
we included experimental data by Marathe and Sandler.47 A good
agreement is observed between the obtained thermodynamic VLE
data using the PR EOS and the experimental data for the dew-point
line, whereas the bubble-point line deviates with increasing pressure.
We used the experimental data in order to optimize the binary inter-
action parameter kij and to reduce the modeling error resulting in
kij;opt � 0:064 using PR EOS for a propane/nitrogen mixture. The
optimization process calculates a bubble-point and dew-point line for
a sample kij, hence the difference between the calculated and experi-
mental VLE data values. This process stops as soon as a threshold of
Dkij < 10�4 between the new and old interaction parameters is
reached. This fitting of the interaction parameter results in an adjust-
ment, especially of the bubble point line, which gets closer to the
experimental results. Consequently, the two-phase region within the
temperature composition extends, especially at the bubble-point line
[see Fig. 5(a)]. The fitted interaction parameter was used for all three
operating points.

In Fig. 7, the phase envelopes are presented for various mixture
fractions in a pressure/temperature diagram. The two-phase area
changes for each mixture fraction. Based on the work by van
Konynenburg et al.,48,49 the mixture phase behavior can be categorized
into six types. For alkanes/nitrogen mixtures, type I and III are

essential. A propane/nitrogen mixture belongs to type III, where no
continuous critical line is found between the critical points of both sin-
gle fluids. It can be observed that the dew point line extends to very
high pressures.

FIG. 5. Phase diagram of binary mixture C3H8/N2 with case 2P in (a), C2P in (b),
and case N2P in (c). The adiabatic mixing temperature (black) is presented together
with the bubble-point line (blue) and the dew-point line (red). Three operation points
are considered with an optimized interaction parameter kij¼ 0.064. Case 2P (a)
includes an interaction parameter of kij¼ 0 (dashed red/blue) and the frozen tem-
perature Tf (dashed line) where no flash calculation is performed.
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V. GRID RESOLUTION

The grid within the DNS zone has approximately 23� 106 equi-
distant cells and extends 7:5H in the streamwise and transverse direc-
tions, respectively.

Based on Kolmogorov theory and homogeneous turbulence, we
approximated the dissipative length scale (see Pope50 and
Unnikrishnan et al.31). Assuming a fluctuation rate of 25% of the veloc-
ity difference between the two fluids Du ¼ uin;N2 � uin;C3H8, we can
define a turbulent Reynolds number

Ret ¼ 0:25DuH=�in: (22)

For case N2P, this results in a turbulent Reynolds number of
Ret;C3H8 ¼ 9668:75 for propane and of Ret;N2 ¼ 3834:4 for nitrogen.
The Kolmogorov length scale g can be calculated using the relation
between the large energy carrying and the dissipative scales
l=g ¼ Re3=4t , where l represents the energy containing length scale nor-
malized with the splitter plate height H. Assuming that the large struc-
tures are of the order of the splitter plate height results in

g � 0:001 03. According to Pope,50 an adequate DNS resolution is
given by DxPope ¼ pg=1:5 � 0:002 15 with p � 3:14.

Since the theoretical deduction for the required resolution is
based on ideal gas incompressible, homogeneous turbulent flows,50 a
grid study has been performed. This is in accordance with the study by
Sharan and Bellan.17 In Table III, the size of the DNS zone and its cor-
responding resolution are listed. Within the DNS region, we prescribe
an equidistant cell distribution. In total, five grid levels (LVL0–LVL4)
are considered, where we interpolated from the coarse grid to the finer.
Our finest grid resolution for LVL4 with Dx=H ¼ 0:001 56 is of the
order of g and slightly smaller than DxPope. We averaged at least over
3ms after reaching a statistically steady state, which is the smallest
averaging time for the finest grid (LVL4) in case N2P. Taking the slow-
est velocity of 3.1m/s for N2P results in 3.1 flow through times for the
DNS zone of 7:5H.

In Fig. 8, the mean and root mean square profiles of the velocity
in the stream- and spanwise direction and also the density are pre-
sented for case N2P. The profiles are normalized with the difference in
velocity and density between both fluids, based on the states at the
inlet. The values are extracted along the centerline starting at the center
of the splitter plate and extending in the streamwise direction x. As it
can be seen, LVL2 and LVL3 results are very close to each other,

TABLE II. Operating conditions for all three cases.

2P C2P N2P

p (bar) 50 60 50
TC3H8 (K) 293 388 393
TN2 (K) 293 293 293
uin;C3H8 (m/s) 6.0 2.7 3.1
uin;N2 (m/s) 15.0 13.0 15
�in;C3H8 (m

2/s) 2:44� 10�7 1:09� 10�7 1:28� 10�7

�in;N2 (m
2/s) 3:11� 10�7 2:63� 10�7 3:11� 10�7

ReC3H8 9849 9892 9690
ReN2 19 291 19 792 19 291

FIG. 6. Phase diagram of binary mixture C3H8/N2 for case 2P with T ¼ 293 K for
both fluids. The pressure composition is compared with experimental data at
T ¼ 290 K (�). z denotes the overall mole fraction, x denotes the liquid, and y
denotes the vapor mole fraction. The binary interaction parameter is optimized using
experimental data by Marathe et al.47 Solid red/blue line refers to kij¼ 0.064, and
dashed red/blue line refers to kij¼ 0.0.

FIG. 7. Phase diagram of binary mixture C3H8/N2. The mixture fraction increases
by 10% from left to right. The bubble-point line is indicated in blue, and the dew-
point line is indicated in red. The vapor–liquid coexistence line for pure nitrogen and
propane is in black.

TABLE III. Grid resolution in the DNS region for the grid study. The grid cells are
cubic and equidistant with Dx ¼ Dy.

Cells in DNS zone Cell size Dx=H Cells over H

LVL0 9� 104 0.025 40
LVL1 3:6� 105 0.0125 80
LVL2 1:44� 106 0.006 25 160
LVL3 5:76� 106 0.003 13 320
LVL4 23:04� 106 0.001 56 640
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indicating a sufficient grid resolution. LVL4 in black has the same
trend as the profiles of LVL2 and LVL3 but needs more time to obtain
smoother profiles. From this grid analysis, we conclude that the
obtained grid resolution of LVL4 with cells of the size of Dx=H
¼ 0:001 56 with a uniform distribution within the DNS region is
sufficient.

VI. RESULTS

In this section, the results obtained on the finest grid level (LVL4)
are presented. General observations are described in Sec. VIA, fol-
lowed by an analysis of the density ratio between the two streams in
Sec. VI B. Furthermore, in Sec. VIC, the vorticity transport is evaluated
for all three operating points. Finally, a comparison between equilib-
rium and frozen hypothesis is performed.

A. General observations

Figure 9 depicts the instantaneous flow field of all three cases.
The cases are presented column-wise, with 2P, C2P, and N2P from left
to right. For the general comparison, we use various quantities, pre-
sented row-wise, with the velocity magnitude (i), the mass fraction of
propane (ii), the temperature (iii), the vapor mass fraction (iv), the
Prandtl number Pr ¼ gcp=k (v), and the compressibility factor (vi).
Propane enters the domain above and nitrogen below the splitter,
which is indicated with a green box in Fig. 9. Behind the splitter plate,

a recirculation zone develops. Due to the relatively high Reynolds
numbers of both streams, a Kelvin–Helmholtz instability is triggered
right away. In the distribution of all three quantities, velocity, propane
mass fraction, and temperature, a roll up of the shear layer is observed.
The roll up is smoother, less disturbed, or fragmented with increasing
temperature of propane, which means from left to right in Fig. 9 or
from 2P to N2P.

Before we further analyze this phenomenon and compare it with
findings from the literature, additional flow parameters for shear layers
are introduced. Various ratios between two streams have been found
to be important in order to describe the shear layer behavior.
Following Jofre and Urzay,34 we employ several ratios, which are sum-
marized in Table IV. This includes the ratio of densities

dq ¼ qC3H8=qN2; (23)

the momentum ratio between the streams

dM ¼ qC3H8u
2
C3H8

� �
= qN2u

2
N2

� �
; (24)

the velocity ratio

du ¼ uC3H8=uN2; (25)

the thermal expansion ratio

da ¼ TC3H8 � TN2ð Þ=TN2; (26)

FIG. 8. Mean velocity (a) and (c) and density (e) together with their mean fluctuations (b), (d), and (f) over the centerline in the streamwise direction for case N2P with
50 bar; TC3H8 ¼ 393 K; TN2 ¼ 293 K. The distance from the splitter plate is normalized with the splitter plate height H. LVL0 (orange solid line), LVL1 (green solid line), LVL2
(red solid line), LVL3 (blue solid line), and LVL4 (solid line). The profiles are normalized with the difference in velocity and density of both fluids.
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and the viscosity ratio

dl ¼ lC3H8=lN2: (27)

It is worth noting that we employ the ratio of the heavier propane,
which is at injection either at a liquid (case 2P) or a supercritical
liquid-like state (other two cases), to the lighter nitrogen, which is at a
supercritical gas-like state at injection for all three cases.

Hoepffner et al.51 investigated shear layers between a liquid
stream, which was static, and a gas stream with a certain velocity.
Analyzing the growth of Kelvin–Helmholtz instabilities in shear layers,
the vertical speed v and the wave size L are proportional to the density
ratio

v /
ffiffiffiffiffiffiffiffiffiffiffi
qg=ql

q
U; (28)

L /
ffiffiffiffiffiffiffiffiffiffiffi
qg=ql

q
Ut; (29)

with velocity U, time t, and the density ratio qg=ql between the gas
and the liquid stream. They observed that two vortex sheets are formed
along Kaden-like spirals for qg=ql ¼ 1. From our performed cases, we
observe that case N2P looks similar to the above-described vortex
shedding of Hoepffner et al.51 In the here presented configurations, qg
to ql correspond to 1=dq, which is 0.46 for case N2P. This is the high-
est value and the closest value to 1 among all three cases. On the other
hand, for lower 1=dq values, as for instance case 2P, the wave grows
slower and a rather fragmented vortex is created. The snapshots in
Fig. 9(i) are in accordance with the observations by Hoepffner et al.51

The vortices are connected by longitudinal hairpin-like structures
[cf. the propane distribution in Fig. 9(ii)]. Also here the hairpin struc-
tures are more perturbed or noisy for 2P than for N2P. Based on the
observed behavior, a central role of the density ratio between the two
streams can be inferred, as presented by Hoepffner et al.51 Similar
observations have also been made by Ningegowda et al.28,52 In their
2D study, n-dodecane was mixing faster with nitrogen when the den-
sity ratio was increased.

Figures 9(iii) and 9(iv) depict the temperature and the vapor
mass fraction distribution. In case 2P, temperature values as low as
254K are reached in the mixing layer compared to the inlet tempera-
tures of 293K for propane and nitrogen. This is related to the equilib-
rium temperature, which decreases within the two-phase dome [see
Fig. 5(a)]. At all locations where the temperature is below 293K, vapor
is observed by means of the vapor mass fraction bM presented in
Fig. 9(iv). The full bandwidth of bM values is found for case 2P where
the two-phase dome is entered crossing the bubble-point line and leav-
ing by crossing the dew-point line from the point of view of nitrogen.
Since the shear layer for 2P is more fragmented more propane is mixed
with nitrogen, a larger area is within the two-phase dome, leading to a
higher total amount of vapor in the domain. Case C2P slightly cuts the
two-phase dome intersecting the dew-point line, resulting in 100%
vapor within the corresponding cells. As a result, a thin layer of vapor
can be observed located along the mixing layer. By design, the case
N2P is not entering the two-phase dome; thus, the figure shows no
vapor content.

The Prandtl number and compressibility factor are shown in
rows (v) and (vi) in Fig. 9. As already mentioned in Sec. III, the chosen
conditions for nitrogen result in ideal gas condition (Z¼ 1) and a
Prandtl number of 0.75. Based on this distribution and conditions, it is

FIG. 9. Velocity magnitude (i), propane mass fraction YC3H8 (ii), temperature (iii),
vapor mass fraction (iv), Prandtl number (v), and compressibility factor (vi) (top to
bottom) distributions are shown within the DNS region. The green line indicates the
splitter plate.

TABLE IV. Density, momentum, velocity, and thermal expansion ratio for the three
cases.

dq dM du da dl

2P 9.22 1.45 0.4 0.0 7.23
C2P 3.37 0.15 0.21 0.32 1.40
N2P 2.20 0.09 0.21 0.34 0.91

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 065141 (2024); doi: 10.1063/5.0211029 36, 065141-9

VC Author(s) 2024

 27 June 2024 13:51:33

pubs.aip.org/aip/phf


not necessary to solve a real-gas EOS for the whole computational
domain. For this reason, tabulated thermodynamic data25,53,54 could
be used to speed up the simulation, since the thermodynamic evalua-
tion including the stability analysis and phase split calculation takes up
to 80% of the computational time.

B. Influence of density ratio

As already mentioned above, the density ratio is a crucial parame-
ter for the shear layer dynamics. For this reason, the density depending
on the mixture fraction is shown in Fig. 10. For cases C2P and N2P,
the density profiles are smooth throughout the mixture, whereas the
two-phase dome is clearly visible in case 2P, where the profile has two
kinks at around zN2 ¼ 0:1 and zN2 ¼ 0:95. The density decreases for
pure propane from case 2P to N2P due to the change of operating con-
ditions. Thus, the densities for pure nitrogen and propane at the inlet
in case N2P are closer to each other. Hence, the density ratio is
reduced, leading to the classical sheet formation as shown in Fig. 9(i)
(right).

The partial densities for nitrogen and propane of case 2P are pre-
sented in Fig. 11, defined as

qN2 ¼ qYN2; (30)

qC3H8 ¼ qð1� YN2Þ: (31)

In both profiles (green line), kinks are visible indicating the two-phase
region. Whereas the density for propane is decreasing with increasing
nitrogen content, the partial density for nitrogen exhibits a maximum
value at the dew-point, followed by a decrease for 0:9 < zN2 < 1:0.
Within the two-phase region, the partial density can be further split
into their vapor and liquid fraction (see Matheis55).

Liquid:

qN2;l ¼ qlYN2;l

with YN2;l ¼ xN2MN2=Ml

and Ml ¼ xN2MN2 þ xC3H8MC3H8:

(32)

Vapor:

qN2;v ¼ qvYN2;v

with YN2;v ¼ yN2MN2=Mv

and Mv ¼ yN2MN2 þ yC3H8MC3H8:

(33)

YN2;l and YN2;v denote the mass fraction of nitrogen in the liquid and
vapor phase, and Mv and Ml are the molar masses of liquid and vapor
phases, respectively. The same holds for the propane contribution. The
partial density emerging from the phase-separation based on Eqs. (32)
and (33) is shown in Fig. 11 in the range of around 0:1 < zN2 < 0:9.
Especially propane exhibits a big difference between the liquid
and vapor density with a ratio range of 19 < jDqC3H8;VLEj < 47
compared to nitrogen of 1:5 < jDqN2;VLEj < 1:7, with jDqVLEj
¼ jqliquid � qvapourj.

The liquid fraction and vapor fraction distributions of propane
are presented in Fig. 12. Histograms are added in Fig. 12 to visualize
the phase splitting, which is based on all cells with bM > 0. The
amount of liquid propane at each location with VLE is nearly the same
for cases 2P and C2P, despite the varying operating conditions [cf. his-
tograms in Fig. 12(i)]. Thus, the fraction of liquid nitrogen, xN2 � 0:1,
is also the same for both cases since xC3H8 þ xN2 ¼ 1. On the other
hand, the vapor composition differs from 2P to C2P. In case 2P, pro-
pane provides 10%–30% of the total vapor content; thus, most of the
vapor is nitrogen, since yC3H8 þ yN2 ¼ 1. For case C2P, the vapor con-
tent is more equally distributed between both fluids compared to 2P
[see histograms in Fig. 12(ii)]. Slightly more propane vapor can be
observed due to the increase in the histogram between
0:6 < yC3H8 < 0:8.

The magnitude of the density gradient for all three cases in
depicted in Fig. 13. The gradient is only large in the contact area
between propane and nitrogen. In this contact area, the density

FIG. 11. The partial densities for case 2P are included in (a) for nitrogen and in (b)
for propane. Red lines represent the vapor, and the blue lines represent the liquid
density. Solid line refers to the overall equilibrium density and the green line to the
equilibrium density of nitrogen (a) and propane (b), respectively.

FIG. 10. Density profiles depending on the mixture fraction zN2. Case 2P (——),
case C2P (– – – –), and case N2P (– - – - –).
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gradient jrqj sharply rises from 0 to 1.0� 108 in 2P. This sharp
contact area where the propane mass fraction goes from 0 to 1 is
resolved with approximately 15 cells in 2P. For the other cases, this
interface area is more diffuse and resolved with approximately 36
cells. This in agreement with the intended thermodynamic states,
where a sharp interface is obtained in the two-phase region (2P) and
a diffuse interface is present for the supercritical case N2P. Similar
observations are also made by Ningegowda et al.,28,52 where the
interface is more diffuse for higher inlet temperatures, thus a pure
supercritical mixture. Furthermore, the gradient is one order magni-
tude higher in case 2P with jrqjmax ¼ 1.0� 108 compared to case
N2P with jrqjmax ¼ 1.7� 107.

C. Analysis of vorticity transport

In the following, we are investigating the distribution of the vor-
ticity vector

xi ¼ r� ui; (34)

which is inspired by the analysis of a 3D transcritical jet by
Koukouvinis et al.25 In 2D, the vorticity vector has only one non-
vanishing component in the z-direction, which is presented in
Fig. 14(i). The fragmentation of velocity in the contact area observed
for case 2P before is supported by a lot of small vortices, visible by
means of xz. Compared to case N2P, where only big vortex cores are

FIG. 12. Liquid fraction (i) and vapor fraction (ii) distribution of propane are shown within the DNS region. The green line indicates the splitter plate. Histograms of the observed
values are presented on the right. All cells with bM > 0 are considered.

FIG. 13. Magnitude of the density gradient for all three cases within the DNS region. The green line indicates the splitter plate.
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present, a range of vortices with different sizes and intensities are pre-
sent for case 2P. Smaller sized vortices are especially present in regions
where vapor is observed.

The evolution of vorticity is given by the following equation:

@x
@t

¼ x 	 rð Þuþ x r 	 uð Þ|fflfflfflfflffl{zfflfflfflfflffl}
xd

þ 1
q2

rq�rp|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
xt

þr� r 	 s
q

� �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

xv

; (35)

FIG. 14. Vorticity xz (i), dilatation of vorticity xz;d (ii), baroclinic torque xz;t (iii), and diffusion due to viscous effects xz;v (iv) (top to bottom). The last three are taken from the
vorticity evolution [Eq. (35)]. The shown area is 1:25H above and below the centerline ð�1:25H < y < 1:25HÞ and 2:5H in the streamwise direction taken downstream from
the splitter plate ð0 < x < 2:5HÞ. The green line indicates the splitter plate.
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where the first term is the vortex stretching describing the stretching
or tilting of vorticity due to the flow velocity gradients. This term is
zero in 2D cases. The second term is the vorticity dilatation xd, which
describes the stretching of vorticity due to flow compressibility. The
third term is the baroclinic torque xt, which accounts for the changes
in the vorticity due to the intersection of density and pressure surfaces.
This term is related to the Rayleigh–Taylor instability. The last term is
the diffusion of vorticity xv due to viscous effects.

The terms of the aforementioned vorticity evolution equation are
presented in Fig. 14. It has to be mentioned that the shown area is
reduced from 7:5H � 7:5H to 2:5H � 2:5H for a more detailed view.
The shear layer is mainly dominated by vorticity dilatation (ii) and
baroclinic torque (iii). Both are linked to the velocity and density ratios
presented in Table IV. Vorticity dilatation is only based on velocity
gradients; hence, the prescribed velocity ratio du is the decisive param-
eter for this term leading to Kelvin–Helmholtz instabilities. On the
other hand, the baroclinic torque is driven by the density gradientrq,
which is dictated by the imposed density ratio dq. Consequently, the
strength of the baroclinic torque follows the density gradient, as shown
in Fig. 13. The intensity and covered area are larger for case 2P com-
pared to C2P and N2P. Vorticity dilatation is dominating, especially in
areas where large vortices are located. Both terms xd and xt are
approximately of the same order. Vorticity diffusion (iv) is several
orders of magnitude smaller, leading to the conclusion that this contri-
bution can be neglected. These observations are in accordance with the
study of a 3D transcritical jet by Koukouvinis et al.25

One has to be aware that performing simulations based on a fully
conservative formulation in a density based solver may suffer from
spurious pressure oscillations,7–9,13,23 as mentioned in Sec. I. As a con-
sequence, local pressure gradients arise, which alter the baroclinic tor-
que. Thus, the increase in the baroclinic torque enhances the mixing
locally, which can distort the results. Since we use a pressure based
solver framework in our study, spurious pressure oscillations are
omitted.

D. Comparison of equilibrium and frozen hypothesis

In this section, we compare the result of case 2P with the same
case conditions, but the phase split calculation is turned off
(2PNF¼ two-phase no flash). This comparison aims to emphasize the
need for a phase-split calculation for the correct prediction of the flow
dynamics. As a consequence, the obtained temperature is referred to as
frozen temperature, which was already shown in the temperature com-
position diagram of case 2P in Fig. 5. Figures 15(a) and 15(b) show the
adiabatic and frozen mixing temperature at a constant pressure of
50 bar and the corresponding data from the DNS simulations by
means of black points. The largest deviation between the adiabatic
mixing temperature and the frozen temperature is for mixtures
between 0:4 < zN2 < 0:9. For these mixtures, the frozen temperature
reaches a minimum temperature of 232K, which is lower compared to
the minimal adiabatic mixing temperature of 257K. Furthermore, the
mixture density without flash calculation is higher than the equilib-
rium mixture density, shown in Fig. 15(c). The spreading of the DNS
data points in case 2PNF stems from higher pressure fluctuations com-
pared to 2P. The absolute difference between both densities jqad � qf j
is presented in Fig. 15(d). It reaches nearly 250 kgm�3 at around
zN2 ¼ 0:325. As a consequence, the local density in case 2PNF is

FIG. 15. Temperature composition diagrams in (a) and (b). The orange lines repre-
sent the equilibrium temperature (2P¼ flash calculation) in (a) and the frozen tem-
perature (2PNF¼ no flash calculation) in (b). The bubble-point line is represented
in blue, and the dew-point line is represented in red color. The equilibrium density
(solid line) and the frozen density (dashed line) are shown in (c). Black dots are
data points from the DNS simulations. The density difference between the frozen
and equilibrium density is presented in (d).
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leading to a higher density gradient, thus, following the previous obser-
vations, to a stronger mixing.

In Fig. 16, snapshots of the absolute velocity (i), propane mass
fraction (ii), temperature (iii), and vorticity (iv) of case 2P and 2PNF
are presented. The contact area between propane and nitrogen is more
wrinkled in case 2PNF compared to case 2P, which supports the con-
clusion made above. This is observed in the distribution of all four
quantities, but especially the vorticity distribution illustrates the differ-
ence between both simulations [see Fig. 16(iv)]. Also the lower temper-
ature (iii), which results from the frozen temperature calculation, is
clearly visibly in the mixing zone between propane and nitrogen [see

Fig. 16(iii)]. In Fig. 17, all three terms of the vorticity transport equa-
tion are compared between cases 2P and 2PNF. Omitting the phase
splitting calculation reduces the dilatation term (i) and the baroclinic
torque (ii) covers more area due to the difference in density. Our
results are showing the opposite behavior compared to the study by
Tudisco and Menon.14 In their investigation, the shear layer is more
distorted when applying VLE. This can be attributed to their modeling
of the transport properties, the species diffusion, and the moderate res-
olution in their simulation. All in all from this comparison, we can
conclude that omitting the flash calculation leads to a different density
and density gradient; thus, this may enhance or attenuate mixing. In
both ways, excluding the VLE may be inaccurate and lead to wrong
conclusions.

VII. CONCLUSION

DNS simulations of a 2D planar shear layer, which refers to a
coaxial injector, have been used to analyze the influence of multicom-
ponent mixing and VLE on the shear layer dynamics. For this purpose,
propane and nitrogen separated by a thin splitter plate have been

FIG. 16. Velocity magnitude (i), propane mass fraction YC3H8 (ii), temperature (iii),
and vorticity distribution (iv) within the DNS region (top to bottom). The green line
indicates the splitter plate. The left column refers to case 2P with flash calculation,
and the right column refers to case 2PNF without flash calculation.

FIG. 17. Terms of the vorticity equation: vorticity dilation (i), baroclinic torque (ii),
and viscous diffusion (iii). The green line indicates the splitter plate. The left column
refers to case 2P with flash calculation, and the right column refers to case 2PNF
without flash calculation. The shown area is 1:25H above and below the centerline
ð�1:25H < y < 1:25HÞ and 2:5H in the streamwise direction taken downstream
from the splitter plate ð0 < x < 2:5HÞ.

Physics of Fluids ARTICLE pubs.aip.org/aip/pof

Phys. Fluids 36, 065141 (2024); doi: 10.1063/5.0211029 36, 065141-14

VC Author(s) 2024

 27 June 2024 13:51:33

pubs.aip.org/aip/phf


mixed. We have conducted the DNS study for three different operating
points, which are defined by the fluids’ temperature and pressure val-
ues, respectively. The first case included VLE (2P), the second con-
tained two-phase phenomena only for a few mixture fractions, and the
third avoided VLE (N2P). Using the obtained flow results, we per-
formed thorough analyses of the flow field, considering the velocity,
temperature, density, and vorticity distribution. Although the pre-
sented 2D DNS study is not able to fully represent the dynamics of tur-
bulence, it is useful to evaluate the influence of different
thermodynamic states on a transcritical shear flow.

In each case, a recirculation zone has developed behind the
splitter plate. The Kelvin–Helmholtz instability leads directly to a roll
up of the shear layer for all three cases. The vortices have been more
fragmented, and the more mixture fluid was in a two-phase state,
which can be related to the higher density gradient between both flu-
ids. Thus, the density gradient is a key parameter defining the behav-
ior of the shear layer dynamics, independent of the VLE
contribution. This is in accordance with single phase shear layers
from the literature.

Additionally, our DNS investigation allowed for detailed insight
into the composition of the phases. We found that the phase composi-
tion differs depending on the crossed two-phase region. The obtained
data might serve as comparison data for future experimental studies.
The analysis of the vorticity transport equation revealed that the vor-
ticity dilation and the baroclinic torque are prevalent, whereas viscous
effects are several orders of magnitude smaller. Similar proportions
have been observed for a transcritical 3D jet in the literature.

Finally, we have used the operating conditions of case 2P and
turned off the phase splitting calculations (2PNF) in order to analyze
the importance of VLE. The comparison between 2P and 2PNF has
revealed a large difference in density up to 250kg m–3. This difference
in density has affected the baroclinic torque, which has led to more
fragmentation with an increased amount of smaller vortices for case
2PNF.

In summary, the velocity and density ratio are responsible for
the vorticity dilation and the baroclinic torque. Thus, these ratios are
controlling the dynamics of the shear layer. Consequently, VLE has
to be considered in order to capture the correct density, which has a
leading role. This DNS study provided detailed insight of transcritical
shear layer flows, which have a higher resolution than any experi-
ment and can be used for the testing and development of low-cost
CFD models.
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