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Preface 
The International Conference on Experimental Fluid Mechanics 
(ICEFM) was conceived by Professor Fenggan Zhuang (1925-2010), 
who was member of the Chinese Academy of Sciences, in order to 
exchange latest results on experimental fluid mechanics beyond national 
boundaries and to report state-of-the-art techniques. The 1st, 2nd, 3rd, 
and 4th conference were held in China (Chengdu, 1991), Italy (Torino, 
1994), Russia (Moscow, 1997), and China (Beijing, 2014), respectively. 
 The proceedings comprise the papers accepted for the presentation 
at the 5th International Conference on Experimental Fluid Mechanics in 
Munich, Germany, from July 2-4, 2018. The objective of this conference 
is to provide a forum for the presentation and discussion of significant 
results to fluid mechanics obtained by means of experimental 
techniques. The papers present the scientific progress of the participating 
research groups in compressed form and provide an overview of their 
scientific activities. The editors thank all authors for their contributions 
to this conference proceedings, presentation and discussion of the results 
at the conference. We would also like to thank the exhibiting companies 
who presented their latest measuring instruments during the conference, 
thus making this conference series considerably more attractive. We 
would also like to take the opportunity to thank everyone who 
contributed to the success of the conference. 
  

Christian J. Kähler 
Rainer Hain 
Sven Scharnowski 
Thomas Fuchs 
Maida Hrnjicevic
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Abstract
We report about the topology and the coherent structures inside the recirculating region of the Laminar
Separation Bubble (LSB) that appear on the suction side of a NACA 0015 hydrofoil at Angles of Attack
AoA = [3◦,10◦] and at chord Reynolds number Re = 1.8× 105. The non-intrusive Temperature Sensitive
Paint (TSP) technique provides the thermal footprints Tw(x,y, t) of the fluid on the model surface, unveiling
three different flow regimes whose complexity in time and space decreases when AoA increases. Tw(x,y, t)
maps are analyzed by applying an optical-flow-based method to extract the relative skin-friction fields; the
obtained τw lines provide a topological description of the flow at the wall. The analysis of the critical
points shows that, with a fair level of generality, the separation region S is composed by a sequence of
manifolds which connect saddle points to converging nodes via the saddles unstable manifolds whereas, in
a complementary way, the reattachment region R is composed by a sequence of manifolds which connect
saddle points to converging nodes via the saddles stable manifolds. This ubiquitous configuration is common
to both the examined AoA and represents an essential portrait of the investigated LSB structure which fully
agrees with 3D separation theory. 2D and 3D disturbances strongly alter this scenario. In the paper we
report about:

• the extraction of the τw vector fields after the application of the optical-flow based algorithm;

• the evolution of the flow topology at separation S at AoA= [3◦,10◦] and reattachment R at AoA= 10◦;

• the effect of weak 2D and 3D disturbances on the topology of the LSB at AoA = 10◦

1 Introduction
Experiments have been carried out in the cavitation tunnel CEIMM at CNR-INM (formerly INSEAN) on
the suction side of a NACA 0015 hydrofoil model by means of Temperature Sensitive Paint (TSP). The in-
vestigations here reported have been conducted at angles of attack AoA = [3◦,10◦] and at Re = 1.8×105. A
region of recirculating flow was identified confined between laminar separation and turbulent reattachment
lines. This region is commonly referred to as Laminar Separation Bubble (LSB) and has been the subject of
many numerical and experimental investigations because of its impact on the efficiency of lifting air/hydro
foils, especially at low Reynolds numbers (see Burgmann and Schröder (2008) and references within). The
non-intrusive TSP approach allows for a description of the flow interaction with the body surface exactly at
the wall avoiding any appreciable flow perturbation or wall property modification (see Tropea et al. (2007)).
The extracted TSP maps (see Liu and Sullivan (2005) for a description of the standard setup) retain a de-
tailed portrait of the footprints of the coherent flow structures that flush against the surface. Under the
hypothesis that the wall heat flux is mainly due to the convective action of the flow, Liu and Woodiga (2011)
proposed a systematic method for extracting skin-friction vector fields from single TSP images grounded
on the asymptotic expression of the energy equation at wall. The skin-friction lines within those vector
fields provide a topological description of the flow at the wall that minimizes the redundancy in describing
the complex interactions of flow structures by addressing the nature of the critical points in the vector field
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(a) CEIMM tunnel (b) TSP coated profile

Figure 1: (a) Water tunnel experimental setup and NACA 0015 hydrofoil model (orange, inside the tunnel),
LED (red) and fast camera (white). Lower left detail reports the NACA 0015 profile with heating structure
(distances in mm). (b) TSP-coated hydrofoil model. Registration markers can be noticed onto the surface.
Reference coordinates given.

itself (see Miozzi et al. (2016)). In other words, their topology provide, via the critical lines and points, a
simplified, essential skeleton which still allows a full understanding of the nature of the flow. In this work
the focus is placed on the topology of the coherent structures that appear in the reverse flow inside the recir-
culating region at different AoA. Following Surana et al. (2006), here the separation line S is identified as
the composition of manifolds at the wall that move from a saddle point (Si) to converging nodes (Ni,Ni+1)
via the saddle unstable manifold. In a complementary way, the reattachment location R is composed of a
sequence of manifolds moving from diverging nodes to saddle points via the saddle stable manifold. Stable
(converging) manifolds of saddle points S mark regions of weakly impinging flow (lower temperature) while
nodes N are separation points of maxima of T ′w. The alteration of this ubiquitous arrangement at AoA = 10◦
by weak 2D and 3D instabilities give rise to more complex, but still readable, topology configurations and
are reported in Sec. 3.

2 Experimental setup
The cavitation tunnel CEIMM consists of a closed-loop water tunnel featuring a 1 : 5.96 contraction nozzle
and a square test section of side B = 600mm. Free-stream turbulence intensity and flow uniformity at the
channel centerline are respectively 0.6% at hydrofoil position (1.5% on average in the test section) and 1%.
The test section is bounded by perspex windows in order to allow optical access from all directions. The
hydrofoil model cross-section is a NACA 0015, chord length C = 120mm and model span width L equal to
test section side B. The model was coated with a temperature-sensitive paint (TSP) to measure the surface
temperature. The development and the properties of the TSP used in this work are described in Ondrus
et al. (2015). The hydrofoil model, as shown in Fig. 1(b), is mounted at the channel centerline by means of
two flanges which can be rotated to set the desired angle of attack. The images were acquired by a CMOS
high-speed camera Photron Fastcam SAX, 1024 square pixels resolution, fitted with a Nikon 50mm focal
length lens with 1.4 maximum aperture and a long-wave pass filter having a 50% transmittance cut-point
at 600 nm wave length. TSP coating excitation light is provided by twelve high-power LEDs, having their
maxima in the wavelength range between 400 nm and 405 nm. Acquisitions were carried out at free-stream
velocity U = 1.5m/s, corresponding to Reynolds number Re = 1.8×105 based on the chord length, and at
angle of attack AoA = 3◦ and 10◦. A sets of 10,916 images was collected with acquisition frequencies of
F = 1kHz. Imaged area for all acquisitions was approximately 135×135 mm2, thus image spatial resolu-
tion was ≈ 0.13mm/pixel. In order to establish a heat flux between the hydrofoil model surface and water,
a temperature gradient has to be artificially created between the model profile and the surrounding fluid. To
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this aim the hydrofoil model was manufactured with three internal circular cavities having different diame-
ters (7, 8 and 7mm, positioned respectively at 20,50 and 80mm from the leading edge, see Fig. 1(a) (detail
at lower left), through which warm water flows. This is supplied by an external thermostatic bath which
keeps the inner-fluid temperature constant at a target value, about 15◦ higher than the free stream tempera-
ture T∞. After reached, the target temperature was kept by the thermostatic bath for a long time (more than
5min) before the experiment started. Then, the short duration of the tests (10s) allows to consider the target
temperature as a constant in that time lapse.
In order to assess whether natural convection plays a role, the Richardson non-dimensional number is cal-
culated as:

Ri = (gβ(Tw−T∞)C)/U2 (1)

which represents the importance of natural convection relative to forced convection with β representing the
volumetric thermal expansion coefficient and Tw the hydrofoil model surface temperature. Typically, it is
assumed that natural convection is negligible for Ri < 0.1. At the tested Reynolds number and angles of
attack Ri < 0.001 holds and consequently natural convection can be reasonably deemed negligible.

2.1 Pre-processing methods
2.1.1 Temperature maps extraction

The acquired images were pre-processed according to the common practice adopted generally when dealing
with TSP acquisitions. A detailed description can be found in Fey et al. (2003) and Capone et al. (2015).
The aim of the procedure is to minimize the effect of non-uniform illumination, uneven coating and non-
homogeneous luminophore concentration in the TSP active layer (Liu and Sullivan (2005)). In the presented
experiments the hydrofoil model underwent a certain amount of displacement due to lift, this causing the
reference and run images to mismatch. An image re-alignment step (image registration) was then necessary
prior to the pixel-wise ratio calculation step. Based on reference markers printed onto the TSP coating,
visible in Fig. 1(b), an affine geometric transformation was thus employed to re-align images. The ratioed
images were converted to thermal maps by using an appropriate calibration curve (Capone et al. (2015)).

2.1.2 Spatial filtering

Although uneven paint coating and nonuniform surface illumination can be significantly reduced by fol-
lowing the procedure described in Sec. 2.1.1, TSP images are still affected by a signification amount of
Gaussian, additive, white noise and a filtering is strongly suggested. With the aim to improve the efficiency
of the classical Gaussian filter, an edge-preserving spatial filtering was developed in order to enhance the
relevant image gradients in TSP images, while removing the background, uncorrelated noise. The proposed
filter is an enhanced version of the classical Gaussian blur: a circular Gaussian kernel is applied to the im-
age where where the luminosity gradients are negligible, whereas a weakly stretched Gaussian kernel in the
direction normal to the gradient itself is applied to the image where it exhibits a spatially coherent gradient,
thus preserving the gradient itself from smoothing (see Miozzi et al. (2018)).

2.1.3 Temporal filtering

Data are filtered in time with a Savitzky-Golay filter. It can be thought as a generalized moving average,
which approximates the underlying function within the moving window by a polynomial of higher order.
The filter was applied to each pixel’s luminosity time series, with a polynomial order of 1 and a span of
2M + 1 = 13, where M is the impulse-response half length Schafer (2011). This corresponds to a nom-
inal normalized cutoff frequency fnc = 0.165 (Schafer (2011)), where the transfer function is 3dB. The
dimensional cutoff frequency of the filtered dataset is fc = 0.5×0.165×1000 = 82.5Hz.

2.2 Relative skin-friction via optical flow analogy
The Taylor expansions of the velocity and temperature fields close to a wall that bounds the flow field allows
one to gain the asymptotic form of the energy equation as

F + τwi

∂Tw

∂Xi
= 0 (2)
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where Tw is the wall temperature, τwi = µ( ∂ui
∂z )w are the skin-friction components and F is a source term

containing the time rate of heat flux, the thermal diffusion and the viscous dissipation contributions (Liu and
Woodiga (2011)). Eq. 2 provides a relation between skin-friction vector, heat flux and temperature gradients
at the wall. It represents a balance between the skin-friction vector projected on the normal vector ∇Tw to an
isotemperature line Tw = const. The skin-fiction vector τw(x,y, t) can be extracted by solving the ill-posed
problem represented by Eq. 2 with an inverse procedure by following a variational approach, to gain the
relative estimation of τw at wall.

2.2.1 Low and high spatial wave-number decomposition for temperature maps visualization

With the aim to provide a more understandable visual description of the fluctuating temperature map T ′w,
a low/high wave-number decomposition is applied to Tw by simply subtracting a Gaussian blurred image
from the original one. The kernel adopted to generate the blurred image has a dimension D twice the larger
structure inside the original image and a standard deviation of D/2.

3 Coherent structures inside LSB
A detail of the high wave-number instantaneous temperature map T ′w at AoA = 10◦ that includes both S
and R is reported in Fig. 2(a), while Fig. 2(b) shows a detail of T ′w at AoA = 3◦ that includes S. Both
maps have overlapped their wall shear stress τw lines with the same topological structure. As a matter of
fact, at both flow conditions one can observe an horizontal strip of higher temperature which separates two
regions having opposite velocities. In correspondence to this warmer strip, saddle points of τw lines are
connected to converging nodes via the saddle points unstable manifolds. The converging nodes are loci
of separation (Délery (2013)) whose temperature is higher than the temperature of the connected saddle
points, because the unstable manifold marks the existence of a weak, impinging, cooler flow (see Miozzi
et al. (2016) for a detailed description). Moreover, the complementary structure of R in Fig. 2(a) can be
described as a set of manifolds which connect diverging nodes to saddle points, via the stable manifolds of
the saddle points. Although less evident than for S, a temperature gap between nodes and saddles is still
observed because diverging nodes are loci of flow impingement and the fresh fluid from outside decrease
their temperature more efficiently than for the saddle points. The configurations here described for both S
and R fullfil the Criteria S2 and R2 reported in Surana et al. (2006) for a separation and reattachment line
respectively. At AoA = 10◦, the spatial arrangement of the LSB allows to define a rigid separation between
the incoming, laminar flow, the reverse flow within the LSB and the turbulent flow after reattachment. This
scenario is intermittently smeared by the raising of 2D and 3D disturbances that alter the structure of the
flow topology, as shown in Fig. 3. The snapshot of T ′w here reported shows a 2D disturbance on the left (left
rectangle on top, left detail bottom), probably due to the temporary collapse of the dead-water region, which
strongly displaces the separation line towards the trailing edge. Simultaneously, an isotropic node appears
(right rectangle on top, right detail on bottom), which marks the raising of a new structure, identifiable as a
toroidal vortex, leading to the impingement of fresh fluid towards the wall.

4 Conclusion
The topological description of the separation region at AoA = 3◦ and 10◦ given in Fig. 2(a), 2(b) and 3
provide a syntesis for the description of the actual separation line S which agrees with the requirements
reported in Criterion S2 in Surana et al. (2006), i.e. it moves from a saddle point and join a stable node
through the unstable saddle manifold. Here we suppose that the requirement of strong S-hyperbolicity of
S can be satisfied because of the continuity of the τ curvature around S itself. It can be noticed that the
same τ topology can be identified from AoA = 3◦ up to AoA = 10◦. Figs. 2(a) and 2(b) report the position
of two saddle points along S connected, through their unstable manifold, to a set of converging nodes via
their unstable manifolds. These manifolds are part of a long, irregular sequence of concatenating C-shaped
elements, whose curvature decreases with increasing AoA. At the same time, Fig. 2(a) reports saddle
points along R connected to diverging nodes which are part of a long, irregular sequence of concatenating
manifolds that define the reattachment location and fulfills the requirements reported in Criterion R2 in
Surana et al. (2006).
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(a) Flow topology at AoA = 10◦ (b) Flow topology at AoA = 3◦

Figure 2: High wave-number component T ′w at AoA = 10◦ (a) and AoA = 3◦ (b). In the reverse flow region,
inside the LSB, the sweep of cold fluid blobs from the outer flow push upstream against the warmer areas
towards the leading edge. The saddle points and nodes which appear in the strip between the two regions
fulfill the Criterion S2 reported in Surana et al. (2006) for a separation line.

Figure 3: High wave-number component T ′w at AoA = 10◦ (top) overlapped with the τw lines (bottom left and
right). The straight behavior of S observed in Fig. 2(a) is smeared by the presence of two weak disturbances,
one close to the saddle point (detail at left bottom) and one at the isotropic node (detail at right, bottom).
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Abstract 

Different kinds of wake/shear layer interactions for low-Reynolds-number flow over multi-element airfoil 

(30P30N) are observed with time-resolved particle image velocimetry (TR-PIV) and hydrogen bubble 

visualization. The Reynolds numbers based on the stowed chord length (Rec) range from 9.3×103 to 

3.05×104. According to the hydrogen bubble visualization, the slat wakes can be divided into two types by 

a critical interval of Reynolds number (1.27×104<Rec<1.38×104). These two kinds of slat wakes could 

interact with the shear layer above the main element in different ways. While Rec is smaller than this 

critical interval, Görtler vortices dominate the slat wake and could induce streaky structures within the 

separated shear layer above the main element. While Rec is larger than this critical interval, spanwise 

vortices and streamwise vortices co-exist in the slat wake. The boundary layer on the main element is 

more receptive to the spanwise vortices in the gap region to generate spanwise “double-secondary 

vortices”. 

 

1 Introduction  

The low-Reynolds-number flows have been explored widely to meet the development of small aerial 

vehicles. However, these investigations mainly focus on single-element airfoils or simplified flat plate 

models. As high-lift configurations, multi-element airfoils have shown satisfactory aerodynamic 

performance at high Reynolds numbers (Rec=106~107) (Van Dam 2002). Unfortunately, these high-lift 

configurations are relevant contributors to the airframe noise. To optimize the aerodynamic performance 

and reduce the aeroacoustics noise, the high-Reynolds-number flow related to multi-element airfoils has 

been investigated extensively. However, the low-Reynolds-number flow over this kind of configuration is 

still an open issue. Progress in this issue could further deepen the understanding of low-Reynolds-number 

flow and finally stimulate the development of small aerial vehicles. The complex geometry of multi-

element airfoil results in the inherent interactions between the wake of one element and the boundary layer 

of the downstream element (Squire 1989). The current work will focus on the interactions between the slat 

wake and the shear layer above the main element at low Reynolds numbers. 

Coherent vortices prevail in the slat wake of both the high-Reynolds-number flows and the low-Reynolds-

number flows. For the high-Reynolds-number flows, the classical particle image velocimetry (PIV) results 

indicated that shed spanwise vortices dominated the slat wake (Jenkins et al. 2004). Meanwhile, the three-

dimensional zonal detached eddy simulation of Deck et al. (2013) hinted the coexistence of streamwise 

vortices and spanwise vortices in the slat wake. For the low-Reynolds-number flows, the absolute 

instability of the laminar slat wake and the acoustic feedback between the slat boundary layer and the 
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trailing-edge noise resulted in the slat wake dominated by shed spanwise vortices in 8.4×104<Rec<2.1×105 

and 2.1×105<Rec<5.9×105, respectively (Makiya et al. 2010). Wang et al. (2018) observed that streamwise 

vortices called Görtler vortices dominated the slat wake at Rec=8320 and α=2~12°. The upper right 

boundary of the separation bubble in the slat cove (virtual curved boundary) could play the role as a real 

curved wall to produce Görtler vortices. 

The coherent vortices in the slat wake could potentially interact with the boundary layer of the main 

element. The interactions between wake vortices and boundary layers have been explored extensively with 

the simplified configuration, which usually contains a circular cylinder to generate wake vortices and a 

flat plate to provide boundary layer. For the case of cylinder in the upstream and above the plate,  previous 

hot-wire measurements and numerical simulations respectively captured the prevalence of spanwise 

secondary vortices (Kyriakides et al. 1999) and streamwise streaky structures (Ovchinnikov et al. 2006) 

within the boundary layer, as the response to cylinder wakes. Different flow structures with similar 

configurations was explored by Pan et al. (2008), it was clearly observed with hydrogen bubble 

visualization that the spanwise secondary vortices were generated inside the boundary layer with an 

“one-to-one” correspondence to wake vortices. These spanwise secondary vortices could evolve into 

hairpin-like vortices and finally contributed to the self-sustained turbulent boundary layer. In order to 

avoid the potential complex leading-edge receptivity in this cylinder-plate configuration, He et al. (2013) 

conducted PIV measurements and hydrogen bubble visualizations for the cylinder downstream of the 

leading edge of the flat plate. Spanwise secondary vortices induced by the wake vortices still existed in 

the boundary layer. Furthermore, the formation of secondary vortices was characterized by an exponential 

growth. The wake disturbances with the frequency of vortex shedding directly penetrated into the 

boundary layer and were amplified by an exponential growth, which finally led to the spanwise secondary 

vortices with the same frequency as the vortex shedding. The growth of low-frequency disturbances inside 

the boundary layer could be attributed to the three-dimensional destabilization of the secondary vortices, 

from spanwise vortices to hairpin-like vortices. Subsequently, He et al. (2016) investigated the evolution 

of Lagrangian coherent structures in the wake-induced boundary layer transition. At the beginning of 

transition, the spanwise wavelength of the deformed secondary vortices agreed with that of the deformed 

wake vortices. This agreement indicated that the three-dimensional instability of the secondary vortices 

was stimulated by the three-dimensional disturbances of the wake. Though progress has been made with 

simplified configurations, the interactions between wake vortices and boundary layers still need further 

explorations, especially in complicated configurations related to engineering practice (as the multi-

element airfoil in the current work). Previous work found that the Görtler vortices in the slat wake could 

interact with the separated shear layer above the main element and induced streaky structures within the 

separated shear layer (Wang et al. 2018). In the current work, more results with Reynolds numbers larger 

than Wang et al. (2018) (from 9.3×103 to 3.05×104) are provided to reveal the effects of Reynolds number 

on the wake/shear layer interactions for flow over multi-element airfoil. 

 

2 Experimental setups  

The multi-element airfoil (30P30N) investigated in the current work is a scaled model of AIAA BANC-II 

Workshop (Choudhari et al. 2012). This airfoil has the same size and installation as the previous work 

with a 150 mm stowed chord length and a 500 mm span (Wang et al. 2018). The definitions of the angle 

of attack and the coordinate system are also the same with the previous work. The experiments are 

conducted in the water tunnel of the Institute of Fluid Mechanics at the Beijing University of Aeronautics 

and Astronautics. The free stream velocities U∞  are varied from 62 mm/s to 204mm/s, resulting in  Rec = 

9.3×103 ~ 3.05×104. The free stream turbulence intensities are less than 0.8% in all the test cases. As the 

previous work done by Wang et al. (2018), α=4° is still the focus of the current work. 
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(a) (b) 

  
(c) (d) 

Figure 1: Sketch of hydrogen bubble visualization. 

Hydrogen bubble flow visualization is conducted to provide the qualitative information of the flow. The 

sketches of experimental set-up for visualization are depicted in figure 1. A hydrogen bubble curtain is 

generated from a horizontal platinum filament upstream of the slat. The horizontal platinum filament can 

be adjusted in the vertical direction to make the curtain respectively strike the forward stagnation point of 

the slat and the main element before passing through the gap region. The setups of figure 1(a) and 1(c) are 

used to visualize the flow structures in the slat wake. The setups of figure 1(b) and 1(d) are used to 

visualize the flow structures above the main element. For the side view measurements (figure 1a,b), two 

vertical laser sheets, generated from two semiconductor continuous lasers (8-W, 532 nm), are co-operated 

to simultaneously illuminate the gap region with complex geometry. The streaky line illuminated by the 

laser sheet is recorded by a CMOS camera. The sampling frequencies of the CMOS camera are varied 

from 100 Hz to 250 Hz with Rec. A CMOS camera combined with a volume illumination is utilized for the 

plane view measurement (figure 1c,d). The sampling frequencies of the CMOS camera are varied from 

100 Hz to 300 Hz with Rec. Two-dimensional time-resolved particle image velocimetry (TR-PIV) is 

utilized to provide the quantitative information of the flow. The setups of the CMOS camera and the laser 

sheets are similar to the side view flow visualization (figure 1a). Hollow glass beads with a median 

diameter of 10 μm are used as tracer particles. The sampling frequencies of the CMOS camera are varied 

from 250 Hz to 800 Hz with Rec. Velocity fields are obtained by the Lucas-Kanade algorithm (Pan et al. 

2015). Both the Multi-grid iteration with window deformation and the sub-pixel interpolation are 

contained in this algorithm to improve the velocity field. The interrogation window sizes of the final pass 

are set to be 32 × 32 pixels with overlaps of 75% in all test cases. 

 

3 Hydrogen bubble visualization results 

For 9.3×103<Rec<1.27×104, no roll-up or vortex shedding related to the slat cusp shear layer is observed in 

the gap region. A typical scenario is shown in figure 2(a). The slat cusp shear layer reattaches to the slat 

trailing edge with a laminar state. The upper right boundary of separation bubble in the slat cove works as 

a stable instantaneous virtual curved boundary to generate Görtler vortices (figure 2b). As a result, Görtler 

vortices dominate the slat wake within this Rec regime. While for 1.38×104<Rec<3.05×104, the roll-up 

resulted from K-H instability occurs to the slat cusp shear layer. A typical scenario is shown in figure 2(c). 

The roll-up is followed by the shed spanwise vortices, which are deformed by the accelerated gap flow to 

form “hairpin-like” vortices in the slat wake (figure 2d). The heads of hairpin-like vortices still possess 

coherence in the spanwise direction (marked by the red line in figure 2d). The legs of hairpin-like vortices 

are visualized as counter-rotating streamwise vortices in figure 2(d) (marked by red boxes). As a result, 

spanwise vortices and streamwise vortices co-exist in the slat wake within this Rec regime. 
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(a) (b) 

  
(c) (d) 

Figure 2: Hydrogen bubble flow visualization of slat wake. (a) side view, Rec=1.27×104; (b) plane view, 

Rec=1.27×104; (c) side view, Rec=1.83×104; (d) plane view, Rec=1.83×104. 

    
(a) (b) 

  
(c) (d) 

Figure 3: Hydrogen bubble flow visualization of the shear layer of main element. (a) side view, 

Rec=1.27×104; (b) plane view, Rec=1.27×104; (c) side view, Rec=1.83×104; (d) plane view, Rec=1.83×104. 

In the cases that Görtler vortices dominate the slat wake (9.3×103<Rec<1.27×104), the leading-edge 

separation of the main element results in the separated shear layer above the main element, followed by 

the spanwise vortex shedding (typical results are shown in figure 3a). Streaky structures are captured in 

the leading-edge separated shear layer (marked by red box in figure 3b). In this Rec regime, the flow 

characteristics above the main element are similar to the previous results at Rec=8.32×103 (Wang et al. 

2018). Spanwise vortex shedding is still captured above the main element when the slat wake is dominated 

by both the spanwise vortices and the streamwise vortices (1.38×104<Rec<3.05×104). The typical scenario 

is shown in figure 3(c). These spanwise vortices are convected downstream along the curved surface of 

the main element and finally suffer from vortex breakdown. Plane view results reveal the good two-

dimensionality of these spanwise vortices (figure 3d). It should be emphasized that there is a small 

10



spanwise vortex (marked in figure 3c) existing between two spanwise vortices with large scales in this Rec 

regime. 

 

3 Particle image velocimetry results 

Compared to the local and qualitative results of the hydrogen bubble visualization, PIV results are 

employed to provide the quantitative information of the whole flow field. Cases at Rec=1.27×104 and 

Rec=1.83×104 are still taken as representative ones to illustrate the effects of different slat wakes on the 

shear layer above the main element. The velocity sequences related to the vortex shedding above the main 

element are extracted for phase identifications (Pan et al. 2013). Finally, the phase-averaged vorticity 

contours are shown in figure 4. For the case that Görtler vortices dominate the slat wake (figure 4a), no 

vortex shedding occurs around the gap region and the blunt slat trailing edge. The shed vortices originated 

from the K-H instability of the leading-edge separated shear layer are convected downstream periodically. 

While for the case that spanwise vortices and streamwise vortices co-exist in the slat wake (figure 4b), one 

shed spanwise vortex within the gap region could induce two spanwise vortices above the main element. 

Therefore, these spanwise vortices above the main element are defined as “double-secondary vortices”. 

 
Figure 4: Vorticity contours of phase-averaged results. (a) Rec=1.27×104; (b) Rec=1.83×104. 

 

4 Conclusion 

Different kinds of wake/shear layer interactions in the low-Reynolds-number flow over multi-element 

airfoil (30P30N) are investigated with time-resolved particle image velocimetry (TR-PIV) and hydrogen 

bubble visualization. A critical interval of Rec from 1.27×104 to 1.38×104 is found where the dominate 

flow structures change. The effects of slat wake on the shear layer above the main element can be divided 

into two types by this critical interval: 

(i). While Rec is smaller than this critical interval, Görtler vortices generated from the virtual curved wall 

dominate the slat wake. These Görtler vortices reside above the separated shear layer of the main 

element and induce streaky structures within this separated shear layer. 

(ii). While Rec is larger than this critical interval, the shed spanwise vortices originating from the K-H 

instability of the slat cusp shear layer prevail in the gap region. These spanwise vortices suffered 

from three-dimensional instability and then are deformed by the accelerated gap flow to form 

“hairpin-like” vortices in the slat wake. As a result, spanwise vortices (heads of hairpin-like vortices) 

and streamwise vortices (legs of hairpin-like vortices) co-exist in the slat wake. The spanwise 

vortices in the gap region could induce novel “double-secondary vortices” in the boundary layer of 

the main element, similar to the wake-induced “secondary vortices” with simplified configurations.  

The present work could promote the research from simplified configurations to complicated 
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configurations related to engineering practice. However, the wake/boundary layer interactions still need to 

be explored for the flow over multi-element airfoil with higher Reynolds numbers (Rec>105). 
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Abstract 

The performance of a sinusoidally plunging flexible wing under three different gust types is investigated in 

a free-surface water channel. A flat plate of AR=8 is used as a gust generator upstream of the wing in subject 

and it pitches and plunges in feathering conditions producing a periodic vortex gust where the transverse 

velocity fluctuations are maximized and streamwise velocity fluctuations are minimized. The gust effect is 

examined on the wing plunging at 1 Hz at an amplitude of a/c=0.1 in a free-stream of Re=10000. Three 

different materials are used for flexible rectangular flat plate wings of AR=4: acetate, lexan and 3D printed 

polymer based. In addition, the experiments are performed with the rigid flat plate and for all the wings in 

absence of gust for a full comparison. 

 

1 Introduction  

Atmospheric fluctuations that aerial vehicles are subject to, might reach critical rates resulting in control 

difficulties. Unmanned air vehicles, which are smaller in size and more agile, are expected to be highly 

effected by those fluctuations (Viswanath and Tafti (2010), Watkins et al. (2006)). These fluctuations or 

gusts are relatively easier to numerically create and control, yet it is experimentally difficult to create a 

controlled and uniform gust. In recent years, the flow control under gusts in general are getting increased 

interest (Jones and Ol (2014a); Irving and Smith (2013)). However, the effects of gust on the flow structures 

around an airfoil and on the unsteady aerodynamic forces and moments are not yet readily known (Jones 

and Ol (2014b)). Recent experiments were carried out by placing two tandem wings in the experimental 

setup and creating gust on the rear wing by oscillating/flapping the fore wing (Neumann and Mai (2013), 

Shao et al. (2010)). These studies focused on the applications of fixed wings and performed in wind tunnels. 

In this study, the gained knowledge from previous experiments on flapping wings (Son and Cetiner (2018), 

flexible flapping wings (Son and Cetiner (2016)) and gust (Kal et al. (2017)) studies are combined and the 

gust effect on flapping flexible wings are examined. A pitching and plunging flat plate is used as a gust 

generator and four different flexible wings are sinusoidally plunged in the wake of the gust generator. Force 

measurements and PIV images are acquired simultaneously to determine the flow structures and loadings 

on the wings. Although gust effects on the rigid wing are known to be minimal (Kal et al. (2017)) for higher 

plunging frequencies compared to gust frequencies, a higher plunging frequency case is deliberately selected 

to enhance the flexibility effects.  

 

2 Experimental Setup  

The experiments are performed in the large scale, free surface water channel located in the Trisonic 

Laboratory of Istanbul Technical University, Faculty of Aeronautics and Astronautics. A flat plate is used 

as the gust generator while flexible and rigid flat plate wings are mounted downstream to study the spanwise 

periodic vortex gusts, all in a cantilevered arrangement inside the water channel. An end plate is used to 

reduce the free surface effects. The gust generator is mounted from its mid-chord position, the plunging flat 

plates from their leading edge. The gust generator flat plate has a chord (c) of 10 cm and span (s) of 40 cm, 

while the wings have c = 10 cm and s = 20 cm. The wings under the effect of gust have a plunging frequency 
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of 1 Hz and plunging amplitude of a/c=0.1. For all cases investigated, the flow speed is set to 0.1 m/s which 

corresponds to Reynolds number of 10000. Both mounting beams for the gust generator and the test models 

are connected to pitch motors able to move with linear tables that allow the plunging motion. The 

experimental arrangement can be seen in Figure 1.   

 

 
Figure 1: Experimental Setup. 

Generated gust characteristics and flapping wing properties are presented in Table 1 and Table 2. All types 

can be considered as spanwise gusts where the streamwise fluctuations are minimized. DPIV (Digital 

Particle Image Velocimetry) technique is used to record flow fields around and in the near wake of the 

plunging airfoil and therefore to analyze the vortical structures and the velocity fields. The flow is 

illuminated by a dual cavity Nd:Yag laser (max. 120mJ/pulse) and the water is seeded with silver coated 

glass spheres with a mean diameter of 10 µm. The velocity fields are obtained using two 10-bit cameras 

with 1600 × 1200 pixels resolution, positioned underneath the water channel. Recorded images are stitched 

using an in house code and then interrogated using a double frame, cross-correlation technique with a 

window size of 32 × 32 pixels and 50% overlapping in each direction. 

Table 1: Selected gust types and their properties. 

Gust 

Type 

Freestream Average 

Velocity 

Before Gust [m/s] 

Freestream Average 

Velocity 

After Gust [m/s] 

Frequency 

[Hz] 

Amplitude 

vampl 

(% of U∞) 

1 0.100 0.131 0.5 90 

2 0.100 0.121 0.25 30 

4 0.100 0.097 0.25 90 

Force and moments acting on the plunging airfoil are measured using a six-component ATI NANO-17 IP68 

Force/Torque (F/T) sensor. The sensor is attached to the vertical cantilevered mounting beam of the test 

model, oriented with its cylindrical z-axis normal to the pitch-plunge plane. The plunge motion of the model, 

as well as the feathering of the gust generator plate, are accomplished with Kollmorgen/Danaher Motion 

servo motors. Motor motion profiles are generated by a signal generator Labview VI (Virtual Instrument) 

for the given amplitude and frequency. The same VI triggered the PIV system at the beginning of the fifth 

motion cycle of the gust generator plate and synchronization is achieved using a National Instruments PCI-

6601 timer device. 

Table 2: Selected wing types and their properties. 

Material Thickness (mm) Flexural stiffness (EI) 

Rigid 5.00 - 

Lexan 0.76 150x10-4 

Printed 0.60 61.12x10-4 

Acetate 0.15 3.21×10-4 
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3 Results 

Lift and drag coefficient variations for the wings under gust are presented in Figure 2. For all wing types, 

the lift coefficient amplitudes are affected by the oncoming gust. While Gust 1 and Gust 2 have a decreasing 

effect on lift coefficient amplitudes, Gust 4 has increased the lift coefficient amplitudes. It should be taken 

into account that the normalization is made on the average flow velocity after gust and the main reason for 

amplitude change is the difference in the average velocities given in Table 1. Gust 1 and Gust 2 speed up 

the freestream value whereas Gust 4 decreases the freestream; consecutively the coefficients are altered 

accordingly. Force phases do not seem to be affected by the gust.  

Drag coefficient variations have similar changes in amplitude with gust compared to the lift coefficient. 

Drag coefficient have double peaks in one period since drag or thrust is produced twice in a flapping period. 

For the rigid wing, the periodicity cannot be tracked easily however, on flexible wings the periodicity of the 

double peaks are evident. 
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Figure 2: CL and CD variations for different wings and gust types. 

-8
-6
-4
-2
0
2
4
6
8

0 1 2 3 4

-0.2

0

0.2

0.4

0 1 2 3 4

-8
-6
-4
-2
0
2
4
6
8

0 1 2 3 4

-0.2

0.2

0.6

1

0 1 2 3 4

-8
-6
-4
-2
0
2
4
6
8

0 1 2 3 4

-0.2

0.3

0.8

1.3

1.8

0 1 2 3 4

-8
-6
-4
-2
0
2
4
6
8

0 1 2 3 4

-0.2

0

0.2

0.4

0 1 2 3 4

15



Time averaged thrust and power input coefficients and efficiencies of different wings under gust are 

presented in Figure 3. In the absence of gust and in terms of thrust coefficient (CT), the rigid wing is 

producing drag, the acetate wing is in the neutral zone and lexan and printed wings are producing thrust. 

Gust 1 and Gust 2 diminishes the thrust production capability of lexan and printed wings, however Gust 4 

results in thrust increase for all flexible wings.  

All wing types have similar power input coefficient (CP) behaviors: CP values decrease from no gust to Gust 

1 cases, slightly increase from Gust 1 to Gust 2 cases and sharply increase from Gust 2 to Gust 4 cases.  

When the efficiencies are interpreted, printed wing has the highest efficiency values among other wings. In 

general and average, gusts do not affect the efficiency of the wing except wings under Gust 1, sometimes 

also under Gust 4 exhibit slightly higher efficiencies.  

 

  

 
Figure 3: CT, CP and efficiency of the wings under different gust types. 

Actually, Figure 2 shows four cycles of plunge motion, however a period of gust for types 2 and 4, two 

periods of gust for type 1 in agreement with the gust frequencies. Although the amplitudes of force 

coefficients are different for each cycle of motion for Gust 2 and Gust 4, they are repeating twice for Gust 

1. This difference will be evident if instantaneous flow structures are studied. Figure 4 shows instantaneous 

vorticity contours from DPIV images; for the sake of brevity, only third, fourth and fifth images will be 

compared for the investigation of the effects of either gust encounter and/or flexibility. To begin with the 

effects of gust encounter, the first 7 rows present the results of the rigid wing in the absence of gust and 

under the effect of Gust 1 and Gust 4. During the first period of Gust 1, the gust front is evident with positive 

vorticity contours approaching the flat plate on the first image at t=0.250s and hitting its leading edge on 

the second image at t=0.375s. The positive vortex suppresses the positive LEV forming at the lower surface 

of the flat plate and promotes the formation of the negative LEV at the upper surface of the flat plate. Due 

to the gust, the negative LEV is strengthened when the flat plate is moving downward and is approximately 

at its mid stroke. On the other hand, during the second period of Gust 1, the gust front is evident with 

negative vorticity contours approaching the flat plate and hitting its leading edge. As oppose to the first 

period of Gust 1, the negative vortex enhances the positive LEV formation at the lower surface of the flat 
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plate and forming a layer of negative vorticity at the lower surface, it causes the shedding of a fully 

developed positive LEV. In the absence of gust, the positive LE formation stops when the plate is at its 

maximum position and cannot be shed after it moves downward; a positive vorticity layer occupies the 

whole lower surface of the flat plate during the first half of its downward motion. Formation of the negative 

 

R
IG

ID
 

No Gust 

 
Gust 1     
1st period 

 
Gust 1    
2nd period 

 
Gust 4     
1st period 

 
Gust 4    
2nd period 

 
Gust 4     
3rd period 

 
Gust 4    
4th period 

 

P
R

IN
TE

D
 

No Gust 

 
Gust 1     
1st period 

 
Gust 1    
2nd period 

 
Gust 4     
1st period 

 
Gust 4    
2nd period 

 
Gust 4     
3rd period 

 
Gust 4    
4th period 

 

Figure 4: Instantaneous vorticity contours for the rigid and printed wings in absence of gust and under the effect of 

Gust 1 and 4. 
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TEV is also suppressed during the second period of the gust; although a counter rotating vortex pair is 

evident in the near-wake region, the strength of both vortices is diminished compared to the case without 

gust. In accordance with the force coefficient variations, as oppose to the effects of Gust 1, there are slight 

differences in vortex formation between different cycles of Gust 4.  

The results of the printed wing in the absence of gust and under the effect of Gust 1 and Gust are shown in 

the last 7 rows of Figure 4. Flow structures occurring at each period of plunge motion during one period of 

gust, either Gust 1 or Gust 4 are similar for rigid and printed wings. The flexibility effect is pronounced at 

the TE and as the separating TEV of the flexible printed wing is stronger than that of the rigid wing, gust 

effect is minimal at the TE compared to the rigid wing.   

4 Conclusion 

There is a contradiction between the gust and the flexibility effects, large gusts have lower frequencies 

compared to plunging frequencies and the flexibility is effective when the trailing edge movement is 

enhanced for high plunging frequencies. Consequently, the effects of flexibility are not changing depending 

on the presence or the type of investigated gusts and vice versa, the effects of investigated gusts are similar 

for rigid and flexible wings.
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Abstract
Wind turbines are exposed to multi-scale flow structures contained in the atmospheric boundary layer that
manifest as a variety of gusts locally acting on the rotor blades. Particularly aerodynamic principles involved
in the interaction of airfoil with three-dimensional unsteady inflows are far from being well understood. On
the other hand, flow formation about airfoils in complex inflows is difficult to analyze since chaotic flow
appearance obscures relevant connections. The present study thus aims at analyzing an airfoil subjected to
a longitudinal and a vertical gust, respectively, by means of the stochastic method called proper orthogonal
decomposition (POD). The underlying time series of velocity fields is captured using stereoscopic particle
image velocimetry. In both fundamentally different inflow cases, POD analysis shows to retrieve information
about total lift evolution from local velocity measurements. Particularly for the vertical gust case, this is
remarkable because three-dimensional inflow variation along the span of the airfoil is present. POD thus
proves to be a valuable method to uncover additional aerodynamic information in complex flows about
airfoils that otherwise remains overlooked.

1 Introduction
Wind turbines are constantly facing the atmospheric boundary layer (ABL) which is characterized by gusts
that induce various aerodynamic situations at the rotor within seconds. Such situations often appear as vi-
brations or dynamic loads at the rotor blades contributing to fatigue of the whole wind turbine (Spinato
et al., 2009). Vertical velocity components in the ABL induce chordwise fluctuations in the local inflow
velocity at the rotor blade. Such longitudinal gusts have non-linear impact on lift generation, particularly at
an angle of attack (AoA) about the stall angle where maximum lift is generated and significant flow sepa-
ration occurs (Granlund et al., 2014). On the other hand, a gust perpendicular to the rotor plane of a wind
turbine locally induces angular variation of inflow at the rotor blade. As a response to rapid changes of
AoA, stall of the rotor blade is delayed resulting in a sequence of overshoot and sudden drop in lift. This
phenomenon, referred to as dynamic stall (Harris and Pruyn, 1968; Liiva, 1969), is considered as one of the
most important sources for dynamic loads at rotor blades of wind turbines. While three-dimensional flow
formation about rotor blades as well as dynamic behavior of lifting surfaces under (quasi-) two-dimensional
inflow conditions are subject of several studies, the aerodynamic response of lifting surfaces to unsteady
three-dimensional inflow raises unsettled issues (Choudhry et al., 2014). Therefore, connections between
three-dimensional dynamic inflow, flow formation about an airfoil and its corresponding aerodynamic be-
havior need to be established. However, realistic inflows resembling properties of the ABL are complex and
difficult to comprehend. As a stochastic method, proper orthogonal decomposition (POD) has proven to
be useful for extracting essential features from measured velocity fields about airfoils (Bernero and Fiedler,
2000; Melius et al., 2016). The present experimental study thus addresses the question whether POD of the
flow about an airfoil subjected to unsteady, three-dimensional inflow is able to uncover relevant aerodynamic
connections. The investigated types of inflow simulate two typical inflow situations for wind turbines in the
ABL: a longitudinal and a transversal gust.
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Figure 1: Schematic representation of two setups, #1 and #2, consisting of: (a) vertically mounted DU 91-
W2-250 profile with aspect ratio AR = s/c = 805 mm/300 mm≈ 2.68, view on suction side, (b) active grid
in vertical axes excitation mode, (c) two SPIV cameras in stereoscopic configuration #1 and #2, (d) multi-
component scale, (e) stepper motors for setting AoA and moving axes of active grid, (f) anti-reflection foil.
In configuration #1 the free stream is measured while configuration #2 captures the flow above the airfoil.

2 Methods
Measurements are performed in a closed-return wind tunnel providing Reynolds numbers with respect to
the airfoil chord length, c, of up to Rec ≤ 1×106 at full optical accessibility, see Figure 1. The airfoil under
investigation is a DU 91-W2-250 wind profile with an aspect ratio of AR = s/c = 805 mm/300 mm≈ 2.68,
where s denotes the span of the airfoil. Streamwise direction corresponds to x, wall-normal direction to y and
spanwise direction to z. The coordinate origin is at the intercept of quarter-chord line of the airfoil and center
line of the wind tunnel. Hence, quarter chord line is at x/c = y/c = 0, which is ∆x/c = 3.68 downstream
of the nozzle of the wind tunnel. Aerodynamic performance is quantified by means of a multi-component
scale resolving total lift up to a sampling frequency of fs = 1 kHz limited to eigenfrequencies of the airfoil
support.

Inflow is modulated by an active grid featuring rhombic flaps mounted on seven horizontal and nine
vertical shafts individually driven by stepper motors. Details about the functionality of the grid are given
in Knebel et al. (2011) and Weitemeyer et al. (2013). The specific grid design allows tailoring inflow in
time and space. First, a longitudinal gust is generated by quasi stationary motion of the flaps modulat-
ing the blockage of the grid. Second, specific sinusoidal motion of the flaps with an excitation frequency
of fex = 5 Hz yields angular fluctuations in temporal and spanwise directions. The temporal periodic-
ity of T = 200 ms follows the excitation frequency while the spatial periodicity in spanwise direction of
∆z/c = 0.36 corresponds to one edgewise flap diameter of the active grid. The maximum phase shift of the
inflow ∆tmax/T = 0.24 is thus observed between the center line and z/c = 0.18, as indicated by the arrows
representing the inflow downstream of the active grid in Figure 1. The longitudinal and vertical gust cases
yield moderate Reynolds numbers of Rec = 0.2×106 and Rec = 0.4×106, respectively.

The free stream as well as the flow along the suction side of the airfoil are visualized by means of
time-resolved stereoscopic particle image velocimetry (SPIV), see configurations #1 and #2 in Figure 1.
A measurement frequency of fs = 694 Hz allows 1822 consecutive snapshots that correspond to a total
measurement time of ttot ≈ 2.6 s. A spatial resolution of 3×10−3c at a sufficient measurement accuracy (i.e.
stereo residue < 0.5 px) and a temporal resolution of at least 10 snapshots while flow is advecting over one
chord length are obtained.

Since flow formation is complex, relevant flow structures are uncovered by applying snapshot proper
orthogonal decomposition (POD) to the velocity fields (Bernero and Fiedler, 2000). Such analysis yields a
set of normalized spatial eigenmodes, Φi, of the total time series representing spatial coherences ordered by
their respective content of energy fluctuations. Each spatial eigenmode is paired with a temporal weighting
coefficient, ai(t). The contribution of a spatial eigenmode to a velocity field at a given time, t, is reflected
by the magnitude of its weighting and can thus be followed in time by the time series of ai(t).
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(a) (b)

Figure 2: Basic inflow representation of longitudinal gust case in (a) and the periodic vertical gust in (b).

3 Results
The objective of this study is to uncover connections between unsteady, three-dimensional flow formation
about an airfoil (locally measured) and resultant total lift generation by means of POD. For this purpose,
the two investigated inflow situations are briefly characterized. According to the Reynolds decomposition,
fluctuations of a quantity are indicated by ′. The inflow angle, φ, as well as the magnitude of velocity
fluctuation, u′, are shown as a function of time, t, normalized by the respective period length, T , for both
inflow cases in Figure 2. The longitudinal and vertical gust cases in Figures 2a and 2b refer to period lengths
of T‖ ≈ 2.6 s = ttot and T⊥ = 0.2 s, respectively.

The longitudinal gust reveals a velocity decrease of ∆u′max/〈u∞〉 ≈ 0.4 which is designed following a real
gust measured in the ABL (not shown here). The gust contains small-scale turbulence shed by the active
grid giving a base line turbulence intensity of Ti < 3 %. This also manifests as rapid angular fluctuations φ.
A low-pass filter with a cutoff frequency of 20 Hz applied to the angular evolution, φ(t), reflects the effect
of spatial filtering caused by the size of the airfoil. Present angular fluctuations with a standard deviation of
σ(φ20Hz)≈ 1.7◦ thus also affect aerodynamics.

The amplitude of the filtered angular fluctuation of the vertical gust is |φ|20Hz,max ≈ 6◦. The associated
frequency of f⊥ = 5 Hz matches the excitation frequency of the active grid. Along with the inflow velocity
u∞, this yields a reduced frequency of fr = π f⊥c/u∞ = 0.15 which corresponds to unsteady aerodynamics
(Leishman, 2016). In terms of aerodynamics, the base line turbulence intensity of the velocity magnitude of
Ti < 3 % is small compared to |φ|max. Please note that the vertical gust case is three-dimensional implying
a spatial periodicity in spanwise direction which is associated with a phase shift of ∆tmax/T = 0.24 between
the center line and z/c = 0.18. Further inflow measurements are not shown here.

Results on the aerodynamic response of the airfoil to a longitudinal gust are presented below. In Figure
3a, the mean velocity field above the airfoil is depicted for a geometric angle of attack of α = 10◦ (mag-
nitude of 3D velocity vector is color-coded). The formation of a small wake region close to the trailing
edge is observed. To extract relevant features from complex flow formation and relate them to aerodynamic
parameters, the time series of velocity fields is analyzed by applying POD based on the velocity fluctua-
tions. An original snap-shot at a given time is thus reconstructed by superposition of the mean velocity field
and the normalized eigenmodes, Φi, weighted by their associated evolution coefficients, ai(t). Contributing
a turbulent kinetic energy of 54 %, the first spatial POD eigenmode represents inflow variations in terms
of velocity magnitude (see Figure 3b). The velocity vectors and color-coded magnitude are depicted nor-
malized. The second eigenmode (see Figure 3c) contains only 4 % of turbulent kinetic energy and reflects
increasing boundary layer instabilities as well as the subsequent stall region. In terms of energy, the result
of the POD analysis suggests velocity magnitude of inflow as the major aerodynamics governing feature.
Indeed, comparing a1(t) from the first temporal eigenmode against evolution of lift, F ′L,tot, as plotted in Fig-
ure 3d, shows convincing correlation between the two quantities. The evolution coefficient neither covers
small-scale fluctuations nor some details of F ′L,tot about the time t/T ≈ 0.5. The latter deviation emerges
along with significant angular fluctuations (cf. Figure 2a) and thus indicates causality. Missing small-scale
fluctuations is considered as expected because the POD is derived from a local SPIV measurement that does
not capture all details of the flow formation along the whole span that culminates in total lift.

The vertical gust case is investigated in the same experimental setup and similarly presented as the
longitudinal one. Relevant results, i.e. the first spatial eigenmode as well as the comparison of the associated
evolution coefficient, a1(t), with the lift force, F ′L,tot, are shown in Figure 4. The formation of a wake region
is captured by Φ1 and contains 56 % of the turbulent kinetic energy, see Figure 4a. By analogy with the
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(a) (b)

(c) (d)

Figure 3: POD of longitudinal gust case consisting of mean velocity field in (a) and the first as well as the
second spatial eigenmodes in (b) and (c), respectively. The fluctuations of lift force are compared with the
evolution coefficient of the first eigenmode in (d).

(a) (b)

Figure 4: Selected results of POD analysis of the vertical gust case. The first spatial eigenmode is shown in
(a). Its associated evolution coefficient is compared against the simultaneous variation in lift force in (b).

first inflow situation, this suggests that the evolution of stall is the major aerodynamics governing feature.
Whether this connection also holds true reveals a comparison of the fluctuations of lift force against the first
POD evolution coefficient in Figure 4b. Over long periods, such as the first three and the last four cycles,
both curves collapse even in details. In some instances, such as fifth and sixth cycle, there are significant
deviations. However, the overall similarity is astonishing with respect to the three-dimensional inflow that
the airfoil is subjected to along its span.

For the sake of completeness, the mean velocity field as well as the second spatial eigenmode of the
vertical gust case are briefly described only. The mean velocity field reveals a slightly larger separation
region than observed in the longitudinal gust case, cf. Figure 3a. The second spatial eigenmode captures
the inflow in terms of angular fluctuations contributing 10 % to the turbulent kinetic energy. This is in
reverse order to the first inflow situation, where inflow variation represents the most energetic part of the
flow formation.

4 Conclusion
The present study targets the analysis of complex inflow situations that induce three-dimensional and un-
steady aerodynamics at airfoils. A POD analysis of SPIV data of the flow above an airfoil is thus assessed
whether results provide valuable insights into the aerodynamic impact of two fundamentally different gusts

22



ICEFM 2018 Munich

that rotor blades of wind turbines typically encounter. In both inflow situations, i.e. a longitudinal gust and a
vertical gust with three-dimensional variation along the airfoil span, POD captures dominant aerodynamics
in terms of lift generation although POD is derived from local measurements whereas lift is an integrated
quantity of the whole airfoil. Particularly considering that the vertical gust contains three-dimensional inflow
variation along the span of the airfoil, these results indicate significant value of POD for in depth analysis
of complex aerodynamic flow situations.

As a next step, these first promising results should be verified using POD in the context of an aerody-
namic phenomenon that is not yet well understood. The vertical gust investigated in this study presents itself
as suitable because it is characterized by a reduced frequency that induces three-dimensional dynamic stall.
As mentioned in the introduction, the formation of three-dimensional dynamic stall leaves many questions
unanswered.

Along with uncovering relevant phenomena in complex aerodynamic flows, obtained results also imply
that a POD has the potential to reduce measuring effort. In some aerodynamic flow situations where three-
dimensional inflow is involved, a combination of SPIV and POD yields additional information about three-
dimensional flow formation based on one local measurement only. Eventually, a POD can be used as a low
order model implemented in efficient engineering tools that wind turbine developers use for the design of
rotor blades.
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Abstract 

When a high speed train approaches a tunnel, a compression wave is formed in the tunnel entry. The 

compression wave propagates in the tunnel at a sonic speed. When it reaches the tunnel exit, the part of it 

is emitted as an impulse wave to the outside and the remainder is reflected into the tunnel as an expansion 

wave. The impulse wave emitted from the exit generates explosive noise and low frequency vibration, and 

causes serious environmental problems such as affecting the crack of private houses and buildings around 

the tunnel. In order to solve these problems, it is important to measure the pressure waves generated in the 

tunnel. In this study, a test bed for the train-tunnel system is constructed, and the characteristics of the 

compression wave propagating in the tunnel is investigated. As the results, the pressure rise due to the 

compression wave in the tunnel increased in proportion to the train speed. 

 

1 Introduction  

When a high speed train approaches a tunnel, the compression wave is formed in the tunnel entry with the 

piston effect of the train. The compression wave propagates in the tunnel at a sonic speed. When it reaches 

the tunnel exit, the part of it is emitted as an impulse wave to the outside and the remainder is reflected 

into the tunnel as an expansion wave. The impulse wave emitted from the exit generates an explosive 

noise and low frequency vibration, and causes serious environmental problems such as affecting the crack 

of private buildings and being discomfort to residents around the tunnel(Kim (1994)).  

As the high-speed railway has recently become spreading, it is expected that the explosive noise will be 

generated at the tunnel exit by adopting a small cross-sectional tunnel and concreted slab track for cost 

reduction and easy maintenance. In order to solve these problems, it is very important to measure the 

characteristics of the compression wave and the impulse wave in the train-tunnel system. 

Hara (1960) derived a formula for predicting the pressure rise in the tunnel by the initial compression 

wave. The pressure rise across the compression wave generated when a train enters a tunnel increases 

approximately as the square of the train speed. Based on the theory of acoustics, Aoki et al. (2000) and 

Baron et al. (2006) derived the relationship between the initial compression wave and the impulse wave at 

the tunnel exit. The peak value of an impulse wave emitted from the tunnel exit is proportional to the 

maximum pressure gradient of the compression wave at the tunnel entry. It was derived to be independent 

of the strength of the compression wave while depends on the length of compression wave. 

In this study, a test bed for the train-tunnel system is constructed, and the characteristics of the initial 

compression wave propagating in the tunnel is investigated. The results of this study will provide 

important basic data for predicting and reducing the peak value of the impulse wave emitted from tunnel 

exit in future. 

 

2 Experimental Methods 
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Field tests are costly and time consuming to investigate the effects of high-speed train speeds and the 

design changes of civil engineering facilities inside and outside the tunnel on the aerodynamic phenomena 

of train-tunnel system. To solve the problems, a reduced model was used. A test bed for high speed train-

tunnel system is shown in Figure 1. The train-tunnel model driving tester can be classified into a launch 

part, a test part, and a braking part depending on the train model speed. The launch part is an air gun type, 

which uses a high pressure air to launch a stopped train model at high speed. The train model launched at 

high pressure accelerates and travels at the target speed in an air dissipation tank. In this study, a high 

speed train-tunnel test bed was constructed with a scale ratio of 1/64.2 for the real tunnel run test of 

Korean railway general test line. 

Figure 2 shows the schematic of train-tunnel model for the high speed test bed. The train model is 

axisymmetric and the tunnel model is rectangular. According to the previous study(Fukuda et al. (2010)), 

the error range within 2 % was obtained in the comparison test of the pressure fluctuation in tunnel 

between 3D real shape and the axisymmetric train models. The direction of the train was controlled by 

applying a 3 mm diameter guide wire to the center of the train model. In order to minimize deflection and 

vibration of the wire while the train model was running, the guide wire was pulled just before the yield 

point. 

The specifications of the real test line and the reduced model are shown in Table 1. The EMU-250 high-

speed trains will be loaded on new routes of 200 km/h and 250 km/h, which were completed in 2017 and 

will be tested for trial operation. The blockage ratio (the cross-sectional area of the train divided by the 

cross-sectional area of the tunnel) used in this study is 0.2165. 

In a high-speed train-tunnel system, aerodynamic phenomena are very complicated unsteady flows, so 

pressure measurement sensors with very high sensitivity are required to accurately measure pressure 

fluctuations over time. In this study, a gauge pressure sensor of ENDEVCO model 8510B-1 from 

MEFFITT Sensing System was used as a piezo-resistive sensor. The pressure sensor has a sensitivity of up 

to 250 mV/psi and has a measurement range of 6,895 Pa (1 psi), which is known to be measurable over a 

relatively wide frequency band including ultra-low frequencies. It has a satisfactory precision in 

measuring pressure fluctuations inside the tunnel. The resolution is 0.5 Pa. In addition, Keyence’s photo 

sensors were applied to accurately measure the speed of the train model. Each photo and pressure sensor is 

connected to the data acquisition device by a signal cable, and all sensors are controlled by the Lab view 

program. Once the train model reaches the first photo sensor, all sensors installed in the train-tunnel model 

are programed to receive 25,000 physical signals at 0.00004 second interval for 1 second. 

Figure 3 shows the locations of the pressure sensor for measuring the pressure fluctuations in the tunnel 

during train model travels. The pressure fluctuations inside the tunnel model were measured at the 

locations of 1,559 mm (corresponding to 100 m), 3,116 mm (200 m) and 4,672 mm (300 m) from the 

tunnel entrance. The pressure fluctuations were also measured at the locations of the equivalent diameter 

Figure 1: High speed train-tunnel test bed. 
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D (125 mm), 3D (374 mm) and 3,116 mm (corresponding to 200m) from the tunnel exit to the inside. The 

train-tunnel model has a rectangular baffle plate of 600mm x 500mm at the entrance and exit. 

In the test bed, the train model launch device is air gun type. High pressure air is injected into the air 

chamber to open the piston valve at the front end of the chamber at a high speed of 0.2 second or less to 

drive the train model. The piston valve always keeps the same opening speed. The launch speed of the 

train model can be adjusted according to the air pressure filled in the air chamber. This air pressure is 

called as the launching pressure. Calibration of the launching pressure and train model speed should be 

performed to drive the train model at the desired speed. The calibration of train model speed versus 

launching pressure is shown in Figure 4. The train model speed is the tunnel entry speed. In this study, all 

the experimental values are the mean values obtained from three repeated experiments at the same train 

speed. 

 
 

Table 1: Specifications of the real test line and the reduced model 

No. Real test line Model(1:64.2) 

Train name EMU-250 

Train cross area 10.89 m
2
 2,642 mm

2
 

Tunnel cross area 50.3 m
2
 12,204 mm

2
 

Blockage ratio 0.2165 

Train length 77.04 m 1,200 mm 

Tunnel length 900 m 14,019 mm 

Figure 2: Schematic of high speed train-tunnel model. 

Figure 3: Various measurement locations for compression wave. 
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3 Results and Discussion 

When a train travels into a tunnel, complicated pressure fluctuations occur inside the tunnel. These 

pressure fluctuations are mainly caused by the interaction between the behavior of the pressure waves 

generated by the train and the traveling train in the tunnel. Figure 5 shows the pressure waveforms 

measured at the pressure measurement points (PT#1~PT#6) when the train model entry speed V is 250 

km/h. The vertical dashed lines in the figure indicate that the train passes through the tunnel. In the figure, 

when the initial compression wave reaches the measurement point of PT#1, a sudden pressure rise occurs, 

then gradually increases to a maximum value and then decreases sharply. This pressure waveform is 

maintained until the measurement point of PT#4, and the waveform changes at the measurement points of 

PT#5 and PT#6. This is because the measurement points of PT#5 and PT#6 are located near the tunnel 

exit, so that the expansion wave reflected from the tunnel exit reaches. In the figure, the pressure 

fluctuation continues even after the train passes through the tunnel. This is due to the reflection of the 

pressure waves at the entrance and exit of tunnel, and it disappears over time. 

Since the impulse wave emitted from the tunnel exit is closely related to the initial compression wave 

form, this study focuses on the initial compression wave in the pressure fluctuations shown in the figure 5. 

The symbols used to analyze the initial compression wave are shown in Figure 6. Figure 6(a) shows the 

pressure waveform and pressure gradient measured at the measurement point of PT#1 when the train entry 

speed is 250km/h. Figure 6(b) is schematic for the initial compression wave of the figure (a). In the figure, 

the point at which the pressure starts to increase from the atmospheric pressure, and the pressure gradient 

becomes almost constant after the sudden pressure rise, that is, the head and tail of the initial compression 

wave are denoted by point a and point c, respectively. Let the pressure ∆pc1 at point c be the strength of 

the initial compression wave, and the time ∆tac from point a to point c be the time it takes for the tail of the 

compression wave to reach after the head of compression wave arrives at the measurement point. Let d be 

the point at which the pressure increases and then decreases after the compression wave, and the pressure 

at that point is ∆pd, and the ∆tad be the time from point a to point d. The b is the point at which the 

pressure gradient becomes maximum at the initial compression wave, and the maximum pressure gradient 

at that point b is (d∆p/dt)max. Let A be the point at which the maximum pressure gradient meets the dashed 

line representing the atmospheric pressure, B be the point that the maximum pressure gradient meets the 

extension of the segment cd, and ∆pB be the pressure at point B. 

Figure 4: Relationship between train model speed and launching pressure. 
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Hara (1960) derived the equation for predicting the pressure rise ∆pc1 by the initial compression wave in 

the tunnel as follows. 

∆𝑝𝑐1 =
1

2
𝛾𝑝1𝑀𝑡

2 [
1−𝜙2

𝜙2+(1−𝜙2)𝑀𝑡−𝑀𝑡
2]    (1) 

Where γ is the specific heat ratio of air, p1 is the atmospheric pressure, Mt is the Mach number of the 

train(≡V/a1, a1 is the sound speed in stationary air), and ϕ is the cross sectional area ratio(≡(A1-A2)/A1, A1 

and A2 are the tunnel and train cross sections). 

Figure 7 shows the initial compression wave strength according to the train entry speed. In the figure, the 

solid line is the theoretical value obtained from the equation of (1), and the symbol is the experimental 

value obtained from the compression waveform measured at the measurement point of PT#1. As the train 

entry speed increases, the compression wave strength also increases. As shown in the figure, the 

experimental and theoretical values of the compression strength agreed well with the train entry speed. 

Train entry Train exit 

Figure 5: Pressure fluctuations in tunnel (V=250km/h). 

Figure 6: Symbols defined for initial compression wave analysis (PT#1, V=250km/h). 

(a) Measurement data of initial compression wave                           (b) Schematic for the figure (a) 
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4 Conclusion 

In this study, pressure measurement was performed inside the tunnel model to investigate the 

characteristics of the initial compression wave generated at the entrance of the tunnel model when the 

train model enters the tunnel model at high speed. The pressure waveforms near the tunnel model exit was 

different from the pressure waveforms at the tunnel model entrance due to the expansion wave reflected 

from the exit surface of the tunnel model. From the results of this study, the compression wave strength 

generated at the entrance of the tunnel also increased as the train model speed increased. 
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Abstract
The flow field on the suction side of an SD7003 airfoil with a chord of c = 0.2m is investigated experimen-
tally at a chord based Reynolds number of 60,000 for angles of attack between 4 and 16 degrees. Highly
turbulent free-stream conditions were achieved by means of passive grids that produced a streamwise tur-
bulent intensity of 10%. Of special interest is the effect of the turbulent integral length scale, which is
investigated for L11 = c/2 and L11 = c. The results show that the high turbulence intensity prevent the for-
mation of laminar separation bubbles in the mean flow. However, instantaneous snapshots reveal separation
bubbles at the leading edge, which occur with a higher probability as the angle of attack is increased. It is
further shown that the high variation in size and shape of the separation bubble has a strong impact on the
evaluated Reynolds stresses. Therefore a classification is introduced to perform statistics on the dataset.

1 Introduction
In recent years, there is a growing interest in low Reynolds number aerodynamics. Small aircrafts, often
referred to as Micro Air Vehicles (MAV), are operated remotely or autonomously at Reynolds numbers
between Re = 50,000 . . .200,000. This regime is significantly lower than the one classically studied since
early pioneers like Ludwig Prandtl (Re> 500,000) and leads to a region of laminar flow on the airfoil surface.
The majority of studies towards low Re aerodynamics focuses on the phenomenon of laminar separation,
which occurs when the turbulence intensity Tu is low. During separation there is a reverse flow regime on
the suction side of the airfoil which leads to significant changes in the lift to drag ratio, see Horton (1969);
Gaster (1969); Ol et al. (2005); Radespiel et al. (2007); Hain et al. (2009); Kurelek et al. (2016); Yarusevych
and Kotsonis (2017). At very low Re the laminar flow on the airfoil stays separated. However, when Re
is increased, transition takes place in the separated shear layer, which leads to flow reattachment and the
formation of a laminar separation bubble (LSB). This process was qualitatively shown to be very sensitive
to initial conditions like acoustic noise or turbulence levels, see Ol et al. (2005); Kurelek and Yarusevych
(2016).

Only a few systematic studies are available that address the influence of free-stream turbulence intensity.
Lengani and Simoni (2015) and Lengani et al. (2017) studied a turbine blade airfoil up to Tu = 5.2% and
applied POD in order to investigate the dynamics of the transition process. Simoni et al. (2017) investigated
a thick flat plate airfoil up to Tu = 2.87% and Istvan and Yarusevych (2017) studied the influence of free-
stream turbulence on a NACA0018 airfoil at four turbulence intensities ranging from Tu = 0.11% to 1.92%
with time resolved PIV and surface pressure measurements. Breuer (2018) investigated the flow over an
SD7003 airfoil numerically for turbulent intensities up to 11.2%.

However, the turbulence intensity experienced during MAV flight can easily reach values larger than
what has been previously investigated in the aforementioned citations. The flow regime close to the earth
surface lies within the atmospheric boundary layer where the influence of friction and local ground conditi-
ons is present; especially in complex urban terrain turbulence intensities can reach values over 50% (Ravi
et al., 2012b). Taking the relative velocity of the flying aircraft into account, Tu values reduce, however still
depending on wind conditions and terrain (Watkins et al., 2006). Replicating Tu reveals a very rough idea of
the actual turbulent spectrum, which is characterized by the energy being distributed over a range of different
scales. The latter can be estimated by the knowledge of the integral length scale L, which was shown to have
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Figure 1: Wind tunnel model of an SD7003 airfoil with a chord of c = 0.2m and aspect ratio of 4.

a significant influence on a flat plate boundary layer (Fransson, 2017; Ravi et al., 2012a). Flying outdoors,
MAVs experience a vast variety of sizes of turbulent structures from very small scales to large gusts with
an expansion of several dozens of meters, which cannot be reproduced in wind tunnel experiments. The
most influential turbulent strucutres are of the order O(L11) = c, which can lead to varying forces along the
airfoil axis and thus to rolling moments which are complicated to control. Statistically small distributed
structures O(L11)<< c tend to cancel out each other along the span and hence are not a significant problem.
Larger structures lead to quasi static changes in the approaching flow and can be easily taken care of by an
(auto-)pilot (Loxton, 2011; Fisher, 2013).

To the knowledge of the authors there is no literature available that address the effect of the integral
length scale on a low Re airfoil, which is the main focus of the present study. The selected turbulent
quantities for the free-stream are Tu = 10% and longitudinal integral length scales of L11 = 0.1m and 0.2m.

2 Experimental Setup
The Atmospheric Wind Tunnel Munich (AWM) is an open circuit Eiffel type wind tunnel with a test section
of 1.85m×1.85m and a length of 22m. As outlined before, the free-stream flow properties are important for
MAV aerodynamics and hence has to be carefully analyzed. Therefore, the streamwise velocity component
was measured by a Dantec 55P15 probe, which was mounted on a traverse system. The hotwire signal was
filtered at 4kHz and then sampled at 8kHz with an M2i.4652 Spectrum digitizer. In an open circuit wind
tunnel, weather effects can disturb the signal on low frequencies and hence a high pass filter was used with
a cut off frequency of fc = 0.1Hz. The baseline case, where no turbulence grids have been applied, showed
a turbulence intensity of Tubaseline = 0.5%.

In wind tunnels, appropriate turbulence can be produced by grids, placed at a certain distance in front of
the measurement location. In principle, both active and passive grids can be used Roach (1987); Larssen and
Devenport (2011). Passive grids are more restricted in the generated length scales but are easier to install
in wind tunnels. They were already used by several authors in order to model atmospheric turbulence (Ravi
et al., 2012a; Loxton, 2011) and hence have been selected for this project. The parameters Tu and L11 were
changed by using different panel widths d and mesh lengths M (Roach, 1987). A general rule is that small
turbulent length scales are produced by grids with small mesh lengths. However, along with M also Tu
decreases. A solution to this limitation was found in using a second grid upstream, which lifts the overall
turbulence to a higher level. With this a turbulent intensity of Tu = 10% was reached with integral length
scales of L11 = 0.1m and 0.2m, respectively.

The investigated SD7003 airfoil was manufactured from aluminum with a chord length of c = 0.2m and
an aspect ratio of 4. In order to minimize 3D effects, circular end plates with a diameter of 4c were mounted
on each side, which is in agreement with Boutilier and Yarusevych (2012) who found that a diameter of
2.25c sufficiently suppresses 3D effects over a NACA0018 airfoil. One end plate was manufactured from
glass in order to provide optical access to the airfoil for PIV measurements (s. Fig. 1).

The flow on the airfoil was measured by means of planar PIV (2D2C). In order to provide an overview,
the suction side of the airfoil was completely captured by two PCO sCMOS cameras staggered along the
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Table 1: PIV set-up parameters.
Parameter baseline flow turbulent flow turbulent flow at

leading edge

Light sheet thickness, mm 2 2 2
Sensor resolution, px 2 · (2560×2160) 2 · (2560×2160) 2560×2160
Field of view (combined), mm×mm 230×98 250×107 43×37
∆t, µs 120 90 30
Number of images 2000 3000 2000
Interrogation window, px 16 16 16
Overlap, % 50 50 75
Magnification, mm/px 0.047 0.050 0.017
Vector spacing, mm 0.379 0.399 0.068

(a) Baseline flow with Tu = 0.5% (b) Turbulent free-stream conditions (Tu = 10%, L11 = 0.1m)

Figure 2: Mean flow field at an angle of attack of α = 8◦.

centerline at a Reynolds number of 60,000 and two angles of attack (4◦ and 8◦). This setup was used for
both the baseline flow and under elevated levels of turbulence. Detailed measurements under turbulent free-
stream conditions were recorded by a single PCO sCMOS camera up to α = 16◦. This setup used a higher
magnification and hence the field of view decreased to x/c = 0 . . .0.18 in streamwise direction. Details
regarding the PIV parameters are provided in Table 1.

3 Results
The effect of elevated Tu on the flow field of the SD7003 airfoil is demonstrated by the contours in Fig. 2.
The mean flow field for L11 = 0.2m and α = 8◦ is shown on the right. In comparison to the baseline case
in Fig. 2(a) it is particularly noticeable that there is no LSB. The same holds for the flow with L11 = 0.2m
as well as for both angles of attack which were investigated, though not explicitly shown here. Just recently
Istvan and Yarusevych (2017) have investigated a NACA0018 airfoil at turbulence intensities between 0.1%
and 1.92% and found that the mean bubble size decreases with increasing turbulence intensity, which is in
agreement with the observations by Ol et al. (2005) and Olson et al. (2013). Breuer (2018) conducted LES
with a synthetic turbulence inflow generator on the SD7003 airfoil and found that the LSB vanished for
Tu > 5.6%, when the mean flow field is considered. Hence the current recordings either prove that there is
no laminar separation in the mean flow or the PIV recordings were not able to resolve the flow separation
events in the boundary layer. This is also supported by pressure measurements as demonstrated by Herbst
et al. (2018).

In order to achieve a higher resolution in the boundary layer the magnification of the PIV setup was
roughly doubled as given in Table 1. With this setup angles of attack between 4◦ and 16◦ were observed.
Representative snapshots of these measurements are given in Fig. 3. The figure reveals that there are in-
stantaneous flow fields with separated shear layers. The observed flow structures in the boundary layer vary
from a completely attached boundary layer in (a) to widely separated structures in (c). The snapshot shown
in (b) looks very similar to a laminar separation bubble with transition to turbulence close to the rear part of
the separated region.

As demonstrated in Fig. 5 there is a broad distribution of different sizes of separated areas, which are de-
tected via a threshold on the streamwise velocity component. Three different thresholds for the binarization
of the snapshots are compared, which do not show significant deviations, so that u < 0.05u∞ was selected
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Figure 3: Independent snapshots of the boundary layer for showing different patterns in direct vicinity to
the leading edge.

Figure 4: Streamwise Reynolds stresses u′u′ for α = 8◦ (left) and 11◦ (right).

for the further analysis. The broad distribution leads to variations in the velocity field and high Reynolds
stresses, respectively. However, the high u′u′ values shown in Fig. 4 do not represent actual turbulence but
rather are a consequence of the large-scale variations in the turbulent inflow.

Therefore additional data classification is needed before computing statistics. One feature for such a
classification is the instantaneous angle of attack as discussed by Herbst et al. (2018). However, history
effects are a big disadvantage of this kind of feature. Another possibility is to classify the velocity fields
by means of the size of the separated region as already stated above. After visual inspection of Fig. 3 three
classes are introduced in order to categorize the boundary layer, which are exemplarily represented by the
subfigures (a) to (c). The PDF shows that most of the snapshots exhibit a very small area of slow streamwise
velocity. Those are selected by a low-pass with a cutoff at A/c2 < 10−4. The second class, where a separation
bubble is present, needs to be isolated by a threshold. Two different upper cutoff values are compared, which
are 10−4 < A/c2 < 6 ·10−4 and 10−4 < A/c2 < 18 ·10−4. The class with relatively large separated areas is
selected by a high-pass with a cutoff at 30 ·10−4 < A/c2.

The percentage of snapshots within the proposed classes is given as a probability in Fig. 6, based on
2000 images per data set. It is shown that the angle of attack has a big impact on the boundary layer close to
the leading edge. With rising α the probability of flow separation increases. At α = 4◦ almost all snapshots
are sorted into the first class, which represents a fully attached boundary layer. Hence the probability of flow
separation is close to zero. At α = 16◦ the probability of the first class drops to 5%, which is equivalent with
a probability of flow separation of around 95%. Angles of attack of α = 8◦ . . .11◦ significantly promote
the formation of small separated regions at a cost of fewer cases with a fully attached boundary layer. The
probability for those separation bubbles shows a maximum and then drops since an increased α results in
larger areas of separated flow, eventually leading to stall. As a broader threshold leads to more images
in the particular case the plotted probability is slightly increased. Though, the overall characteristics are
consistent. A larger integral length scale promotes the separation at all angles of attack. It is notable that at
smaller angles of attack especially the formation of small separated areas is advanced.

The contours of the separated flow in Fig. 3 show similarities to laminar separation bubbles. Through
visual inspection, the shear layer appears laminar before transition takes place with reattachment in the
turbulent regime. Ol et al. (2005) use a threshold on the Reynolds shear stresses to define the location of
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Figure 5: Probability density functions
of the non-dimensional area of the se-
parated region close to the leading edge
at L11 = 0.1m and an angle of attack of
α = 11◦.

Figure 6: Probability of the occurrence of an area
where u < 0.05u∞, which is used as a threshold for
defining separated regions in the flow on the suction
side close to the leading edge.

Figure 7: Streamwise Reynolds stresses u′u′ after classification together with plotted contours of u′v′ =
−0.001 at inflow conditions of L11 = 0.1m and α = 8◦.

transition xtr where −u′v′ reaches a value of 0.001 the first time. The corresponding contour is shown along
with streamwise Reynolds stresses in Fig. 7 and indicates that the high u′u′ at x/c ≤ 0.4 are not caused
by a turbulent boundary layer. Rather, they are the result of the high fluctuations in the oncoming flow,
which interact with the evolving boundary layer and cause variations in the instantaneous angle of attack.
This is supported by the snapshots in Fig. 8. Although the variations in the shape of the separated region
were limited (2 ·10−4 < A/c2 < 6 ·10−4), there are significant differences, which are responsible for the
high streamwise Reynolds stresses. For larger thresholds on A/c2 the variations tend to move away from the
airfoil while close to the surface a region of constant flow conditions develop below the separated shear layer.
The averaged flow field of the streamwise velocity is given along with contours of the transition criterion in
Fig. 9. The limited number of snapshots in the respective classes prevent a smooth contour, which makes
quantitative analysis of the transition difficult. The overall characteristics, however, show good agreement
with the baseline case, which is given in Fig. 9(d). Hence the classified flow fields prove that the separated
regions in the various snapshots show instantaneous laminar separation bubbles.

4 Conclusion
The influence of large-scale free-stream turbulence on an SD7003 airfoil was examined for angles of attack
between 4◦ and 16◦ at a Reynolds number of 60,000. Planar PIV (2D2C) was used to measure the flow field
on the suction side of the airfoil.

Results show that there is no long separation bubble in the mean flow at angles of attack of 4◦ and 8◦
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Figure 8: Instantaneous PIV Snapshots in turbulent free-stream conditions with 2 ·10−4 < A/c2 < 6 ·10−4

at L11 = 0.1m and α = 8◦.

Figure 9: Reynolds stresses u′u′ after classification together with plotted contours of u′v′ = −0.001 for
L11 = 0.1m (a-c) and the baseline case (d) at α = 8◦.
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when Tu is increased up to 10 percent. This is in agreement with recent numerical and experimental studies,
which revealed that the LSB shrinks in size with increased turbulence intensities and eventually vanishes.

It is discussed that with large-scale turbulence there is a systematic effect of outer flow variations, which
alters the boundary layer development. This can be attributed to large-scale disturbances. As a result, high
turbulence levels appear in statistics when using standard methods for evaluating Reynolds stresses.

Measurements with a larger magnification close to the leading edge reveal the existence of instantaneous
flow separation even at high levels of free-stream turbulence. A classification based on the size of the sepa-
rated region showed that there is a certain probability of flow reattachment. Averaging on the classified data
shows streamwise velocity contours, which are similar to laminar separation bubbles. Reynolds shear stres-
ses showed good qualitative agreement with the baseline case in terms of the transition location. Therefore
we can conclude that LSBs can still develop, when the level of free-stream turbulence intensity is raised.
However, they do not occur permanently. Statistics show that the probability for this kind of boundary layer
behavior depends on the angle of attack and the free-stream turbulence. An increased integral length scale
raises the probability of short separation bubbles close to the leading edge. This might explain why LSBs
are often not detected in time-averaged flow fields when Tu has been increased.
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Abstract
Experiments were conducted to investigate condensation in a convective moist airflow in a vertical duct with
one cooled wall. Based on temperature and moisture measurements the heat and mass transfer were deter-
mined by means of the thermal balance for fixed temperature differences between inflow, wall and dew point
temperatures for Re = 2000,4000,8000 in a range of wall temperatures Twall = 1− 10 ◦C. By comparing
results obtained in moist airflow with condensation and dry airflow under similar conditions, the impact of
the latent heat transfer on the global heat transfer is investigated. While the mass transfer revealed no signif-
icant temperature dependence, the condensation heat transfer showed an increase for elevated temperatures.
The release of latent heat signficantly changed the heat transfer mechanism due to the release of heat of
evaporation and the layer of condensate on the cooled wall.

1 Introduction
Condensation in convective airflows occurs in many technical applications, often with undesirable conse-
quences. For instance, water condensating in the gap between the fuselage and the cabin wall of an aircraft
accumulates in the insulation packages, where it decreases the insulation effect, increases the aircraft’s
weight and enhances corrosion (Zhang et al. (2012)). Moreover, condensation is a potential danger for road
traffic, as the mist on the windscreen affects the driver’s visibility (Bopp and Peter (2006)).

Fig. 1 Sketch of the thermal balance in an adiabatic
channel

A fundamental view on the condensation
phenomena occuring on a cooled wall is given
by the Nusselt theory for filmwise condensa-
tion. It is applied to calculate the heat trans-
fer coefficient as a function of film thickness
(Nusselt (1916)). The theory is based on the
assumption of a static pure steam with an ide-
alised, laminar water film. There are exten-
sions for the theory considering the effects in
flowing steam (Nusselt (1916)), steam with
non-condensable gas fractions (Hijikata et al.
(1984)) and turbulent condensate film flow
(Park et al. (1996)).

It is the objective of this study to extend the
Nusselt theory for mixed convection of moist
air. Observations have shown that the assump-
tion of a continous condensate film has to be
dropped in favour of small droplets (Westhoff
(2017)). This results in a change of the ra-
tio of convective to conductive heat transport.
With the aim to extend Nusselt’s model, we
investigate the scaling of sensible and latent
heat transfer as well as the corresponding mass
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transfer due to phase transition. For the present study, the scaling of the heat and mass transfer for varying
inflow temperatures is evaluated, while the temperature difference between the inlet and the wall temperature
and the difference between the dew point and the wall temperature are kept constant.

H
um

id
ifi

er

D
ry

er

rH V

rH

Ti

Tw

To
W

Loutlet

Ltest

Linlet

H

z y
x

Fig. 2 Block diagram of the vertical duct
with conditioning setup

To calculate the heat transfer, a thermal balance
based on an adiabatic channel is introduced as illustrated
in Figure 1:

Q̇in−out = Q̇w + Q̇pt + Q̇amb (1)

With the heat fluxes being defined as:

Q̇in−out = cpṁair(Tin−Tout) (2)

Q̇w = ᾱwAw(Tm−Tw) (3)
Q̇amb = Aswksw(Tm−Tamb) (4)

Q̇pt = ṁpthv (5)

A duct with a high aspect ratio is considered in order
to keep the influence of the sidewalls on the flow as
small as possible. In Equation 2 Q̇in−out describes the
sensible heat transferred from the fluid to the duct with
cp being the heat capacity, ṁair the air mass flow and
(Tin−Tout) the difference between inlet and outlet tem-
peratures. Equation 3 describes the heat transfer through
the cooled wall Q̇w, where αw is the combined wall heat
transfer coefficient, Aw is the cooled wall surface area
and (Tm−Tw) is the difference between mean tempera-
ture and cooled wall temperature. Q̇amb in Equation 4 de-
notes the heat loss through the sidewall with an ambient
heat transfer coefficient ksw estimated using the Dittus-
Boelter relation (Whitaker (1972)), Asw as the sidewall
surface area and (Tm−Tamb) the difference between the
mean and the ambient temperature. Q̇pt is the latent heat,
which is equivalent to the amount of condensate (Equa-
tion 5) with the condensate mass flow ṁpt and the phase
transition enthalpy hv. To calculate Q̇w and Q̇amb the
mean temperature Tm is required as well as a mean heat transfer coefficient αw. To work out the mean
temperature and heat transfer coefficient, a temperature profile is derived from the thermal balance in Equa-
tion 1:

dT
dx

=
(αwAw(T (x)−Tw)+ ṁpthv +Aswksw(T (x)−Tamb))

cpṁair
(6)

With an initial guess for the mean temperature the equation is solved with an iteration algorithm. This
way, the heat transfer coefficient is calculated to fit with the measured outlet temperature and temperature
T (x) averaged over the cross-section can be used to determine the mean temperature Tm for the whole duct.

Tm =
1
L

∫
T (x)dx (7)

2 Experimental Setup
The measurements are conducted in a vertical duct with an isothermal cooling plate and nearly adiabatic
conditions on all other walls (Figure 2). The duct consists of an inlet section to guarantee a well-defined,
homogenous inflow and a test and outlet section to ensure an undisturbed flow in the test section. The test
section has a length of Ltest = 2.05 m, a width of W = 0.533 m and a height of H = 0.05 m with an aspect
ratio of 10.66:1. The temperatures are recorded with resistance thermometers located in the cooling plate,
in the ambient air and in the inlet and outlet sections. The dew points are measured with capacitive humidity
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Table 1 Parameter overview for constant ∆Tin−w = 26.5K, ∆Td p−w = 10K, Pr = 0.75, Ja = 9.33× 10−3

and Fr = 0.97

Reynolds number V̇air[l s−1] Tin [◦C] Tw [◦C] Td p [◦C]

2000 9.375
27.5 to 35.5 1 to 9 11 to 194000 18.75

8000 37.5

sensors and the air mass flow by means of a venturi tube. Based on the measurement data and the thermal
balance described in Section 1, the heat fluxes and the mean temperature are determined.

The system is characterised by the Reynolds number Re = (Udhydr)/ν, Nusselt number Nu = (q̇L)/(λair∆T ),
Sherwood number Sh = (Upt H)/D, Prandtl number Pr = (ηcp)/λair, Froude number Fr = U/

√
g′L and Jakob

number Ja = (cp∆Tm−w)/hv. Here, U = V̇air/AHB denotes the average velocity as the ratio of airflow V̇air to
duct cross section AHB, dhydr the hydraulic diameter of the duct, ν the kinematic viscosity, q̇ the heat flux,
Upt = V̇pt/Apt the condensation speed as ratio of condensate volume V̇pt to condensation area Apt , D the
diffusion coefficient for moist air, λair the thermal conductivity, ∆T = Tin−Tout the characteristic temper-
ature difference between inlet and outlet temperature, η the dynamic viscosity, cp the heat capacity, g′ the
bouyancy-corrected gravity and hv the heat of evaporation.
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Fig. 3 Temperature dependence of Sherwood
(blue) and condensation Nusselt number (red) at
Re = 4000

To describe the lateral heat transfer in air,
a second Nusselt number is defined as the ratio
of condensate heat transfer to conductive heat
transfer Nupt = (q̇pt H)/(λair∆T(m−w)) with the dif-
ference between the mean air temperature and
the cooled wall temperature.

To identify the scaling of heat and mass
transfer, the Nusselt number and Sherwood
number are recorded as a function of different
absolute temperatures at the inlet Tin, the cooled
wall Tw and the dew point Td p. A parameter
study is performed for cooled wall temperatures
in the range of 1 ◦C to 10 ◦C at three Reynolds
numbers Re = 2000/4000/8000, ∆Tin−w =
26.5K, ∆Td p−w = 10K, Pr = 0.75, Ja = 9.33×
10−3 and Fr = 0.97 (see Table 1). In addition,
measurements with dry air and thus without
phase transition are performed for Re = 4000 in
order to identify the impact of the latent heat on
the global heat transfer. All experiments are per-
formed under steady-state conditions for at least
3 h to achieve a thermal equilibrium

3 Temperature Dependence of Nusselt and Sherwood Numbers
Figure 3 shows the Sherwood numbers (blue) and condensation Nusselt numbers (red) plotted as a func-
tion of the mean temperature Tm for Re = 4000. The linear regression slope of −0.03 K−1 displays that
the Sherwood number is almost temperature independent. This independency indicates that the increasing
vapour mass transfer due to phase transition on the cooled surface and the corresponding mass transfer due
to diffusion from the bulk into the boundary above the cooled surface are of the same magnitude.

Analogously, the relative condensate mass ṁpt/ṁwater with ṁwater being the total water content of the
moist air, is constant. This reveales no dependency on the temperature for the mass transfer mechanisms.
On this basis we expect that for this Reynolds number the Sherwood number is predominantly affected
by the temperature differences, as it is the driving force for the condensation mass transfer. In contrast
to the Sherwood number, the condensation Nusselt number, representing the lateral heat transfer through
condensation, increases with increasing temperatures with a slope of 0.28 K−1. This is a direct result of
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the rise in heat of evaporation due to the higher condensate mass mpt at elevated mean temperatures Tmean.
With higher water content, the latent heat transfer becomes more important than the change in sensible heat
transfer, as the increase in heat of evaporation exceeds the increase of the heat conductivity of air.
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Fig. 4 Temperature dependence of Sherwood
(blue) and condensation Nusselt number (red) at
Re = 2000

At a lower Reynolds number of Re = 2000,
a decrease of the Sherwood number is ob-
served for higher temperatures with a slope of
−0.123 K−1 (Figure 4). This indicates that
the influence of diffusive mass transfer at this
Reynolds number is larger at higher temper-
atures. A possible explanation for this ob-
servation is a laminar flow. The condensa-
tion Nusselt number is slightly higher than
for the case Re = 4000, which is consis-
tent with an expected lower heat conduction
in the assumed laminar flow. The compar-
ison to the higher Reynolds number further
reveals a slightly higher slope of 0.233 K−1,
which can be attributed to the increased influ-
ence of the diffusive mass transfer. In princi-
ple, lower fluid temperatures are observed for
lower velocities due to the increased heat trans-
fer, which is the result of a longer dwell time.
At Re = 8000, where the flow is assumed to be
fully turbulent, the higher Sherwood number reflects that the convective mass transfer dominates over the
diffusive mass transfer (see Figure 5). Additionally, the Sherwood number increases with increasing mean
temperatures with a regression slope of 0.09 K−1. The latent heat transfer increases for higher velocity and
the dependency on the mean temperature becomes more significant, indicated by the regression slope of
0.53 K−1. This effect can be explained by the increased level of turbulence, which enhances mixing. As a
consequence, the mass transport of vapour into the boundary layer above the cooled surface is enhanced.
The results is the increased mass transfer due to phase transition. Contrary to the lower Re case, the mean
temperatures are higher due to shorter dwell times.

4 Impact of Latent Heat Release on the Heat Transfer
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Fig. 5 Temperature dependence of Sherwood
(blue) and condensation Nusselt number (red) at
Re = 8000

To evaluate the impact of the latent heat,
the results for moist air and dry air at
Re = 4000 are compared. Figure 6 shows
the dimensionless temperature profiles T ′x =
(Tx−Tout)/(Tin−Tout) over the dimensionless duct
length L′ = Lx/(Rehydr∗Pr∗dhydr) averaged for the
case of dry air (red) and averaged for the case
of moist air (blue) derived from the thermal bal-
ance (see Section 1). The mean temperature ob-
served over the duct length is lower in case of
the dry airflow, which indicates the impact of la-
tent heat release on the global heat transfer and
the additional heat resistance resulting from the
condensate layer. Both effects lead to a nearly
3 % higher outlet temperature in case of airflow
with condensation.

The global heat transfer is calculated by
adding up latent and sensible heat transfer. In
Figure 7 it is plotted for the moist air case (blue
squares) and dry air case (red squares). For the

moist air case the sensible heat is displayed separatly (blue triangles) to highlight the particular shares of
latent and sensible heat. It is evident that even though the outlet temperature is higher in the moist air case,
the heat transfer is increased. The sensible heat transfer is reduced in the case of moist air, which further
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indicates the inhibition of convective heat transfer as a result of the added layer of thermal resistance. In
addition, the limited heat transfer through the cooled wall also leads to a higher outlet temperature. On a
microscale this means that when the specific heat of evaporation for one droplet is released, the limited heat
transfer causes a fraction of the latent heat to be returned to the fluid. This local heat transfer reduces the
overall sensible heat transfer detected by the thermal balance compared to the case with dry air.
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Fig. 6 Comparison of average temperature pro-
files at Re = 4000 with and without condensation

Figure 7 also reveals that while the sensible
heat transfer is independent of the temperature,
condensation leads to a temperature dependence for
the global heat transfer. This confirms the findings
that the latent heat transfer predominantly increases
the global heat transfer with rising temperatures, as
described in Section 3. The global heat transfer
is significantly limited by the heat transfer through
the condensation surface.

Assuming that a fraction of the latent heat is re-
leased back into the fluid, we can modify the ther-
mal balance (Equation 1). The latent heat is divided
into the part that is transported through the cooled
wall Q̇w

pt and the part that is returned to the fluid
−Q̇ f

pt , which add to Q̇pt = Q̇w
pt + Q̇ f

pt :

Q̇in−out = (Q̇s
w + Q̇w

pt)︸ ︷︷ ︸
Q̇w

−Q̇ f
pt + Q̇amb (8)

Q̇s
w is the sensible heat transported through the

wall. By comparing the fractions of latent heat de-
termined by Equation 8, it is found that an average
of 39.1 % of the latent heat is released back into the air for Re = 4000. While there are no dry air measure-
ments for Re = 8000, based on the thermal balance for the moist air case it is found that 33 % of latent heat
are released back into the air. This ratio does not depend on the temperature for both cases.

This finding illustrates the link between heat transfer and flow velocity. The near-wall flow structures
are influenced by the changed surface structure due to droplet deposition on the wall. Since these structures
depend heavily on the flow regime, a further investigation of the velocity dependence of the heat transfer is
necessary
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Fig. 7 Comparison of global heat transfer to the channel with and without condensation
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5 Conclusion
In this study the latent and sensible heat transfer as well as the corresponding mass transfer in a convec-
tive moist airflow characterised by the dimensionless condensation Nusselt number and Sherwood number
were determined as a function of the mean temperature at steady-state conditions. With increasing tempera-
tures the Sherwood number decreases for Re = 2000, remains almost constant for Re = 4000 and increases
slightly for Re = 8000. This behaviour is attributed to the larger influence of diffusive mass transfer in
laminar flow. For turbulent flow at Re = 8000 the convective mass transfer is dominant with a 50 % higher
Sherwood number. The condensation Nusselt number increases with higher temperatures in all three cases
with elevating slopes for higher Reynolds numbers. This reflects the increasing water content carried by the
moist air with increasing temperatures and is further enhanced by increasing levels of turbulence.

The comparison between dry air and moist air under similar conditions revealed that a significant part of
the latent heat is released back into the airflow. The reasons for this phenomenon are a limited heat transfer
through the cooled wall, an additional heat transfer resistance caused by the added layer of condensate and
interference with the convective flow structures near the wall through the droplet deposition on the cooled
wall.
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Abstract

The ever rising heat fluxes encountered in electronic devices present a challenging thermal engineering
problem, and one which often requires further miniaturization of the cooling element which should mitigate
this heat load and ensure a limited device operating temperature. The scope of this work only extends to
heatsinks with internal single phase liquid flows, due to the added complexity of visualization and stable
operation of two phase-flows at the microscale. With the rapid advancement in microfabrication techniques,
the research community has been locked in a race to study the smallest possible structures with an aim of
improved heat transfer. While the added cooling ability of two phase flows and small hydraulic diameter
microchannels is attractive, there now exists a large gap in the knowledge between micro and macrochannel
structures. This work aims to fill a part of that gap with an analysis of the fluid dynamics of mesochannels
(dh = 770µm) under steady and pulsating flows. The effects of pulsation have been shown to increase heat
transfer under certain conditions, while the majority of previous research has focused on only sinusoidally
oscillating flows, this work investigates the effect of a sinusoidal, triangular and asymmetric sine wave on
flow pulsation for Womersley numbers = 1.0, 2.2, 4.1 and 5.0.

1 Introduction

Traditionally low heat flux devices could be cooled by forced convection of cooled air, but with the rapid
advances in microprocessor technology there exists a growing need to effectively cool heat fluxes as high
as 300 W/cm2, with the number predicted to rise to over 1000 W/cm2 in the near future. The first example
of the feasibility of using microchannels to combat high heat fluxes was demonstrated in the pioneering
work of Tuckerman and Pease (1981).They demonstrated the ability to remove heat fluxes of 790 W/cm2 in
integrated silicon circuits. Their work inspired others to consider microchannel technologies for high heat
flux removal from small scale applications to large industrial and aerospace applications. Oscillating fluid
interfaces have been shown to enhance heat transfer under certain circumstances and have been of interest
since Stokes’ second problem in 1851, where a one-dimensional flat plate oscillating in the streamwise
direction was considered by Stokes (1851). The problem solves for the transverse velocity oscillations from
the plate, which decay with increased distance from the plate. The oscillation from the plate propagates as
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a dampened wave normal to the direction of oscillation, with the oscillating amplitude reducing to 1% at a
distance known as the Stokes boundary layer thickness δ. The oscillating conditions within a channel can
be described by the non-dimensional Womersley number, which represents the ratio of transient to viscous
forces as introduced by Womersley (1955). Flow pulsation and oscillation in single phase fluids with an
aim for improved heat transfer from macro scale to the nano scale has been studied before using a range
of different methodologies. Denison and Stevenson (1970) used a directionally sensitive laser velocimetry
methodology to measure unsteady oscillating flows for 1.71 ≤ Wo ≤ 14.1. Clamen and Minton (2006)
studied the effect of an oscillating pipe on the contained flow for a Reynolds number range of 1275 - 2900,
and found good agreement with laminar theory at the low end of the range, but some deviation at higher Re.
Ojha et al. (1988) demonstrated the effectiveness of a photochromatic dye excited by a laser to capture a
snapshot of the fluid flow profile, with good agreement to Womersley’s model flow. Blythman et al. (2017)
used experimental PIV data to verify their analytical model for a two dimensional rectangular channel, with
good agreement. Ray et al. (2005) were one of the few who have studied non-sinusoidal driven excitation
waveforms. They used a hot-wire probe and multiple pressure sensors to validate their analytical model for
a wide range of Wo = 0.15 - 21 and a sinusoidal and triangular waveform. Roslan et al. (2016) conducted a
purely analytical study on the effect of waveform on heat transfer for laminar duct flows. They concluded
that the excitation waveform does play a notable role in heat transfer performance. Mehta and Khandekar
(2015) studied pulsation in square channel using infra-red thermography to analyze the effect of heat transfer
for Womersley numbers of 0.8, 3.4, 5.9. They concluded that for Wo < 0.8 pulsation has a negative effect on
heat transfer, as the diffusion time scale is similar to the time scale of excitation. For higher frequencies (Wo
= 3.4 and 5.9), the convection term dominates, resulting in small enhancement, but not of any use in real
life cooling applications. On the other hand, research by Persoons et al. (2012) indicates the effect of high
amplitude pulsation may be able to improve heat transfer in minichannels by up to 40% at low to moderate
Reynolds numbers. This paper aims to offer an introduction into the effect of waveform shape and frequency
on phased locked velocity profiles and associated pressure drop in pulsatile flow in mesochannel heatsinks,
under conditions representative of high heat flux electronics cooling.

2 Experimental approach

The test section consists of an array of 21 rectangular channels with widths of 0.58 mm and heights of 1.15
mm. Each channel is 25 mm long and micro-milled into a copper block. The copper block sits within a
PEEK housing and is covered with a 1.15 mm thick glass slide to allow full optical access to all channels.
The entire assembly is tightly clamped with an aluminium cover cap, with 16 individual tightening screws
along the perimeter. A Bronkhorst M15 mass flow meter is used for high accuracy flow measurements. Two
differential pressure transducers are used to measure the pressure drop, one across the entire test section
(Omega 0-35 kPa custom pressure transducer) and the other across the central channel (Honeywell 26PC
pressure transducer 0-1 psi), through 0.2 mm pressure tap holes. The fluid is driven by a Fluidotech FG200
series magnetic drive gear pump, which offers smooth pulseless flow. For accurate monitoring of microscope
stage location two Omron ZX-L-N laser displacement sensors are used in the X and Y directions. Flow
pulsation is achieved through a Noliac piezo ring bender (CMBR08) driven by two high voltage power
supplies and housed in a custom-built chamber located directly before the test section. One power supply
(EA-PS 8360-10T) is used to supply a 0-200V constant voltage across the piezo element, with the second
power supply (Trek model 2205) being used to amplify the control voltage from 0-4V to 0-200V. The
waveforms seen in Fig.1 are generated by a TTi TG315 function generator and monitored on an IDS-1054B
oscilloscope and through LabView. The implicit recursive function shown in Eq.(1) describe the leading
and lagging waveforms. Where a determines the amplitude, f the frequency, t the time step, k controls
the skewness of the function, (-1≤ k ≤1 = leading to lagging waveform). The leading function waveform,
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shown in Fig.1(c) will be referred to as F(−1), and the lagging function in Fig.1(d) as F(1), with both F(−1)

and F(1) = y(N), with y(N) defined in Eq.(1).

For n = 1 to N; y(n+1) = a.(sin(2π. f .t − k.y(n)/a)− sign(k).y(n)) (1)

(a) Sine (b) Triangle (c) Leading (F(−1)) (d) Lagging (F(1))

Figure 1: Excitation waveforms.

A SM-LVDT displacement transducer mounted along the control rod for the oscillating diaphragm
is used to monitor the oscillating signal, to ensure the full stroke length is completed even at high frequencies.
A TTL signal generated by the TG315 is used to trigger the image capture when a rising edge is detected
in the waveform. This allows for all recordings to begin at the same phase for each waveform considered.
The in-house built µ-PIV setup is built around a Zeiss Axio.Vert A1 epifluorescent microscope with a Nikon
10 × /.40 objective. Seeding used is Nile Red doped 1.1µm polystyrene particles from Spherotech. A
1024×1024 pixel Photron SA1.1 high-speed camera is used for image capture, through LaVision DaVis 7.2.
To ensure the seeding was as monodisperse as possible, the suspension was sonicated for 15 minutes before
tests to give ∼ 90% singles. With µ-PIV, there are often issues related to low seeding density and poor
signal to noise ratio, especially with low numerical aperture objectives, such as the one used in this work. A
similar image pre-processing methods to the one outlined by Lindken et al. (2006) for their self-calibration
procedure is used to reduce the adverse effect of stuck seeding along the channel walls. A sliding maximum
was used to increase the seeding density to acceptable levels as outlined by Raffel et al. (2007).

3 Results and Discussion

The effect of oscillation using sinusoidal and non-sinusoidal waveforms on velocity and pressure drops are
reported for a mean Reynolds number of 149, and Womersley numbers of 1.0, 2.2, 4.1 and 5.0 ( f = 1.00,
5.00, 16.55 and 25.00Hz). A steady (0Hz) case was also tested and compared to the analytical solution for
validation of the method. All µ-PIV measurements were taken in a region of fully developed flow in the
central channel far downstream of the entrance. The flow velocity experienced is very high due to the small
cross-sectional area. This results in the effect of the near wall oscillation being enveloped in the flow. The
piezo actuator was used to control the flow oscillation with minimal oscillation amplitudes Qt/Q0, in the
region of 0.0542, where Qt is the oscillating flow rate amplitude and Q0 is the steady flow rate. The effect
of these parameters can be most clearly be seen at low frequencies (1Hz), where the oscillating velocity is
approximately 5% of the mean velocity for a sinusoidal and triangular waveform. Analysis of the LVDT
displacement sensor showed that the triangular wave was only slightly distorted at the highest frequency (25
Hz), but still reached 96% of the full stroke amplitude at lower frequencies. The waveform amplitude was
not affected at any other frequency. The primary low order behaviour of the triangular wave is therefore
very similar to the sine wave, and the behaviour of the system was not found to be very sensitive to the
higher order harmonics of the triangle wave, as discussed below. It was noted that at higher frequencies the
asymmetric functions exhibited a lag in time along their vertical impulse stroke.
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(a) Sine (b) Triangle (c) F(−1) (d) F(1)

Figure 2: Phase-averaged fluctuating velocity profiles at f = 1.00Hz (Wo = 1.0).

(a) Sine (b) Triangle (c) F(−1) (d) F(1)

Figure 3: Phase-averaged fluctuating velocity profiles at f = 5.00Hz (Wo = 2.2).

(a) Sine (b) Triangle (c) F(−1) (d) F(1)

Figure 4: Phase-averaged fluctuating velocity profiles at f = 16.55Hz (Wo = 4.1).

(a) Sine (b) Triangle (c) F(−1) (d) F(1)

Figure 5: Phase-averaged fluctuating velocity profiles at f =25.00Hz (Wo = 5.0).

The effect of the asymmetric waveforms (F(−1) and F(1)) on the fluctuating velocity is immediately
clear from Fig.2(d) above. Due to the relatively low velocity fluctuation at low frequencies in the flow, the
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phase-averaged fluctuating velocity profiles exhibit significant variation across the span of the channel. The
fluctuating components of velocity are calculated by subtracting the mean profile of all instances. The sharp
up/down-stroke in both asymmetric functions (F(−1) and F(1)) oscillations causes a rapid shift in the flow
velocity, where inertial forces prevail for a brief period. At the wall the viscous stresses retard the fluid
momentum and switch rapidly with varying pressure gradients, resulting in the over/undershoots visible in
Fig.2(c) & (d). As the excitation frequency is increased, the effect of the rapidly accelerating and decelerat-
ing flow can clearly be seen in either the triangular waveform and both asymmetric function waveforms, due
to their sharp inflection points. The leading function (F(−1)) described by Eq. (1), exhibits lower fluctuating
amplitudes compared to the right skewed (F(1)) function. This is due to the direction of the steep impulse
stroke imposed upon the flow. For F(−1), the imposed rapid acceleration is in the direction of flow resulting
in very low velocity fluctuation over one cycle, but increasing the overall pressure drop in the channel av-
eraged over one cycle due to the momentary increased mean flow velocity. Analysis of the associated wall
shear stress and pressure drop was also recorded and will be discussed in greater detail in a following study.
For F(1) the direction of the impulse is opposite to the overall flow, resulting in momentary high fluctuations
and reduced overall pressure drop. The pressure gradient, d p/dx calculated from the µ-PIV velocity fields
rise with increased fluctuations as expected. At f =5Hz the now rapidly switching pressure gradients within
the viscous dominated near-wall region leads to the flow profiles displaying the annual effect. Further in-
creasing the frequency to 16.55Hz and 25Hz, the flow begins to loose its quasi-steady characteristics. At
25Hz both asymmetric functions demonstrate approximately similar amplitudes of velocity fluctuation indi-
cating that the waveform acts more as a pure impulse function, and would have little to no variation at higher
frequencies. Although not shown here at higher frequencies, it was noted that pressure readings from the
more sensitive 26PC pressure transducer exhibited a higher order oscillation for non-sinusoidal waveforms,
with a frequency around 50Hz. This was found to be the Helmholtz resonant frequency which was excited
by the sharp impulse-like waveforms. Considering the stiffness of the tubing and test section along with
the associated fluid, the combined system Helmholtz resonance frequency was estimated to be 45≤55Hz
for the system. The effect of sinusoidal oscillation on heat transfer has provided inconclusive results in the
past, with many studies finding negligible or adverse effects. Most of these studies used a pure sinusoidal
waveform, which has been shown here to have a low impact on the mean flow oscillating amplitude and
therefore may explain its inefficient narrowing of the thermal boundary layer. The scaling of the velocity
fluctuation with increasing frequency is also significantly lower for the pure sinusoidal tests. While higher
amplitudes of fluctuation are found with the F(1) waveform, this is due to rapid deceleration and possible
flow reversal at lower flow rates, which may have a negative effect on heat transfer as warmer fluid is pulled
back towards the entrance of the channel, reducing the overall temperature difference across the heat sink.

4 Conclusion

The effects of varying waveform and frequency on single phase fully developed flow within a mesochannel
heat sink array has been demonstrated, though an experimental µ-PIV approach. The effect of pure sinu-
soidal oscillation was shown to have the least predicted impact on possible heat transfer enhancement, as is
suggested in the literature. For a Womersley number range of Wo = 1 - 5, the sinusoidal waveform effects
showed negligible alteration. Similar results are observed for a triangular waveform, with the exception of
high frequency where the system acts more like an impulse-driven oscillation. The two asymmetric func-
tions display some interesting preliminary results for transient velocity fluctuations, without a large pressure
drop trade-off. Further research is required in the area of heat transfer and entrance/exit locations. Future
studies should focus on discretizing the near wall region of the channel under higher magnification. The an-
alytical investigation of the asymmetric waveforms should be investigated for comparison with experimental
data.
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Abstract
2D PIV measurements are carried out to investigate a planar film cooling geometry and the flow field for
isothermal conditions. Main focus is the characterization of the film layer and the interaction zone based
on the coolant-to-main stream velocity ratio VR from 1.5 to 3.7. Air and CO2 are applied as coolants to
represent different density ratios. The study shows that averaged flow fields from a measurement of 4 s is in
good agreement with results from 16 s. For the wall parallel injection, the V R proves to be the appropriate
parameter for comparison. The thickening of the film with increasing V R is observed and the distance of
the interaction zone is determined based on a velocity deviation of 5 % from the average main flow velocity.
The thickness of the film is less than 4 mm in the region of interest. The influence of vertical reinforcements
on the cooling film inlet is visible for a considerable distance downstream. The findings are of importance
for a future reactive film cooling experiment with a similar setup but Hydrogen or Methane as coolant.

1 Introduction
The high demand of thrust of today’s aircraft engines requires thermal operating conditions far beyond the
melting point of any applicable material. Therefore, active cooling is necessary to protect components that
are subject to high thermal strain. An effective and widely used cooling technique for combustion chamber
and turbine blades is film cooling where relatively cold gas is injected as a protective layer to isolate the
wall from the hot gas. However, the isolating effect of the cooling gas decreases downstream of the injec-
tion because of mixing with the main flow. Furthermore, due to fuel-rich operation of the combustor the
hot gas contains residual unburnt fuel and its temperatures are above the auto-ignition point of the fuel. In
combination with oxygen containing cooling air this can lead to chemical reactions and heat release within
the cooling film. Those secondary combustions cause increased thermal loads on the surface.
Few studies are available investigating secondary combustion in detail. Evans (2008) was one of the first
visualizing the secondary reactions downstream of angled cooling air injection. He determined the aug-
mented heat transfer to the surface using thermocouples. The results showed that both, cooling geometry
and blowing ratio are the key elements affecting the position of the secondary reactions. Kostka et al. (2011)
analyzed the reaction zone and fluid temperature distribution downstream of Evans’ angled cooling geome-
tries, using two-color planar laser-induced fluorescence (PLIF). The images show flames anchored to the
wall for the slot and for fan shaped cooling holes. Furthermore, the results depict long reaction zones in
flow direction for the slot geometry near the wall due to high air mass flow. Also, the temperature reduction
within the reaction zone indicated heat transfer to the wall. In contrast, the flames from normal holes (holes
oriented normally to the flow direction) are anchored to the hole and the coolant penetrates farther into the
main stream generating flames larger by factor of two in the normal direction. Richardson et al. (2014)
performed isothermal PIV measurements for angled slot injection to characterize the flow region affected
by the cooling film. 50 image pairs were recorded and post-processed. The blowing ratio was varied from
0.5 to 7.0. The data show that even for the highest blowing ratio of 7.0 the zone affected by the coolant
is around 5 mm above the wall. The results were consistent with the PLIF measurements of Kostka et al.
(2011).
Other setups and film cooling geometries are hardly investigated for reactive conditions. Though, pla-
nar injection is often used to apply the starter film at the upstream end of the combustion chamber. It is
preferred over angled injection since the cooling effectiveness increases with smaller angle of injection, re-
ported by Goldstein (1971). Commonly used parameters to characterize the behaviour of the coolant film
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are density ratio DS = ρc/ρm, velocity ratio V R =Uc/Um, blowing ratio M = DR ·V R and momentum ratio
I = DR · (V R)2, where ρ indicates the fluid mass density, U the bulk velocity, and the subscripts c and m
indicate the cooling stream and main stream, respectively. For a three-dimensional jet penetrating the main
stream primarily the momentum is relevant for comparison. The blowing ratio is of interest as correlation
parameter for predicting film cooling effectiveness. But in case of flow separation, the momentum ratio can
also be of importance, according to Goldstein and Eckert (1974). Johnson et al. (2014) performed further
PIV measurements on angled film cooling injection for air and CO2 to analyse the effect of the density ratio.
It was found that for a constant blowing ratio the coolant with the higher density was likely to stay attached
to the surface. However, the blowing ratio seems to be insufficient to characterize the flow field individually.
Schreivogel et al. (2014) compared VR, M and I of numerically and experimentally investigated angled film
cooling geometries. It was found that for constant M the coolant jet penetration increases with decreasing
density ratio. But for constant V R the penetration decreases for lower density ratios, consistent to the con-
clusions of Johnson. Furthermore, the results suggest that the velocity ratio determines the mixing of the
streams. One explanation was that the interaction and mixing of the two streams are rather controlled by
velocity and diffusion than mass and momentum.
Planar and angled injection has been investigated extensively for non-reactive conditions. The aim of the
current study is the investigation of planar film injection for isothermal conditions using air and CO2 as
coolants. The results form the basis for an upcoming reactive film cooling analysis with flammable coolants
such as Hydrogene or Methane. The hot main stream will contain residual oxygen allowing secondary re-
actions. Cooling with fuel is applied in rocket chambers and represents the inverse configuration of Evans.
The isothermal study helps to locate the interaction and mixing zone of the two streams.

2 Experimental setup and data acquisition
For the current isothermal investigations, a straightforward design of the burner and the test section were
built from aluminum and glass. Inner dimensions of the burner and the test section correspond to the
dimensions of the future high-temperature setup. The main flow runs through the burner plenum, goes
through a flame-breaker and enters the test section module through a contraction nozzle. Figure 1 shows a
sectional view of the test section module. Glass windows (not shown in the figure) form a rectangular duct
(50 mm × 53 mm) above the film cooling plate, allowing full optical access to the test section from three
sides of the test bench. At x = 0, cooling air is injected parallel to the main flow through a slot (42 mm ×
2 mm) separated with 1 mm bars generating a set of 10 rectangular holes (3.3 mm × 2 mm). Downstream
of the test section a radial blower takes away the exhaust gas.

main flow

cooling flow

contraction 
nozzle

exhaust
flow

cooling 
holes

z

x

y

Figure 1: Test section model (coordinate system is indicated).

Main flow and cooling air were controlled with two mass flow meters (Bronkhorst - main flow: F-203AV-
1M0-RGD-44-V, cooling air: F-203AV-M50-RGD-44-V) that were operated with Flow DDE software
(Bronkhorst). Volume flows of main flow and cooling air were calculated from chosen operating points
(velocity ratio and density ratio) and the size of the inlet cross section in the test section module. Main flow
was supplied by pressured air. The volume flow was kept constant at 1000 l/min, resulting in a nominal main
flow velocity of 6.67 m/s throughout the full set of experiments. Pressured air or CO2 was used as cooling
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gas to realize density ratios of DR = 1 and DR = 1.57, respectively.
A wide range of velocity ratios was investigated by adapting the volume flow of the cooling film. Further-
more, two positions in y-direction were chosen for measurements downstream of a cooling hole (y = 2.15)
and downstream of a bar (y = 0), called hole configuration and bar configuration, respectively. Unfortu-
nately, the measured average main flow velocity was 9.12 m/s which is 37 % higher compared to the nominal
value. As the temperature was not measured in the test setup, we were not able to find out the cause of the
increased velocity and had to keep the nominal values for the density ratio. Nevertheless, we updated the
velocity ratios based on the measured main flow velocity. The calculated turbulence intensity of the main
flow before the backward facing step is 7 %. A list of all test cases is given in Table 1.
PIV measurements were carried out to characterize the flow conditions for future high-temperature investi-
gations. Main flow and cooling air were individually seeded with aluminum oxide (Al2O3) particles. The
seeding density could be manually adjusted by increasing the gas flow through the seeders. The experimental
setup is shown in Figure 2. A frequency doubled Nd:YAG laser (532 nm, Gemini 200-15, New Wave Re-
search) was operated at 12 Hz double-pulse repetition rate. A f = −15 mm cylindrical and a f = 500 mm
spherical lens were used to form a laser sheet perpendicular to the test plate. A CMOS high-speed camera
(Vision Research, Phantom v710) was used to record the Mie scattered light in the measurement plane.

light sheet

sheet optics

Gemini PIV
Nd:YAG 532 nm 

dual cavity

Phantom 
V710

burner model

test section

x

y
z

y=2.15 plane,
hole configuration

y=0 plane,
bar configuration

x

y

z

Figure 2: Experimental setup and laser sheet positions.

The resolution was set to 1280 pxl x 800 pxl and the camera was triggered to record double frame images at a
repetition rate of 12 Hz. A bandpass filter (BrightLine HC 540-15, AHF Analysetechnik) was used to reduce
noise signal on the detector. All relevant parts of the test section module, including the back side of the glass
channel, and in the surrounding area were covered with black paint to reduce reflections of the laser light.
The raw images were imported into DaVis 8.4 (LaVision) and vector displacement fields were calculated
using an adaptive multi-pass cross-correlation algorithm with a final window size of 32 pxl × 32 pxl and
an overlap of 75%. Final post processing was carried out in Matlab 2016b. Velocity fields were calculated
from pulse separation (31 µs) and magnification (0.0769 mm/pxl), resulting in a vector spacing of 0.6 mm.
The region of interest was defined as −3.0 ≤ x/h ≤ 30 and −1.5 ≤ z/h ≤ 6.

cooling gas density ratio DR velocity ratio VR velocity uncertainty*
air 1.0 1.5 0.59
air 1.0 2.2 0.86
air 1.0 2.9 1.03
air 1.0 3.7 1.40
CO2 1.57 1.5 0.50
CO2 1.57 2.2 0.76
CO2 1.57 2.9 1.10
CO2 1.57 3.7 1.66

Table 1: Film cooling test cases defined by density ratio and velocity ratio.
*Average velocity uncertainty (m/s) in the cooling film.
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Pixel displacement uncertainty fields were calculated with a built-in function of DaVis (Wieneke (2015))
and processed similar to the vector displacement fields using pulse separation time and magnification. Un-
affected areas in the main flow and the cooling film were chosen to calculate mean velocity uncertainty from
the resulting velocity uncertainty fields. The average main flow velocity uncertainty was 0.65 m/s and the
maximum velocity uncertainty for the high-velocity cooling film was 1.66 m/s which means a maximum
deviation of 6.7 %.

3 Results
Figure 3 shows the average velocity field downstream of the hole configuration for a density ratio of
DR = 1.0 and a velocity ratio of V R = 2.2. The contour plot indicates the absolute velocity field and
the arrows indicate its direction. Grey areas illustrate walls and white areas illustrate regions without rea-
sonable data, in particular close to the wall and inside the hole. The coordinate system is normalized with
the height of the hole h = 2 mm and the origin is located at the edge of the backward facing step. It can be
observed that the shear layer thickness increases and the velocity reduces along the streamwise coordinate
x, but the film stays close to the wall throughout the evaluated domain.
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Figure 3: Contour plot air film, V R = 2.2.

For easy comparison of the different flow conditions, the boundary layer thickness of the cooling film was
calculated for every test case. A deviation of 5 % from the average main flow velocity was defined to be the
upper limit of the cooling film. The resulting data points are smoothed with Matlab’s polyfit function which
is a quadratic polynomial curve function. For the hole configuration, boundary layers are calculated between
2.2 ≤ x/h ≤ 30. For the bar configuration, the boundary layer calculation was limited to 5.2 ≤ x/h ≤ 30 due
to a wake region downstream of the bars.
Figure 4 illustrates the effects of an extended measurement duration. The measurements are carried out for
4 s and 16 s (corresponding to 48 and 192 image pairs), respectively. It can be observed that the boundary
layers and the velocity profiles are in good agreement, except for the region close to the cooling hole exit.
The 16 s measurement shows a lower velocity near the hole exit compared to the 4 s measurement and
compared to regions further downstream. This is physically not plausible, since the film velocity should
decrease according to conservation of mass during the thickening process and while interacting with the
surrounding main flow. The difference is caused by particle deposition on the glass duct which increases
over time and obstructs the camera from recording the particles in the flow. This shows that 48 image
pairs are generally enough for averaging the flow field and extended measurements would actually reduce
the quality of the result close to the hole exit. Therefore, all other measurements were carried out for 4 s only.
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Figure 4: Boundary layer and velocity profiles for air cooling film - 48 image pairs vs 192 image pairs.

To identify density ratio effects, similar measurements of air (DR = 1) and CO2 (DR = 1.57) cooling films
are evaluated. For comparison of the resulting flow fields Figure 5 illustrates the position of the shear layer
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and wall normal profiles of the streamwise velocity field at three locations downstream of the coolant injec-
tion. The upper image shows the results for constant blowing ratio and the lower image for constant velocity
ratio. It can be observed that the shear layer and the velocity profiles are in good agreement for constant
velocity ratio whereas there is poor agreement for constant blowing ratio. In literature, the blowing ratio is
commonly used to characterize flow conditions for film cooling investigations. The present data, however,
indicate that the velocity ratio meets the flow conditions better than the blowing ratio. Therefore, we rec-
ommend to use the velocity ratio instead of blowing ratio for future wall parallel film cooling investigations.
Furthermore, all following discussions apply for measurements with similar velocity ratio, independent of
the density ratio.
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Figure 5: Comparison of blowing ratio (upper part) and velocity ratio (lower part).

Figure 6 depicts the propagation of the boundary layer in streamwise direction and at different velocity ra-
tios. The data are taken from air measurements and hole configuration. It can be observed that the cooling
film spreads with increasing distance to the injection point. Furthermore, with increasing velocity ratio the
spreading is even stronger. At x/h = 30, the distance of the interaction zone from the wall for V R = 3.7 is
z/h = 1.77 or 3.54 mm.

0 5 10 15 20 25 30

x/h

-2

0

2

4

6

z/
h

VR = 1.5
VR = 2.2
VR = 2.9
VR = 3.7

Air film, Slot configuration

Figure 6: Velocity ratio effects for hole configuration.

Finally, comparison of hole and bar configuration illustrates differences close to the injection point. Fig-
ure 7 depicts the position of the boundary layer and velocity profiles of the streamwise velocity component
at three locations downstream of the injection step. In this case, CO2 measurements are chosen, since the
differences are easier recognizable. It can be seen that the streamwise velocity close to the hole exit is very
low and the boundary layer is located closer to the wall compared to the hole configuration. This shows the
effect of the wake region downstream of the bar where three-dimensional structures emerge. About 20 h
downstream of the injection step, however, both graphs merge and a homogeneous cooling film is formed.
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Figure 7: Comparison of hole and bar configuration.

4 Summary and conclusion
Isothermal PIV measurements for planar film injection are carried out. Air and CO2 are applied as coolants
to account for variation of DR. The main flow velocity was set constant while the coolant velocity was
varied resulting in different V R. The geometry and flow field are of interest for an future reactive film
cooling investigation where PIV measurements are hardly applicable.
The data show that the results for 4 s recording time are acceptable compared to those for 16 s. Considering
higher deposition on the glass with increasing time and its negative effect on the post-processing, the short-
time experiments are even preferred. Also, the near-wall boundary layer cannot be determined with certainty
and is blanked out. The parameter of interest for this study turned out to be the V R. A constant M for air
and CO2 leads to different film thicknesses, whereas a constant V R shows consistent results. Increasing V R
thickens the film layer downstream and shows better surface isolation from the main stream. The maximum
thickness is around 3.54 mm at a distance of x/h = 30. However, the vertical bars in the slot inlet cause
a wake region which can be clearly observed by determining the shear and the boundary layer. The surface
region after the coolant outlet to some distance might be less protected. Furthermore, the three-dimensional
boundary effects may lead to higher coolant-main stream interaction and reach stoichiometric conditions in
case of a reactive experiment. The determined shear layer can be compared with the position of secondary
combustion in the future reactive study.
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Abstract

The flow field and the temperature field are studied in a high-aspect ratio duct flow, where the lower wall
is heated to enforce a heat flux into the flow medium. The flowfield is studied with PIV methods and the
temperature field by means of planar Laser-induced fluorescence (pLIF) based on a ratiometric two-dye
approach. The secondary motion in the duct creates a complex distribution of the mean velocity field with
strong gradients in the vicinity of the corner vortices. In the center region, on the other hand, the properties
of the turbulence (Reynolds stresses and integral scale) are almost constant along the height of the duct. The
pLIF-experiments give access to, yet, the averaged temperature field. The thermal boundary layer is thin,
but extents well beyond the stagnation region created by the vortex-induced secondary motion.

1 Introduction

In many engineering applications the turbulent flow through rectangular ducts is used for cooling purposes.
Though the geometry itself is simple, prediction of the cooling performance of such ducts is a challenging
task, because in the sharp-edged corners a vortical secondary motion exists, which is rather weak, but has
great influence on the momentum and heat exchange.

Properties of the turbulent flow in rectangular ducts have been studied by several authors, e.g., among
many others, Launder and Ying (1972) studied square ducts and Melling and Whitelaw (1976) rectangular
ones. Since the most important engineering application of such duct flows is the use as cooling channels,
also many studies exist with a heat flux applied to the flow. E.g. Wardana et al. (1994) study the turbulent
structures in a rectangular duct of aspect ratio 2.3, at relatively low Re, though. It is known from such
studies that the secondary motion exists due to the interaction of turbulent eddies with the duct corners.
When it comes to predictions of such flows, relatively simple RANS-approaches might fail to predict the
correct sensitivities, because simple one- or two-equation turbulence models are not able to reproduce the
development and/or the preservation of the secondary motion. Consequently, scale-resolving approaches
must be chosen to study the flow in such ducts, e.g. as published by Vzquez and Mtais (2002), Choi and
Park (2013) or Kaller et al. (2017).

Most studies that can be found in literature focus on flows at relatively smallRe. In contrast, in the use of
such flows for cooling purposes the Reynolds number might be chosen relatively large, because the cooling
effect would generally be expected to increase with increasingRe. It is therefore interesting to contribute
experimental studies of cooling duct flows at larger Reynolds numbers.

2 Experimental Setup

2.1 High aspect-ratio duct flow test bench

The general experimental setup is shown in Fig. 1: Standard tap water is used as a flow medium, it is fed
into the test section through a flow straightener, to break up any larger scale vortical components. To ensure
an established, turbulent flow state, the water flows through an isothermal feed line with the same nominal
cross section as the test section itself. The heated region starts 660 mm downstream of the straightener and
is 600 mm long. The field of view is 375 mm downstream of the begin of the heated region. After having
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Figure 2: Cross section of the heated test section

passed the test section,the water runs into a collection tank. A pump sucks the water from that tank through
a flow meter and supplies it to the intake to close the loop.

Fig. 2 shows details of the test section. Both sidewalls and the upper wall are made of transparent PMMA
to provide optical access. In fact, the upper wall at the position of the field of view (FoV) is manufactured as
a removable hatch, to allow installation of a calibration plate. The section itself isw = 6.23 mm wide with
a height ofh = 26.1 mm, giving an aspect ratio of 4.2 and a hydraulic diameter ofdh = 10.06 mm. Herein,
we focus on the center section of the duct, i.e.z = 0 mm at the positionx indicated above.

The lower wall of the test section can be heated. A large copper block with a tapered tip is equipped
with cartridge heaters with a total electric power of 14 kW. The upper, thin end of this block is taken as the
lower wall of the test section. The PMMA-sidewalls are insulated from the heated block by inlays made of
a thermoplastic polymer (PEEK), such that the side walls can be considered adiabatic and the heat flux into
the flow is solely supplied through the lower wall.

In the following we will focus on a test case with a total flow rate ofV̇ = 50 l/min. The nominal bulk
velocity isub := V̇/(b ·h) = 5.12 m/s. A second cooling/heating system in the collection tank conditions the
water to a bulk temperature ofTb = 60◦C, which givesRe = 110000 (based on hydraulic diameter). The
lower wall (i.e. the copper block) is heated toTW = 100◦C.

2.2 PIV system

The flowfield inside the duct was measured using a 3C2D-PIV-System (“Stereo-PIV”), consisting of two
LaVision Imager Intense cameras (a.k.a. PCO Sensicam). The cameras are mounted enclosing an angle of
approximately 90, with both cameras imaging the FoV through the same side wall. The Laser was mounted
on a stand, the lightsheet optics was built with lenses using microbench-components for positioning. The
laser-lightsheet entered the test section through the upper wall.

The system was controlled using LaVision’s DaVis 8 control software, which was also used for evalua-
tion of the particle images. 1500 individual snapshots have been acquired and processed for each dataset.
Refer to Rochlitz et al. (2015) for more details of the experimental setup of the PIV system.

2.3 Planar LIF

The temperature field in the duct was measured using a two-dye, planar, LIF-technique. Two different
dyes, namely Rhodamine 110 and Rhodamine B, are solved in the flow medium. Both dyes fluoresce, when
excited by a laser of proper wavelength. The same Nd:YAG-Laser (wavelength 532 nm), which is used
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Figure 3: Mean velocities and turbulent stresses

for PIV, was used herein to excite the dyes. Both dyes feature a different sensitivity to temperature: For
Rhodamine B the absorption at 532 nm is practically insensitive to temperature, but the quantum efficiency
and therefore the fluorescence intensityIRhB decreases with increasing temperature. The quantum efficiency
of Rhodamine 110 on the other hand is independent of temperature, but the absorption at 532 nm increases
with increasing temperature and so does the fluorescence intensityIRh110. In effect, the ratio of the two
fluorescence intensities detected at one point is a function of temperature, but independent of the exact
excitation energy.

The system used for the pLIF studies consists of two LaVision Imager Intense cameras, both imaging
the same FoV. Again, the Laser was mounted on a stand and equipped with a light sheet optics to excite the
dyes in the center plane of the duct. One camera was equipped with a 575 nm optical longpass-filter, to limit
the imaging to the fluorescence of the Rhodamine B. The other camera was equipped with a combination
of a 550 nm shortpass and a 532 nm notch filter, to record the fluorescence of the Rhodamine 110. Dye
concentration, filter combinations and excitation energies have been varied in a comprehensive preliminary
study, to find the setup with the best signal-to-noise ratio and the lowest crosstalk between the two signals.

Refer to Rochlitz and Scholz (2018) for more details of the experimental setup of the pLIF-System,
particularly regarding dye concentrations and the calibration process.

3 Results

3.1 Flow field

Time-Averaged results of the PIV measurements are shown in Fig. 3. The data compares well with large-
eddy simulations, as was shown by Kaller et al. (2017), though the turbulence level in the experiments seems
to be larger than predicted in the simulations. The velocity profiles show a characteristic pattern, where the
regions close to the top and bottom wall (in the range|1|> y ·2/h ≈> |0.5|) are influenced by secondary
vortices residing in the edges of the duct. As can be seen in Kaller et al. (2017), two pairs of counter-rotating
vortices exist, one pair aty ·2/h≈±0.95 and one aty ·2/h≈±0.75. These pairs create a stagnation of the
secondary motion aty ·2/h≈±0.85, which is clearly visible in thev/ub-distribution.

The flow in the center region of the duct is not significantly influenced by these vortices, with almost
constant turbulence properties. Note that the half-width of the duct isw = h/4.2 (in dimensionless notation,
i.e. the aspect ratio) – in other words, for all regions|y ·2/h|< 0.76 the sidewalls of the duct are closer than
the lower wall.

The left part Fig. 4 shows two two-point-correlation coefficients of longitudinal velocityRuu in two
positions, one in the center section of the ducty ·2/h= 0, and one close to the lower wall aty ·2/h=−0.82.
The right part shows the integral scale of the turbulent structures, based on these correlations. The axis is
given relative to the height of the duct and relative to the width. As can be seen, the size of the large-scale
turbulent structures is relatively constant in the center of the duct and is similar to half of the width. Near
the secondary vortices at approximately|y ·2/h|< 0.76, the integral scale becomes significantly smaller.
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Figure 4: (Left) Two-point cross-correlation coefficientRuu at two pointsin the duct (contour lines∆Ruu =
0.1, with first line isRuu = 0.2; (Right) Integral turbulent scaleΛ over the duct heigth

3.2 Temperature field

Fig. 5 shows the mean temperature profiles in the center section of the duct, near the lower, heated wall.
The bulk temperature isTb = 60◦C for all cases shown. In the left subfigure, to highlight the sensitivity of
the pLIF-measurements, the wall temperature is increased in steps of∆TW = 10◦C, whereTW = 60◦C is the
adiabatic case without any heat transfer. It can be seen how the temperature profile near the wall responds to
the different wall temperatures. However, since in this case the effective bulk Reynolds-number is constant,
the thickness of the thermal boundary layer stays constant.

In the center subfigure of Fig. 5 the mass flow rate (and bulk velocityub, and Reynolds-number, respec-
tively) was varied in steps of 12%, while, both, the bulk temperature (Tb = 60◦C) and the wall temperature
(TW = 100◦C) were held constant. Since the Reynolds-number effectively varies in these cases, the thickness
of the thermal boundary layer varies, too.

The rightmost subfigure repeats the velocity componentv normal to the heated wall in direct comparison
to the temperature profiles. As already said, a stagnation point exists at aroundy · 2/h ≈ 0.82 due to the
vortices in the duct corners. In the lower region thev-component of the vortices supports the diffusion of
temperature into the bulk flow, whereas in the region abovey ·2/h≈ 0.82 the vortices are counterproductive
for the heat transfer. As can be seen, the temperature boundary layer clearly extents beyond the stagnation
area ofv.

The noise in the temperature distributions is not insignificant, which is due to the high bulk temperature
and accompanying small variations of temperature in the field. In this case, only the mean temperature
distribution can be acquired, because averaging is required to reduce noise. However, if bulk temperature
and/or mass flow rate are reduced, also instantaneous snapshots of the temperature field can be analyzed, as
shown in Rochlitz and Scholz (2018). In future experiments effort will be made to increase sensitivity at
large bulk temperatures, to give access to temperature fluctuations also at larger Re.

4 Conclusion

The contribution presents measurement of the flow- and temperature-field in a rectangular duct. The flow
was measured using a Stereo-PIV-system, the temperature field was measured using a planar, two-color,
ratiometric LIF-approach. Some data was shown as an example: The velocity field, including the turbulent
stresses and integral length scale, and the temperature fields.

The data that can be generated in this faciliy can be used as validation data for numerical simulations
and to study the details of the heat transfer mechanisms. To do so, the sensitivity of the pLIF technique must
be increased, to have access to instantaneous temperature fields even at these large bulk temperatures and
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Figure 5: Temperature profiles near the lower, heated wall with (Left) varying wall temperature and (Middle)
varying mass flow rate; (Right) Wall-normal velocity, as shown in Fig. 3

flow rates. If this objective has been reached, simultaneous PIV- and pLIF-measurements can be conducted,
using one Laser for, both, PIV and LIF, giving access to velocity-temperature-correlations.
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Abstract 
In this contribution, simultaneous velocity and temperature measurements using thermochromic liquid 
crystals (TLC) as tracer particles are discussed, with regard to measuring range, uncertainty and spatial 
resolution. These particles shall later be used for the characterization of the momentum and heat transfer in 
Rayleigh-Bénard cells with high aspect ratio. Light scattered from the TLCs is analyzed by spectrometer 
measurements, revealing its general scattering characteristics depending on the angle between the light sheet 
plane and the viewing axis. It is shown that white light sources with continuous spectral characteristic and 
a slightly higher fraction of light in the red wavelength range perform well, thereby a supercontinuum white 
light laser can be used, even though it has a cut-in wavelength of about 475 nm. Moreover, a suitable setup 
for both measurements exists, yielding minimum uncertainty for both quantities at the same time, on 
condition that an appropriate two-dimensional calibration is applied taking the variation of the observation 
angle over the FOV into account. In comparison with an LED-system, the white light laser used here allows 
for generating very thin light sheets, as ideally applied for planar PIV. Therefore, higher spatial resolution 
in depth-direction can be achieved, promising more detailed insights into Rayleigh-Bènard convection, 
particularly inside cells with high aspect ratios. 
 
1 Introduction  
The Rayleigh-Bénard convection is an important flow very often leveraged to study thermally-driven 
turbulence. Such turbulence occurs in many natural flows, e.g. in the earth’s atmosphere, and, have not yet 
been fully understood. For fundamental research on this phenomenon, convection cells with high aspect 
ratio Γ=L/H between lateral dimension L and cell height H are of interest, because the influence of this 
dimensionless quantity is much less understood, see Stevens et al. (2018). In these cells, turbulent 
convection might be induced due to a high temperature gradient between a heated bottom and a cooled top 
plate. For a detailed understanding, not only the velocity but also the temperature field has to be measured 
simultaneously. In general, a combination of standard techniques, namely particle image velocimetry (PIV) 
and laser induced fluorescence (LIF) can be applied to obtain simultaneously velocity and temperature 
distributions in a thin plane. For this, particles and a temperature sensitive dye are suspended and dissolved 
in the fluid, respectively. However, the particles interfere with the temperature measurement, causing higher 
uncertainty for the scalar quantity, even if two-color LIF is applied, see Funatani et al. (2004). Another 
technique is the application of particles doped with temperature sensitive dyes, see Massing et al. (2016). 
In contrast to the combination of PIV and LIF, velocity and temperature measurements do not interfere with 
each other, since only particles are used, and their intensity refers to the ambient temperature of the fluid 
that can cover the whole liquid temperature range for water from 0°C to 100°C. As a consequence of the 
large temperature range that can be covered, the uncertainty of temperature measurements in Rayleigh-
Bénard convection is often too high as the applicable temperature difference between bottom and top plate 
of convection cells with high aspect ratio very often bounds to a few degrees, compare with the findings in 
Fujisawa et al. (2008). For measuring temperature over small ranges with comparably low uncertainty 
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thermochromic liquid-crystals (TLCs) have been proven, see e.g. Dabiri (2009), because the temperature 
range, in which TLCs are sensitive to temperature changes, can be adapted to ranges between 0.5 K and 
40 K. Applying an appropriate calibration procedure a standard deviation of about 1% with respect to the 
nominal measuring range can be achieved, see Schmeling et al. (2014). Therefore, a combination of PIV 
and particle image thermometry (PIT) using thermochromic liquid-crystals (TLCs) holds a lot of promise. 
The temperature can be determined by the color of the TLCs while illuminated with white light, the velocity 
distribution can be evaluated using PIV algorithms, see Schmeling et al. (2014) or Fujisawa et al. (2004). 
However, this technique still requires detailed investigations for the reliable temperature and velocity 
measurements in convection cells with high aspect ratio Γ, since the color signal strongly depends on the 
observation angle, the f#-number of the camera objective and the light source. Moreover, horizontal flow 
and temperature measurements over the entire lateral dimension of the convection cells are of vital 
importance, however, difficult to accomplish in cells with high aspect ratio of about Γ ≥ 25, because not 
only a large field of view (FOV) but also high spatial resolution in depth-direction is required as the height 
of those cells amounts very often to a few centimeter or even less. With regard to thin light sheets needed 
for high spatial resolution measurement in depth-direction, the limited height of those cells makes the use 
of most white light sources difficult for simultaneous planar PIT and PIV measurements. For a systematic 
investigation on the simultaneous measurement of velocity and temperature fields using TLCs, a small 
cylindrical Rayleigh-Bénard cell was set up and used for calibration measurements. While driving this cell 
at isothermal state, different experimental parameter settings were employed, e.g. different observation 
angles. In addition, an LED light system with adjustable spectral behavior and a supercontinuum white light 
laser were used to compare incoherent and coherent light sources with each other for this application. 
 
2 Experimental setup  
The experimental setup used for the present investigations is depicted in Figure 1(a). It consists of a small 
cylindrical Rayleigh-Bénard cell filled with de-ionized water, in which encapsulated TLCs are suspended 
(type R21C5W, manufacturer LCR Hallcrest). Their nominal temperature sensitivity is within 21°C to 26°C 
at an observation angle of about φ = 0°, meaning illumination and observation are done from the same 
direction. For illuminating the particles with white light, a supercontinuum white light laser (Super K 
Extreme EXR-20, manufacturer NKT Photonics) with a maximum optical power of about 2 W over the 
entire visible spectrum, or an LED-system containing six individually tunable LEDs of different wavelength 
(SPECTRA X light engine, manufacturer Lumencor) were used. A "thin" light sheet was formed inside the 
cell using a combination of spherical and cylindrical lenses, with a small slit added to the light sheet optics 
in case of the LED-system. In order to investigate the dependency of the temperature-sensitive scattering of 
the TLCs on the observation angle φ, calibration measurements were done employing observation angles 
between φ= 40° and φ= 90°, while driving this cell at isothermal state. Temperatures between 19°C and 
25.2°C were applied, taking a slight shift of the nominal measuring range to lower temperatures into account 
due to off-axis observation (φ ≠ 0°). For the detection a color-sensitive camera (sCMOS PCO edge 5.5, 
LaVision GmbH) and a spectrometer (Blue wave, StellarNet Inc.) were used. While the former allows for 
simultaneous measurement of temperature and velocity distributions within the thin light sheet, the latter 
permits detailed investigations on the scattering characteristic of the TLCs. Before carrying out the 
experiments, the two light sources were characterized in terms of their spectral characteristics. Both spectra 
are depicted in Figure 1(b). In contrast to the laser light, exhibiting a non-uniform but continuous spectrum 
with a cut-in wavelength of about 475 nm, the spectral behavior of the LED light shows four distinctive 
peak wavelengths corresponding to the blue, cyan, green and red channel of the LED-system. Their output 
power was set to approximately 100 mW, 60 mW, 100 mW and 230 mW, respectively. The violet (395/25 
nm) and the near-IR LED (730/40 nm) of the LED-system were switched off. 
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3 Results 
The spectral characteristic of the light scattered from the TLCs outside their temperature sensitive range is 
depicted in Figure 2 for two different observation angles. For a better comparison, the spectral behavior of 
the laser light used to illuminate the TLCs is depicted too. As can be seen, the scattered light at 19.3°C 
exhibits, almost independently of the observation angle, a much more uniform intensity distribution 
compared to that of the supercontinuum laser, indicating that the scattering cross-section of the TLCs is 
larger for smaller wavelengths. A very similar behavior was found by using the LED-system, at which the 
intensity of the blue and the green light scattered from the TLCs increases compared to the red part. This 
explains the power setting of the LED-system, using less power for the blue, cyan and green LED, as 
mentioned above without explanations. However, the power setting should be done carefully with respect 
to the spectral sensitivity of the detector, and no single dominant peaks with narrow wavelength bands 
should exist in the spectrum, see Segura et al. (2015). 
 

  
(a) (b) 

Figure 1: (a) Sketch of the experimental setup and (b) spectral characteristics of both white light sources used. 

 
Figure 2: Spectral characteristic of the supercontinuum white light laser and of the scattered light from the TLCs. 

Within the temperature-sensitive range of the TLCs, the spectral characteristic of the scattered light from 
the TLCs shows a significant change with increasing temperature, see Figure 3(a). While the red component 
of the scattered light dominates at the lower limit of the nominal temperature range of the TLCs, the intensity 
distribution shifts to smaller wavelengths and eventually the blue component dominates at high temperature 
for illumination with the white light laser. This behavior is confirmed by using the LED-system, see 
Figure 3(b). The maximum intensity of the red component occurs at low temperature, while the intensity of 
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the blue part increases with temperature. The scattering characteristic also strongly depends on the 
observation angle, which can be seen in Figure 4. There, the normalized mean intensities of the red, green 
and blue part of the spectrum of the light scattered from TLCs by illuminating them with the supercontinuum 
laser are depicted over temperature for two different observation angles. For this, the red (R), green (G) and 
blue (B) ‘channel’ were extracted from the continuous spectrum using a top-hat filter with bandwidth of 
60 nm at the central wavelengths of 660 nm, 535 nm and 480 nm, respectively. With increasing temperature, 
the red component of the scattered light starts to increase and reaches its maximum at about 20.8°C for an 
observation angle of φ = 40°. The maximum intensity of green and blue come to pass at higher temperatures, 
according to the behavior of the three spectra exemplarily shown in Figure 3(a). In case of an observation 
angle of φ = 90°, see Figure 4(b), the intensity of all three colors reaches its maximum at much lower 
temperatures, meaning that the measuring range shifts to lower temperatures with increasing observation 
angle. 

  

(a) (b) 
Figure 3: Spectrum of the light scattered from the TLCs by illumination with (a) the white light laser and (b) the LED-
system at an angle between illumination and detection of φ = 40°, for three different temperatures. 

  
(a) (b) 

Figure 4: Normalized RGB mean intensities by illuminating the TLCs with the laser at (a) φ = 40° and (b) φ = 90°. 

In addition, measuring range and intensity variation decrease here with increasing angle between 
illumination and detection, which can be clearly seen using the HSV color space, more common for PIT 
measurements. This color space is an alternative representation of the RGB model, allowing to determine 
the perceptual color with the Hue value h, independently of colorfulness (Saturation) and brightness (Value). 
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The Hue value h ranges from 0° to 360°, representing red at these values, while passing through the entire 
visible spectrum in between. In Figure 5(a), the Hue value h of the light scattered from the TLCs illuminated 
with the white light laser, is depicted over temperature for three different observation angles. At first, the 
color of the scattered light ranges only between 30° (red) and 110° (dark green), due to the use of the white 
light laser with a cut-in wavelength of about 475 nm. Second, while for an observation angle of φ = 40° the 
color passes unambiguously from red to green between 21°C and 24°C, which is almost the nominal 
measuring range of the TLCs for φ = 0°, this color play is limited to a smaller temperature range for larger 
observation angles. In case of a perpendicular detection (φ = 90°), the scattered light exhibits almost the 
same color at 25°C as determined for low temperatures outside the temperature sensitive range. Therefore, 
the larger the observation angle the smaller the measuring range, which agrees well with results published 
to date, see Günther et al. (2002). Similar behavior can be found using the LED-system instead of laser light 
(see Figure 5(b)) with except from the actual color of the scattered light that ranges approximately from 80° 
to 160°, due to LED light containing now also dark blue (compare the spectra in Figure 1(b)). For the 
calculation of the Hue value h, three top-hat filters with central wavelengths and bandwidth adapted to the 
spectral characteristic of the LEDs were used, in order to obtain the red, green and blue ‘channel’. It can be 
further seen that the dynamic range of the color is almost the same as for laser light illumination. However, 
a slightly larger range of unambiguous Hue values h results compared to that by illumination with laser 
light, particularly for a smaller angle between light sheet plane and optical axis of the detection optics. 

  
(a) (b) 

Figure 5: Hue value obtained by illuminating the TLCs with (a) the white light laser and (b) the LED-system, for three 
different observation angles. 

In case of two-dimensional measurements with a camera, the measuring range and sensitivity of the TLCs 
is not only dependent on the angle between light sheet plane and optical axis of the camera, since the 
observation angle changes within the FOV. When using Rayleigh-Bénard cells with large lateral dimension, 
the angle of observation can readily vary more than 15° over the entire FOV. Hence, care must be taken by 
choosing appropriate TLCs, usually providing the minimum uncertainty with a temperature range adapted 
to the temperature difference applied between bottom and top wall of the cell. In addition, refraction through 
optical transparent walls must be taken into account as well, as the angle between illumination and detection 
changes accordingly. In Figure 6, a snapshot taken from a measurement of the Rayleigh-Bènard convection 
using TLCs that are illuminated from the right side and observed from an angle of 70° is depicted. There, 
two plumes of cold water falling down near the center of the cell, indicating two counter-rotating rolls, 
which is confirmed by the velocity vector field. However, a superimposed significant color gradient exists 
from left to the right side that cannot be explained by a horizontal temperature gradient. Following the setup 
sketched in Figure 1(a), the observation angle increases from the left to the right side due to the numerical 
aperture of the detection optics. 
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Figure 6: Exemplary snapshot of TLCs in the Rayleigh-Bénard cell showing the possibility to measure the velocity 
and temperature field at the same time. The three boxes mark distinctive positions needed for the discussion about the 
superimposed horizontal color gradient from blue to red that occurs inside the Rayleigh-Bénard cell from the left to 
the right, respectively. 

The Hue value h obtained from two-dimensional calibration measurements at three different positions inside 
the cell (cmp. Figure 6) is depicted over temperature in Figure 7. At the far left of the cell, where the smallest 
observation angle has to be expected for simple geometrical consideration, the measuring range shifts to 
lower temperatures, while at the far right of the cell the opposite occurs. This behavior, which is in contrast 
to the previous finding, see Figure 5, can be explained by the refraction of light due to the curvature of the 
cylindrical cell used here. However, by applying an appropriate two-dimensional calibration, see e.g. 
Schmeling et al. (2014), this systematic deviation can be taken into account. 

 
Figure 7: Hue value obtained at the three horizontal positions marked in Figure 6 for different temperatures.   

4 Conclusion 
The calibration measurements inside the Rayleigh-Bénard cell revealed a scattering characteristic of 
thermochromic liquid crystals (TLCs) that strongly depends on the angle between light sheet plane and 
optical axis of the detector. In accordance with findings published in literature, maximum sensitivity occurs 
at an angle of about 50° to 60°, while minimum sensitivity is obtained with perpendicular detection, as 
common for 2D particle image velocimetry (PIV). Therefore, for the combination of PIV and PIT employing 
TLCs as temperature-sensitive tracer particles, maximum uncertainty and minimum measuring range occur 
for the temperature measurement in standard planar configuration. In case of optimized temperature 
measurements maximum velocity uncertainty occurs due to perspective errors. Hence, for a simultaneous 
measurement of temperature and velocity with minimum uncertainty for both quantities, two independent 

Pos 1 Pos 2 Pos 3 

67



cameras should preferably be used, with at least one color camera. By doing this, all three velocity 
components can be determined with stereo PIV. By dewarping the particle images first into physical 
coordinates and computing the velocity vectors subsequently, minimum uncertainty is obtained for both, 
temperature and velocity, because optimal observation angle for PIT and optimal camera arrangement for 
PIV coincide for this PIV-evaluation approach. The spectral analysis of the light scattered from the TLCs 
also revealed that the scattering cross-section is obviously larger for smaller wavelengths. Therefore, 
depending on the actual spectral characteristic of the detector used for the measurement, white light sources 
with slightly higher fraction of red should be used or adjusted properly, which can be realized using an 
LED-system of independent LEDs. In addition, a continuous spectrum yields a well-perceived color play of 
the TLCs over the temperature range. Therefore, another light source come into play, namely white light 
lasers. This type of light sources offers mostly inherently a slightly higher fraction of red light. Moreover, 
the supercontinuum laser used here features not only a broad spectrum of wavelengths, but also high spatial 
coherence that allows to generate a thin sheet of white light (~100 µm) with high intensity. For instance, the 
laser light sheet thickness can be less than 1 mm, within a Rayleigh-Bénard cell having lateral dimensions 
of about 800 mm. Therefore, high spatial resolution in depth-direction can be obtained, which is of vital 
importance for the experimental investigation of Rayleigh-Bénard convection in cells with high aspect ratio. 
However, further investigations are necessary with respect to the actual optical setup as chromatic 
aberrations exist, which can affect the simultaneous velocity and temperature measurements using a 
supercontinuum white light laser. 
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Abstract 
A wing-body junction flow of a navigating underwater vehicle is considered to be a crucial source of flow 
radiating acoustic noise, which inspires interests in research on junction flows. Complex interference flow 
fields and three-dimensional separations are produced by an upstream boundary layer on the vehicle 
surface that encounters an obstacle attached. To figure out the contribution of unsteady motions of horse-
shoe vortices to intensive pressure fluctuations around junctions, a series of experiments are conducted in 
a low-speed wind tunnel by smoke-wire flow visualizations and time-resolved PIV measurements. 
 
1 Introduction 
Junction flows occur in a number of practical aerodynamic and hydrodynamic situations, including 
external aerodynamic, turbomachinery, underwater vehicle, electronic component cooling, and 
river/bridge flows. In all of these cases, complex interference flow fields and three-dimensional 
separations are produced by an upstream boundary layer on a surface that encounters an obstacle attached 
to that surface, such as a wing, turbine blade, sail or conning tower, electronic chip, or bridge pier. The 
past experimental and numerical studies of junction flows were extensively reviewed and their underlying 
physics were discussed. The most striking finding of previous experiments was that the horseshoe vortex 
was dominated by coherent, low-frequency unsteadiness and characterized by bimodal histograms of 
velocity probability density functions (PDFs). Especially in turbulent junction flows at a high Reynolds 
number, these vortices were highly unsteady and were responsible for high turbulence intensities, high 
surface pressure fluctuations and heat transfer rates, and erosion scour in the nose region of the obstacle. 
According to the work quoted above, it was difficult to find out where the unsteadiness came from in a 
turbulent or laminar junction flow at Re<1000 and it is crucial for the junction flow control. In this paper, 
a series of images of smoke-wire flow visualizations give details about what is happing at the base of the 
obstacle and the reverse motion of the corner vortex is considered to lead to the laminar junction 
unsteadiness. Based on these findings, a novel idea of locating a vertical thin end-plate upstream of 
circular-cylinder to cut off the corner vortex is proposed and result is discussed in aspects smoke-wire 
flow visualizations and time-resolved PIV measurements. Finally, effect of unsteadiness of junction flows 
on flow radiated noise is analyzed correspondingly. 
 
2 Experimental setup 
Experiments were carried out in a low-speed open-return wind tunnel with test section dimensions 
0.3×0.3×1.9 m3, which was a through type tunnel with an exhaust that recirculated back into the room via 
a series of filters. A 10-mm-thick clear acrylic flat-plate with a 2:1 elliptical leading edge and a sharp 
trailing edge was mounted horizontally in the test section and 0.15 m after a 7:1 area ratio contraction, 
with a 200-mm-distance left to install a circular cylinder vertically at the centreline of the flat-plate and 

70



below the top wall. The cylinder was also made of acrylic, whose diameter was D=31 mm and the height 
was 195 mm to leave a 5-mm-gap intentionally between the top wall to prevent junction vortices from into 
being and their impact on the junction flow to be interested in. A sketch of model arrangement and 
coordinates is shown in Fig. 1 and the flow is from left to right. The plane o-x’y is a vertical plane in an 
angle of 30° to o-xy plane.  
 

 
Figure 1: Sketch of model arrangement and coordinates. 

 
3 Unsteady vortex motion of a laminar junction flow 
PIV measurements 

The flow field around a laminar junction was studied with a Dantec dynamics two-dimensional PIV 
system in symmetric, 30°planes and horizontal planes at a Reynolds number of ReD=3306. The 
streamlines of phase-averaged flow field in symmetric, 30° planes and a horizontal plane y=1.5 mm 
around the junction are depicted as solid lines in Fig. 2, with contours of pressure fluctuations estimated 
based on the two-dimensional velocity vectors, at an instant when the corner vortex are impinging into the 
primary vortex. The freestream is from left to right.  
 

  
Figure 2: Snapshot of the phase-averaged flow field around a laminar junction by PIV measurements. 

 
Flow visualizations 

Smoke-wire flow visualizations were conducted to figure out what was happening at the base of the wing 
in detail. Two 100-μm-diametered wires were horizontally placed upstream of the cylinder by 55 mm 
within the incoming boundary layer, with heights of 4 mm and 9 mm above the flat-plate, respectively. 
The o-x’y plane was illuminated by a laser sheet and images were captured at 1 kHz. Therefore, time 
interval between the two adjacent images is 1 ms. 

30° 

U∞ 

U∞ 
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A process of vortices motion in a cycle is presented by the seven images in Fig. 3(I). As seen from Fig. 
3(I), the corner vortex goes downstream together with the primary vortex until when it is extremely close 
to the cylinder, given in Fig. 3(I)(d)  and it changes direction to go upstream pointing to the primary 
vortex in Fig. 3(I)(d-e). Then, the corner vortex runs into the primary vortex and starts turning around as a 
part of the primary vortex, which leads to shape changes and oscillations of the primary vortex. Finally, 
the corner vortex is merged into the primary vortex and they become a new corner vortex of the next cycle. 
In a cycle, the vortex pattern is changing from six-vortex into four-vortex, which takes on a highly 
unsteady process. During a cycle, the impact and merging into event as shown in Fig. 3(II) is believed to 
lead to unsteadiness of junction vortices system and highly oscillation of junction wake flows. 
 

 
Figure 3: Images of smoke-wire flow visualization in 30° plane in a 14 ms interval. (I) Laminar junction; (II) 

Upstream vertical splitter control. 

 

Pressure field estimation 

Decomposition of the pressure fluctuations associated to the phase-averaged event from the total pressure 
fluctuations estimated by multi-path integral method is conducted in the laminar junction flow, as shown 
in FIG. 4. The phase-averaged events contribute nearly all the total pressure fluctuations, except for a 
small amount of it around x’/D=-0.46 where the secondary counter-rotating vortex appears nearby. And 
the total pressure fluctuation level grows up from the flat-plate to a vertical location corresponding to the 
maximum prms. Beyond it, the total pressure decays, as well as that of the phase-averaged and secondary 
vortex. While, the total pressure fluctuation of end-plate control case keeps increasing as away from the 
flat-plate without any apparent peaks at any vertical location. However, the pressure fluctuation is at a 
comparative or even higher level on the flat-surface. Therefore, the pressure field has been changed from a 
pressure concentrated pattern into a dispersive pattern by the vertical end-plate placed in the symmetric 
plane, i.e., pressure fluctuation gradually increases as away from the solid wall.  
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Figure 4: Decomposition of pressure fluctuations.       : total,       :phase-averaged,       : no phase-averaged pressure 

fluctuations of laminar junction and       : pressure fluctuations under end-plate control.. 

 
4 Conclusion 
The unsteadiness of a laminar junction flow is captured in aspects of topology of instantaneous flow field 
and smoke-wire flow visualizations. It seems that the flow field is dominated by a six- or four-vortex 
pattern alternating process.  
It is found that the corner vortex of a laminar junction flow stops moving downstream and changes 
direction to run into and be merged into the primary vortex, which leads to shape changes and oscillations 
of the primary vortex, which is supposed to be responsible for the laminar junction unsteadiness. 
A vertical end-plate located in symmetry plane upstream the nose of circular cylinder successfully avoids 
unsteadiness of the laminar junction flow by cutting off the corner vortex. In the meanwhile, the flow field 
becomes a steady four-vortex system according smoke-wire flow visualization. Besides,pressure 
fluctuation gradually increases as away from the solid wall. The phase-averaged event takes a dominant 
role of intensive pressure fluctuations in the region of vortex core in laminar junction flow and the flow 
radiation noise source has been weakened under end-plate control. 
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Abstract 

Unsteady flow control, including by vortex breakdown, is necessary to improve heat and mass transfer 

processes in power technologies. Unique vortex breakdown phenomenon in the confined flow for 

uncompressible fluids such as water, oil, glycerin-water mixture has been investigated experimentally. The 

new insight into some practical aspects of confined flows enables a more detailed investigation of the flow 

structure for non-axisymmetric geometry of closed container. Regularities of counter flow formation and 

conditions of conversion to unsteady flow regime were determine in various configurations of closed 

polygonal container. The results show that at steady conditions there are no asymmetric distortions of the 

flow topology due to the non-axisymmetric effect of the polygonal geometry of the used containers. It has 

been found that reducing the number of cross-section angles from eight to four shifts the instability onset to 

lower Reynolds numbers and smaller aspect ratios. The vortex flow structure in the near-axis area remains 

similar to that in the cylinder. We can assume that the onset of the three-dimensional instability based on 

appearance of vortex multiplets in polygonal configurations is similar to that in the cylinder at increasing 

Reynolds number. 

 

1 Introduction  

Development of the vortex devices in chemical, biological and power technologies requires investigation of 

the characteristics of confined vortex flows defining the regimes of emergence and destruction of self-

organized vortex structures and the steady/unsteady regimes of the vortex flow to improve control of heat 

and mass transfer. Vortex breakdown phenomenon is one of the key parameters that influence transfer 

processes appearing in many engineering applications. It is well known (Escudier (1984), Lopez (1990) and 

Naumov et al. (2014)) that the onset of vortex breakdown (VB) in a sealed cylinder depends on aspect ratio 

h (ratio of cylinder high H to radius R) and Reynolds number Re = R2/ (where  is the angular velocity 

of lid rotation, and  is the kinematic viscosity of liquid) when the rotating lid drives the fluid around the 

container axis. It should be added that even in the axisymmetric cylindrical configuration, multiplex 

structures of helical vortices (doublets, triplets and even quadruplets Sørensen et al. (20011)) are formed 

with increasing aspect ratio, which causes the transition to the unsteady flow regime. The new insight into 

some practical aspects of container flows enables to investigate the flow structure for non-axisymmetric 

geometry of closed container in details. However, the majority of previous studies focused on the case of a 

closed cylindrical container. Other geometries have not been well explored experimentally, and only a few 

numerical studies have considered the problem in asymmetrical geometry where the container consists of 

an inclined sidewall by Yu et al. (2008) or wave sidewall by Yu and Meguid (2009). In the meantime, these 

studies show that the inclined or wave sidewalls do play an important role in precipitating/suppressing the 

occurrence of the vortex breakdown. 

The main purpose of this experimental work is to expand the investigation of influence polygonal geometry 

with rotating lid (Naumov et al. (2015), Naumov and Podolskaya (2017) and Podolskaya et al. (2018)) on 

the appearance of non-axisymmetric instabilities especially on the unsteadiness boundary where the vortex 
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multiplets were formed. The structure of confined vortex flow generated by a rotating lid in a closed 

container with polygonal cross-section geometry has been investigated experimentally for different h 

ranging from 0.5 to 5.0 and for Reynold numbers ranging from 1500 to 3000. 

 

2 Experimental Set-up and Data Processing  

The topology of VB and instability of the confined flow generated by a rotating disk in closed containers 

with polygonal cross-sections (square, pentagonal and hexagonal) was analyzed experimentally. The 

problem formulation and experimental technique are described in detail in Naumov et al. (2015) and 

Naumov and Podolskaya (2017). The schematic of the problem geometry is presented on figure 1. 

Aspect ratio h was changed in the range from 0.5 to 3.0. The rotating disk radius is RD = 49.6 mm. The gap 

between the rotating disk and the hole in the upper end wall is 0.4 mm. This hole with radius R = 50 mm 

represents an incircle in the upper lid of polygonal containers. The minimal width of the lid near the flat 

vertical edge of the polygon is 0.5 mm (fig. 1c). Thus, the side length of a regular polygon with a number 

of angles N, is determined on the incircle with radius r = 50.5 mm. The gap between the rotating disk and 

the container sidewall is negligibly small, not more than 2% of the disk size, and has no noticeable effect 

on the vortex breakdown phenomena. 
 

  (a) 

   
 (b) 

   (c) 
Figure 1: Photo of glass containers with polygonal cross-sections (a), schematic of the problem in 

polygonal geometry (b) and schematic of the rotated disk and upper stationary end wall (c). 

 

During the experiments, each container was placed inside a rectangular box with dimensions of 

200x200x200 mm that was made of glass and filled with tap water, in order to minimize optical aberrations 

and temperature fluctuations. A 70% glycerin-water mixture was used as a working fluid. The temperature 

dependence of viscosity was approximated by the second order polynomial, with reference points equal to 

26.82 cSt at 20 С and 19.95 cSt at 26 С. As the viscosity of the working fluid was very sensitive to 

temperature changes, the temperature dependence of liquid viscosity was carefully controlled during the 

experiments. The fluid temperature was measured with an accuracy of 0.1 o C, thus reducing the uncertainty 

of viscosity determination to 0.2%. The total error of Re did not exceed ± 10 in the range of Reynolds 

numbers from 500 to 3000.  

The flow pattern and velocity distribution were observed and measured combining the seeding particle 

visualization and Laser Doppler Anemometry (LDA). Flow visualization was performed using laser (laser 

power of 250 mW and wavelength of 684 nm) and digital camera. The flow patterns were observed by 

seeding particle visualization (polyamide beads with mean size of 10 microns). The obtained results were 
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adjusted by more accurate LDA measurements of the axial velocity along the container z-axis. The critical 

Reynolds numbers at which the flow becomes unsteady were determined by LDA measurement and velocity 

field was determined by PIV (Particle Image Velocimetry) with phase averaging technique described in 

Sørensen et al. (2006). The image of the azimuthal projection of the rotating flow, generated by the rotating 

lid, is reflected on a mirror placed at an angle of 45o below of the polygonal containers (Fig. 1b).   

For instantaneous flow field diagnostics, the 2D PIV was used. The PIV system was designed and 

manufactured at the Kutateladze Institute of Thermophysics SB RAS. As an optical source for forming the 

light sheet was used Nd: YAG pulsed laser POLIS v3.2 with the following characteristics: wavelength of 

532 nm, light sheet thickness of 2 mm, the energy pulse power of 120 mJ, and the operation frequency of 2 

Hz. Images were registered by POLIS camera v1.0 with lenses Nikon AF 28 mm f/2.8D Nikkor at a 

resolution of 1352x1016. To calculate the two-dimensional velocity field the Actual flow software Version 

1.16.7.0 was used. 

Time histories of axial velocity were recorded at various points in the flow field using the LDA and then 

were analyzed for their frequency content using spectral analysis. The signals recorded at z = H/4 were 

further employed to detect the characteristic frequencies of the azimuthal modes. These were subsequently 

extracted from the processed PIV images. Each time history was recorded in a period of 60 sec, which was 

sufficient for determining the frequencies of the modes. The analysis of the PIV images proceeds as follows. 

First, for each combination of aspect ratio and Reynolds number, (h, Re), the mean flow field is determined 

by averaging 200 recorded PIV images. Next, based on the characteristic frequencies appearing in the LDA 

samples, time intervals proportional to the instability frequencies are defined. In the next step, velocity fields 

are measured in a time interval consisting of oscillation periods. By selecting samples at equidistant time 

instants, phase averaged velocity fields were obtained by averaging 20-40 PIV samples during a full-time 

interval. In the final step, the mean field is subtracted from the phase-averaged PIV samples and, as a result, 

the modes become visible. Thus, combining LDA and PIV like Sørensen et al. (2006) allows detecting 

frequencies and associated modes of the underlying flow structures. 

 

3 Results and Discussion 

There are complicated spatio-temporal flow structure modifications in polygonal containers with increasing 

Reynolds number. In contradistinction to flow in cylindrical container that remains axisymmetric up to 

Re ~ 2000 in the entire range of aspect ratio flow in polygonal container is a priori asymmetric even at 

Re ~ 1000 that presumably induces shift of unsteadiness onset boundary. Nevertheless, the flow structure 

and VB remain axisymmetric near the container axis and remains similar to the flow structure and VB in 

the cylinder; therefore, the shape of the container does not influence the near-axis region (neither in 

horizontal nor in vertical cross-section).  

 

    
Re = 1600 Re = 1800 Re = 2000 Re = 2200 

 

Figure 2: The flow with VB regime at h = 2.25 and different Re for hexagonal configuration.  
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The example of the flow comparison for h = 2.25 and different Re for hexagonal configuration is presented 

on figure 2 and corresponds to the behavior of breakdown bubble for h = 2.0 in cylinder (Fig. 6 from Naumov 

et al. 2015). 

The LDA measurements were systematically carried out in the range h  [1.0, 5.0], starting at h = 1.0 with 

an increasing step size Δh = 0.2, and in the range Re  [1800, 2800], with a step size ΔRe = 100. The 

obtained results were compared with the flow structure in the closed cylindrical container (fig. 3). It has 

been found that reducing the number of cross-section angles from eight to four shifts the instability onset to 

lower Reynolds numbers and smaller aspect ratios. It can be seen from the figure 3 that VB area stabilizes 

the flow by shifting unsteadiness onset boundary to higher Re both in the cylinder and in the polygonal 

containers. We can assume that the onset of the three-dimensional instability based on appearance of vortex 

multiplets in polygonal configurations is similar to that in the cylinder at increasing Reynolds number. 

Analysis of figure 3 allows us to assume that the VB onset in a triangular configuration may appear only at 

an extremely high Reynolds number. Numerical simulation has shown that VB onset becomes possible at 

Re over 3000 for an aspect ratio h < 1.0 (Naumov and Podolskaya, 2017). 

 

   

Figure 3: VB location in the cylinder (dashed line) and in the polygonal geometry containers (solid line), 

the onset boundary of the instability: open circles correspond to the critical Reynolds numbers in the 

cylinder and solid circles in polygonal geometry containers. 
 

Using LDA measurements the characteristic frequencies of the velocity were extracted and compared to the 

cylindrical configuration. For aspect ratio 2.5 and 3.0 the non-dimensional frequencies for square, 

pentagonal and hexagonal configurations correspond to f4 = 0.35, f5 = 0.36 and f6 = 0.34 respectively. For 

cylindrical configuration this non-dimensional frequency was equal f = 0.34 and corresponded to the 

rotating triplet (Sørensen et al., 2011). From the experimental observations it is found that the azimuthal 

mode k = 3 (triplet) is dominant in the range 2.5 < h < 3.5. In the range 3.5 < h < 4.0 the measurements 

show that the duplet is formed, which also causes the transition to the unsteady flow regime. The non-

dimensional frequencies in this case was equal f = 0.15 - 0.16 and corresponded to the rotating duplet like 

in the cylindrical configuration. At h > 4.0 the measurements showed that k = 4 is the most unstable mode 

with the non-dimensional frequency f = 0.31 - 0.32. This research has revealed that the increase in Reynolds 

number creates same development of the instability onset scenarios in the closed polygonal containers and 

in the closed cylindrical container (Sørensen et al., 2011). It has been found that reducing the number of 

cross-section angles shifts the instability onset at low Re to the smaller aspect ratios. 

Based on the information gained from the time histories of the LDA measurements, the time ranges for 

averaging instantaneous velocity fields are determined for the PIV method. The resulting perturbed velocity 

fields were derived by averaging over a series of realizations at divisible time-periods. To illustrate the 

details of the multiplet which causes the transition to the unsteady flow regime the perturbed velocity fields 

in a horizontal cross-section z = H/4, measured from the bottom of the cylinder was extracted from mean 

velocity field. Figure 4 illustrates examples of the instantaneous velocity field of the azimuthal wave 

(corresponding to triplet) with wave number k = 3 at phase averaging for h = 3.0 and different Reynolds 

number corresponding of the instability onset. 
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Re = 1900 Re = 2000 Re = 2200 

 

m/s 

Figure 4: Instantaneous phase-averaging PIV velocity fields at h = 3.0 and z=H/4. 
 

Both the experimental and previous numerical study showed that polygonal geometry of container does 

not affect the vortex structure near the container axis when rotating triplets arise (fig. 5) and triplets are 

formed according to the same scenario as in the axisymmetric cylindrical configuration. Figure 5 illustrates 

the distribution of the axial vorticity for same intensity in different polygonal container configurations with 

aspect ratio h equal to 3.0 and Reynolds number equal to 2100, 1900 and 1900, respectively, being the 

critical Re for those configurations. As a result, these plots show the appearance of a ‘triplet symmetry’ and 

demonstrate that the flow instability is associated with a uniform rotation of a vortex triplet embedded in 

strong assigned axisymmetric flow like in cylinder.  

 

(a) (b) (c) (d) 

Figure 5: Isosurface of axial vorticity equals 3.0 in: cylindrical container at Re = 2300 and h = 3.5 (a), 

hexagonal container at Re = 2100 (b), pentagonal (c) at Re = 2000 and tetragonal (d) at Re = 1900 for 

h = 3.0 from Podolskaya et al. (2018). 

 

It is seen that the structure of multiplets is of the same type. In addition, despite the smaller rotating 

energy (smaller Reynolds number) the multiplet is formed downstream along the container axis in polygonal 

configuration (closer to the rotating lid) compared to the cylinder. Thus, more intensive mixing occurs in 

the middle of the container rather than near the bottom. The same tendency was observed for the 

recirculation zone of VB in the polygonal container geometry. In this case, the effect of the number of angles 

in the cross-section of polygonal container on the flow pattern in the axial region of the container is not 

observed. We can assume that the behavior of three-dimensional instability in pentagonal, hexagonal and 

tetragonal configurations is similar to that in the cylinder at larger Reynolds numbers. 
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4 Conclusion 

The influence of container configuration at confined vortex flow structure was investigated. The critical 

Reynolds numbers, and associated frequencies of the perturbed velocity field, were determined and 

azimuthal periodicities, patterns and characteristic frequencies of the velocity were extracted and compared 

to the cylindrical configuration of Sørensen et al. (2006, 2009). This research has revealed that the increase 

in Reynolds number creates same swirling flow development scenarios in the closed containers with 

polygonal cross-sections and in the closed cylindrical container. From the experiments it is found that triplet 

is dominant in the range 2.5 < h < 3.5. In the range 3.5 < h < 4.0 the measurements show that duplet is 

formed that causes the transition to the unsteady flow regime. It has been found that reducing the number 

of cross-section angles shifts the instability onset to the smaller aspect ratios and the VB stabilizes the flow 

shifts the instability onset to lower Reynolds numbers.  

It is showed that the flow structure in the polygonal container has common regularities with the flow 

structure in the axisymmetric container. It is necessary to consider these scenarios at the design of industrial 

vortex combustion chambers, which often have the shape of polygonal container. The obtained results also 

have relevance for development of vortex technology in biochemical reactors, etc., where heat and mass 

transfer depend significantly on the flow instability and vortex breakdown phenomena. 
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Abstract 
The Temperature-Sensitive Paint (TSP) method is used for surface-based flow visualizations on a swept-
wing wind-tunnel model with a generic natural laminar-flow profile. Within the investigated parameter 
range the stationary crossflow instability is the dominating instability mechanism. Based on the TSP 
results the location of the laminar-turbulent transition and the most amplified wavenumber of the 
stationary crossflow instability are derived. The test is performed with three different conditions of the 
leading-edge surface: highly polished, unpolished, and highly polished with discrete roughness elements 
applied. With the discrete roughness elements, i.e. cylindrical elements with micron-sized height, the 
transition could be delayed successfully for certain conditions. Local low-frequency movement of the 
beginning of turbulent wedges was detected for some data points with an unpolished leading edge. The 
Temperature-Sensitive Paint method has proven to have sufficient spatial resolution and temperature 
sensitivity to resolve skin friction variations to detect the footprint of stationary crossflow vortices even 
inside of turbulent wedges. 
 
1 Introduction  

A swept wing inherently develops a three-dimensional boundary layer, which is prone to stationary 
crossflow (CF) instability. The receptivity to surface roughness is the most important mechanism for 
feeding the stationary CF instability in a low turbulence environment, i.e. even smallest surface roughness 
causes significant initial amplitudes for CF instability to develop in a three-dimensional boundary layer. 
Details on CF instability are given by Bippes (1999), and on CF receptivity by Kurz and Kloker (2014). 
The latter mechanism can be used to delay laminar to turbulent transition by applying discrete roughness 
elements (DRE) with the correct size and spacing at the leading edge, as described by Radetzsky et al. 
(1999). The DRE trigger a higher-wavenumber mode, which grows initially stronger than the natural 
mode, typically growing strongest on the long run. This delays the transition by nonlinear suppression of 
the natural mode. Generally, the method has been termed Upstream Flow Deformation (UFD) by 
Wassermann and Kloker (2002). 
The boundary-layer transition and the CF vortices´ footprints are experimentally studied in this work with 
the Temperature-Sensitive Paint (TSP) method, which is a non-intrusive thermographic measurement 
technique with high spatial resolution (Fey and Egami 2007). In the present experiment three different 
conditions of the leading-edge surface were examined: highly polished, highly polished with spray-coated 
DRE, and unpolished. 
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2 Experimental Setup  

The presented experiment was conducted in the Laminar Wind Tunnel of the Institute of Aerodynamics 
and Gas Dynamics, which has a very low turbulence level of Tu = 0.02% at 30 m/s and is thus well suited 
for the investigation of stationary CF instabilities. The generic wind tunnel model was especially designed 
to achieve a quasi-infinite swept-wing flow in the middle third of the model. The model is untapered with 
a sweep angle of φ = 25°, a chord of c = 1 m, and a span of 0.73 m. It was completely manufactured from 
aluminum by NC-milling. The cross section, pressure distribution, and stability diagram are shown in 
figure 1. The pressure distribution provides a favorable pressure gradient up to x/c = 0.5 (figure 1a), which 
enables the stationary crossflow instability to grow (figure 1b). The naturally most amplified 
dimensionless stationary-crossflow wavenumber (γ = 2π/λ·c·cos(φ) ≈ 1400) for the wind tunnel tests is 
similar to the most excited ones reported by Schrauf et al. (1998) from measurements in flight. 
During the tests the pressure distribution was measured for stability calculations and the transition location 
was measured to assess the leading-edge surface influence. Transition measurements were performed with 
the TSP method. Details about TSP measurements are given by Liu and Sullivan (2005) and further details 
concerning the necessity of a heat flux between model and flow for thermographic measurement 
techniques in low-speed tests are given by Fey and Egami (2007). For the present investigation the heat 
flux was realized by continuously blowing hot air through the hollow wind tunnel model. 
On the pressure side of the model two pockets, which are separated by a metallic strip containing the 
pressure taps, are coated with the TSP explained in detail by Ondrus et al. (2015). The TSP and metallic 
surfaces were polished to a mirror-like finish (Rz = 0.33 µm) and the interfaces between TSP and metallic 
were treated to a high quality, i.e. gaps narrower than 200 µm with an average depth of 5 µm. The TSP 
technique was applied in the intensity based method: Two LEDs (HARDsoft® Illuminator UV) were used 
to excite the TSP and two types of black-and-white camera, i.e. a scientific 14-bit CCD camera (pco.4000) 
and a 12-bit CMOS camera (PHOTRON FASTCAM SA1), were used to record the emitted light. The 
CCD camera was used to record the entire model with 0.5 Hz acquisition frequency and a spatial 
resolution of 0.2 mm/px; the CMOS camera was used for time-resolved TSP visualization of a detail of 
the model with 1 kHz acquisition frequency and a spatial resolution of 0.3 mm/px.  

The stability properties of the boundary layer are determined in two steps: First, a boundary layer 
integration is performed using the measured cp distribution. Second, growth rates for stationary crossflow 
modes are computed with a compressible spatial linear-stability solver with one-dimensional 
eigenfunctions, assuming locally parallel flow and neglecting curvature effects; further details are given 
by Kurz and Kloker (2014). 

           

Figure 1: Pressure distribution cp of the pressure (lower) side and the model cross section a). The stability 
diagram b) for Rec = 5.00·106 at an angle of attack α = 6.0°, stationary crossflow modes (ωr = 0). the spatial 
amplification rate αi (colored contours), and the N-factor (dashed lines). 

b)a) 
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3 Results 

The Reynolds-number range of the investigations is Rec = 3.77 ∙ 10  – 5.00 ∙ 10  and the angle of attack 
was set to α = 6°. An example of a TSP result is given in figure 2. Darker areas correspond to higher heat 
transfer, which can be caused by turbulent flow or stationary CF vortices, i.e. parallel lines leading up to 
the turbulent flow. The brighter areas correspond to lower heat transfer, i.e. laminar flow. The typical saw-
tooth pattern of CF-induced transition is visible in figures 2 and 3a). The result in figure 2) was acquired 
with an unpolished leading edge. The visible footprint of the CF vortices varies from vortex to vortex, 
which is interpreted as a variation in vortex strength. An increase of the vortex strength along its axis is 
however barely visible. This leads to the conclusion that the CF vortices are only visible in the nonlinear 
growth regime, when the growth saturates. As expected, strong vortices, i.e. with especially dark footprint, 
lead to the onset of the turbulent wedges. Note also that the vortex next to the one leading to the wedges is 
also stronger than the surrounding ones. The early onset of transition is probably caused by a particularly 
large event in the surface texture at the leading edge region, which provides locally a large initial 
amplitude for the CF instability. The structure inside of the turbulent wedge shows a continuation of the 
vortex footprint, i.e. the gap between the two strong vortices leading up to the tip of the wedge is 
continued in the turbulent area. This behavior was also described by Dagenhart et al. (1989) in 
experiments with sublimating chemicals. 

 
Besides the surface temperature variation caused by flow structures, also the distribution of the heat 
capacity of the model due to spars and ribs, is visible as brighter horizontal and vertical lines, e.g. at 
x/c = 0.32 in figure 3c). This inhomogenous distribution of the heat capacity causes another drawback: a 
large temperature difference between model surface and flow is needed to achieve sufficient contrast for 
the flow structures. The average overheating ratio throughout the test was Tm/Tf = 1.07. Dovgal et al. 
(1990) found in their experiments with a heated model leading edge (Tm/Tf ≈ 1.21) that the boundary layer 
is destabilized and transition occurs earlier. This behavior was not found in the present investigations and 
could be proofed by variation of the heating power was. However, the development of electrical heating, 
e.g. carbon nanotubes as introduced by Klein et al. (2014), and wind tunnel models with homogenous heat 
capacity distribution is vital for improving the quality of TSP results. 
The TSP method was also used for investigating spray-coated DRE (height h = 11.8 µm, diameter 
Ø = 0.88 mm, spanwise spacing Δz = 2 mm at x/c = 0.03) at various chord Reynolds numbers and at fixed 
α = 6°. A detail of the TSP result, which is directly comparing the transition location of the clean 
configuration and the DRE-delayed transition, is shown in figure 3a and 3c, respectively. Two prominent 
differences are visible: delay of the transition location and a stronger footprint of the stationary CF 
vortices with a larger spacing and earlier beginning with DRE, cf. figure 3c. 

 

Figure 2: Detail of the TSP visualization with excellent visibility of the footprint of the stationary crossflow 
vortices and the laminar-turbulent transition. The vortex footprint remains visible in the turbulent area. 
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From the TSP data of figure 3a and 3c the wavenumber of the stationary CF vortex footprints was 
calculated by Fourier analysis, see figure 3b and 3d. Starting with the clean case (figure 3a) the 
visualization shows hardly any visible structures upstream of x/c = 0.3 but the wavenumber spectrum in 
figure 3b shows several peaks including the expected wavenumber of γ = 1400. Further downstream the 
transition starts in CF vortices with a distance of γ ≈ 500 (figure 3a at x/c = 0.35), which is smaller than 
the predicted naturally most amplified wavenumber. The transition is located at x/c ≈ 0.41 0.02. 

 
When the UFD mode (γ = 2850) is triggered by the DRE this is visible in the wavenumber distribution 
(figure 3d) and also in the visualization (figure 3c), where an evenly spaced vortex footprint is already 
visible at x/c ≈ 0.21. Additionally to the triggered wavenumber mode, a low wavenumber mode (γ ≈ 850) 
appears. Note that further downstream this wavenumber remains of significant impact on the footprint. 
Closer to the transition location the naturally most amplified wavenumber (γ = 1400) appears. The UFD 
mode delays transition to x/c ≈ 0.52 0.02 for Rec = 5.0·106. 
The test showed a linear variation of the transition location with increasing Reynolds number. Transition 
delay sets in for Rec  4.8·106 (figure 4a), where the DRE mode reaches sufficiently high N-factors (and 
thus amplitudes) while still remaining below the critical N-factor, see the dashed line in figure 4b. When 
transition is successfully delayed the introduced UFD mode is detectable in the TSP result at x/c ≈ 0.21 
(figure 3c) but the mode leading to transition has a wavenumber of γ ≈ 850, which was not observed in the 
clean case. At Rec < 4.7·106 the transition of the clean configuration is so far aft, that introducing the 
UFD-mode causes premature transition. Although the N-factor of the UFD mode is relatively small under 
these conditions, a nonlinear interaction between the modes is likely to cause the premature transition.  
In comparison with the flight experiments of Saric et al. (2015), which were performed at similar chord 
Reynolds numbers, the achievable transition delay was larger in the present experiment. 
During the experiments an unexpected phenomenon was observed: a low-frequency variation of the 
turbulent wedge onset location of some CF vortices. This behavior was observed for configurations with a 
non-polished leading edge. To further investigate this unsteadiness, a data point was repeated with the 
 

 

Figure 3: TSP visualization for Rec = 5.0·106 and α = 6.0° of polished surface a) in comparison to the polished 
surface with spray coated DRE c). b) and d) show the amplitude spectrum of the wavenumber derived from the 
line cuts indicated with the same line style in a) and c), respectively. The solid lines in a) and c) mark the 
transition location. 

a) 

b)

c)  d)

γ 
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high-speed camera and the root mean square (RMS) of each pixel was calculated for each pixel, see figure 
5a. In the RMS result brighter areas indicate regions of larger variations. 
The RMS results indicate that the onset of the turbulent flow, which is forming the saw tooth pattern, 
varies significantly during the measurement time. Also the turbulent wedges have significantly different 
RMS values. A steady wedge (indicated in blue) starts more upstream than the surrounding more unsteady 
wedges. The increased RMS is caused by the back and forth motion in flow direction of the onset of the 
wedge. From the time-resolved measurement the variation of the intensity ratio over time is shown for two 
turbulent wedges, one with steady and one with unsteady behavior in figure 5b. A low-frequency 
movement without any dominating frequency along the vortex axis is visible for the unsteady wedge. The 
onset of the wedge marked with the red symbol moves 44 mm (Δx/c = 0.044) in flow direction during the 
measurement time. The fact that the movement of the wedges seems to be independent for each wedge 
indicates that a local mechanisms causes this variation. 

 
4 Conclusion 

The Temperature-Sensitive Paint (TSP) method was used to study laminar-turbulent transition, which was 
induced by stationary crossflow instability. Besides the transition location the footprint of the stationary 
crossflow vortices was visualized. From the experimental data, the wavenumber was derived and 
compared to linear stability calculations. Good agreement between the predicted wave numbers from the 

                                               

Figure 4: Transition variation by DRE for different chord Reynolds numbers at α = 6.0° a), and the N-factor 
diagram of the envelope and UFD mode b). 

             

Figure 5: RMS of a time-resolved acquisition with a high-speed camera a). Time-series of the intensity ratio 
(f(T)) of a stationary crossflow vortex with unsteady (red) and steady (blue) transition onset, respectively, b). 

b)a) 

b)a) 

Rec ∙10
6 
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linear stability calculations and the TSP results was assessed. Furthermore, a local variation of transition 
location was observed for the case of an unpolished leading-edge surface. In the case of a highly-polished 
leading-edge surface transition was successfully delayed for the two highest Reynolds numbers tested by 
applying discrete roughness elements. To further increase TSP capabilities the development of 
homogenous heating possibilities, e.g. CNT and carbon fiber, is envisaged. Controlled electrical heating 
and a model with a homogenous heat capacity distribution would allow comparing vortex strengths from 
data point to data point. 
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Abstract 

In annular gas-liquid flow, liquid film surface is dominated by large-scale disturbance waves, which are 

the main source of entrainment of liquid into the gas core. These waves strongly affect pressure drop and 

heat transfer in annular flow, and ability to predict presence and properties of these structures is of 

primary importance for physical modeling of the flow. At present, neither straightforward stability 

analysis nor pure numerical models are capable of reproducing the experimental data. In this paper, study 

of wave structure is performed starting from the very inlet. After the liquid leaves the slot distributor and 

enters into contact with strong gas shear, an area of thick initial film exists. On its surface high-frequency 

waves of surprisingly strong regularity appear and develop to finally form the disturbance waves. The 

focus of the present paper is on measuring the properties of these initial waves to provide material for 

comparison to stability theories, which would make a first step towards further modeling of disturbance 

waves formation. The waves are studied experimentally using two independent optical techniques, both 

enabling spatiotemporal measurements of film thickness with high spatial and temporal resolution. 

Passing frequency and increments of spatial growth of the initial waves were measured by the two 

methods, being in reasonable agreement to each other.  

 

1Introduction 

Annular flow is a flow regime of a gas-liquid mixture in a duct which occurs at high gas velocities. In 

such a case the gas phase forms a continues high-speed stream in the duct core whilst the liquid phase 

travels as a film along the duct walls. At large gas and liquid flow rates entrainment of liquid droplets into 

the gas core takes place. The droplets are torn from large lumps of liquid travelling along the film surface. 

These lumps are referred to as disturbance waves. Stability analysis of unperturbed film in such conditions 

(Hewitt & Hall Taylor 1970) yields wavelength (see, e.g., Liu & Bai 2017) several order of magnitude 

shorter than typical distance between the disturbance waves measured experimentally (see, e.g., Dasgupta 

et al. 2017)  Recent experimental studies show that the disturbance waves are formed very close to the 

flow inlet and undergo complex downstream evolution. Immediately after the inlet, short high-frequency 

initial waves appear, presumably to Kelvin-Helmholtz instability. Further downstream these waves 

undergo multiple coalescence, which leads to eventual formation of the large-scale disturbance waves [1]. 

Thus, modeling of disturbance waves has to start from the initial waves, observed in the vicinity of the 

inlet. In the present work, we focus on the experimental study of the very initial stage of waves 

development. Measuring the properties of these waves may provide a first step of comparison to theories 

to test the applicability of widely used theoretical approaches to large Reynolds numbers in both liquid 

and gas phases and to construct a basis for modeling the later stages of waves development.  

 

2 Experiments 
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In the present work downward air-water adiabatic annular flow is studied in a 11.7 mm inner diameter 

vertical pipe. The inlet is organized as a tangential slot of 0.5 mm thickness (see Fig. 1). The 

measurements are conducted at the distances 0-40 mm beyond the slot outlet. Liquid Reynolds numbers 

based on the film thickness are varied in the range between 140 and 300; the range of superficial gas 

velocities is 15-57 m/s. Two independent optical methods of film thickness measurements are employed, 

namely, LIF and shadow techniques. Both techniques allowed us to perform spatiotemporally resolved 

measurements with high temporal (10 kHz) and spatial (40 µm/pixel) resolution. LIF technique is based 

on an integral form of the Lambert-Beer law, relating the brightness emitted by fluorescent dye dissolved 

in a layer of liquid to the thickness of that layer (see Alekseenko et al. 2015 for details). In the present 

study it is modified to take into account the effect of film stabilization within the proximity of the inlet, 

using the shadow profile of thin free falling film as a reference value. The shadow method is based on the 

dimensions of the backlit image of the liquid film. It was found this method can be used not only to 

support LIF technique, but also as a self-standing measurement technique. Despite this method is limited 

by two-dimensional measurements and may be vulnerable to three-dimensionality of the waves, it is 

applicable to study the initial waves, which were found to be two-dimensional to a large extent (see 

Isaenkov et al. 2017). Instantaneous film thickness profiles can be obtained with this method by 

application of edge detection approaches (see Fig. 2).  

 

 
 

Fig. 1. Backlit image of the inlet proximity during test experiments. Flow of thin (ReL=30) falling film 

(VG=0) is shown. 

 

 
 

Fig. 2. Interface detection in the shadow images. Top image: ReL=140, VG=15 m/s; Bottom image: 

ReL=300, VG=36 m/s. Time step is 5 ms. 
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3 Results 

Both techniques were found to be in reasonable agreement to each other in terms of film thickness 

measurements. At the slot outlet thickness of the liquid film is larger than that observed far downstream 

and even larger than the slot thickness (Fig. 2). Length of this initial thick layer increases with liquid flow 

rate and decreases with gas velocity. The initial waves are formed on the surface of the thick initial layer 

and are of two-dimensional shape (Isaenkov et al. 2017). These waves are surprisingly regular in terms of 

passing frequency despite the absence of any regular external perturbations. Downstream evolution of 

spectra of temporal records of film thickness shows existence of a prominent peak at certain frequency. 

This frequency remains nearly constant during the first few centimeters below the inlet within the same 

flow conditions. The frequencies of the initial waves grow rapidly with gas velocity and, in a weaker 

manner, with liquid flow rate (Fig. 3). They reach high values which are still an order of magnitude 

smaller than the prediction by simplified inviscid analysis by Hewitt & Hall Taylor (1970). It can be 

expected that modern stability theories based on Orr-Sommerfeld equations, proper evaluation of variation 

of shear and normal stresses along a wave's profile and thorough analysis of the dispersion relationships 

would yield better agreement to the data, especially if the non-equilibrium film thickness at the initial 

stage is taken into account.  

 

Fig. 3. Passing frequency of the initial waves. 

Analysis of amplitude and phase of the main frequency shows that both amplitudes and velocities of the 

initial waves grow rapidly downstream. The downstream evolution of spectral amplitude of the waves 

shows a very short (a few millimeters) stage of linear growth, ending by saturation of the growth and, 

further downstream, by energy transfer to different (lower) frequencies due to coalescence of the initial 

waves. Within this range of distance it was possible to make a rough estimation of the increment of 

magnitude growth (see Fig. 4). Despite the large scatter of the data, it can be concluded that the increment 

grows linearly with gas velocity and rather decreases with liquid flow rate.  
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Fig. 4. Increment of spatial growth of amplitude of the initial waves. 

4 Conclusions 

The initial waves appearing under strong gas shear on thick liquid layer leaving a slot distributor were 

studied experimentally using two optical approaches. Frequency and spatial increments of magnitude 

growth were measured within a wide range of gas and liquid flow rates. These data are expected to be 

useful for validation of the stability models in the ranges of large gas and liquid flow rates which have not 

previously received much attention. The next logical step is to compare the obtained quantities to the 

properties of the waves of maximum growth in Kelvin-Helmholtz instability model. After that, modeling 

of nonlinear evolution of the initial waves and their coalescence into disturbance waves and further 

disturbance waves modeling may be possible. 
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Abstract 

This study is concerned with the phenomenon of flow instability in the developing region of a 

pulsating pipe flow. The cases reported illustrate that small disturbances may develop in the developing 

region, which appear intermittently in every pulsating cycle. The on-set of the flow instability was 

attributed to the inflection-point instability mechanism. The flow instability phenomenon was further 

manipulated by introducing a trip wire at the inlet of the pipe flow.  The impact of trip wire to the flow 

instability was examined.  

1. Introduction  

Since Reynolds (1883), the laminar-turbulent transition phenomenon in a pipe flow has been 

investigated extensively.  For steady pipe flows, the transition process may be characterized by a single 

parameter solely, known as the Reynolds number based on the bulk velocity and the diameter of the pipe 

flow. Nevertheless, in unsteady flows, for instance, the cases of arterial blood flows and fluid in 

transportation pipelines, the laminar-turbulent transition process could be dependent upon more than one 

parameter. 

This study is concerned with the flow instability in a pulsating pipe flow, which is relevant to the 

situation of the on-set of the laminar-turbulent transition process. In an earlier work, Miau et al. (2016) 

studied the growth of instability in the developing region of pulsating pipe flow. The authors pointed out 

that the flow instability could be explained with the inflection point instability mechanism (Rayleigh, 

1880). Ohmi et al. (1982a) conducted a series of experiments to examine the behaviors of flow 

disturbances in pulsatile pipe flows, and classified the laminar-turbulent transition process into three types 

with respect to the flow conditions. An earlier work by Hino et al. (1976) classified the flow regime into 

five regions, each of which featured different characteristics of flow. Moreover, Ohmi et al. (1982b) 

studied the relaminarization process of the intermittent disturbances after its growth temporally. A 

criterion was then proposed to characterize the relaminarization phenomenon. In the literature, the process 

of relaminarization has caught attention in a number of physical flows.  One may refer to Narashima and 

Sreenivasan (1979) and Sreenivasan (1982) for those of which the relaminarization processes were 

remarkably noted.     

This study is aimed to investigate the intermittent flow instability in the developing region. First of 

all, a case of which the flow instability taking place in the accelerating phase is reported. This case would 

not be possibly explained if the flow instability would have been reasoned due to the viscous mechanism 

(Gad-el-Hak and McMurray, 1984). Subsequently, the flow instability phenomenon was manipulated by 

introducing a trip wire at the inlet of the pipe flow.  Discussion on the impact of the trip wire was carried 

out subsequently. 

2. Experiment method  

The experiment was made in a pulsating pipe flow facility with air as the working fluid. The flow 

system was equipped with a straight pipe section of 85 D long, where D = 50 mm denoting the diameter of 

the pipe. In order to reduce the turbulence intensity at the inlet of the pipe flow, a convergent section with 

a honeycomb were installed upstream of the straight pipe section. Two pressure taps were located at the 

91



ICEFM 2018 Munich 
 

  

inlet and exit planes of the convergent section, respectively, for obtaining a reference velocity, called Ua. 

Under the steady flow condition, Ua could be varied over a range of 3-50 m/s.  

The present pulsating pipe flow was produced by a rotating disc situated at 82.5 D downstream of 

the inlet of the pipe section, which was driven by a servo motor. A photo sensor was installed under the 

rotating disc to provide the information of the rotation; two pulsating cycles were generated by one 

revolution of the rotating disc. The pulsating flow produced can be described by three independent 

parameters, namely, Reu, Rem and α. Reu denotes the Reynolds number characterizing the time-mean flow, 

based on the time-mean velocity of the pulsating pipe flow, Ua, and D. Rem is defined according to the 

amplitude of velocity modulation, ΔU, and D, where ΔU denotes the pulsating amplitude corresponding to 

the difference between the maximum and mean velocities measured at the core of the inlet of the pipe 

flow. α is defined as R/δ, known as the Womersley number, where R denotes the radius of the pipe, R = 

D/2, and δ = (υ/ω)
1/2

 characterizes the viscous diffusion thickness due to pulsation.  δ is also known as the 

thickness of the Stokes layer in an oscillatory flow (Kerczek and Davis, 1974).  

A boundary-layer type hot-wire probe was employed to obtain the real-time velocity signals in the 

present pulsating pipe flow. The hot-wire probe was traversed radially from r/R = 0 to 0.98, where r 

denotes the radial distance from the center of the pipe. At each of the positions measured, the hot-wire 

signals were sampled at a rate of 4 kHz over a time length of at least 50 revolutions of the rotating disc for 

phase averaging.  

In this study, the flow instability was manipulated by a trip wire installed at x/D = 0.5, where x/D=0 

denotes the streamwise location at the inlet of the pipe flow section.  See Fig. 1 for an illustration of the 

installation of the trip wire.  In this study, two kinds of trip wires were employed, whose diameters were 

0.5 and 1 mm, respectively, which correspond to 1% and 2% of the diameter of the pipe. 

 

 

Fig. 1: An illustration of the trip wire at the inlet of the pipe flow. 

 

3. Results and discussion 

The flow disturbances concerned in this study are required to be small in amplitude, in order that the 

flow instability can be treated as linear.  To comply with this consideration, during the experiment we 

were particularly keen at the situations where the disturbances were small in amplitude, i.e. in the order of 

1% of Ua.  

The results reported in this paper are divided into two parts corresponding to the cases without and 

with the installation of the trip wire, respectively.  The experimental parameters of these cases are listed in 

Tables 1 and 2. 

Table 1. The cases studied without trip wire 

Case Br (%) x/D α Reu Rem fd Ω l/δ 

A 85 36 12 8.6 x 10
3
 2.8 x 10

3
 ---- ---- ---- 

B 41 9.1 x 10
3
 2.6 x 10

3
 9.41 0.12 1.8 
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Table 2. The cases using trip wire 

Case Br (%) Dt/D (%) x/D α Reu Rem fd Ω l/δ 

C  

 

85 

1 36  

 

12 

8.6 x 10
3
 2.9 x 10

3
 20.61 0.23 2.64 

D  

2 

11 8.2 x 10
3
 3 x 10

3
 26.63 0.23 1.44 

E 21 8.2 x 10
3
 3 x 10

3
 24.22 0.18 0.72 

F 31 8.2 x 10
3
 2.8 x 10

3
 19.1 0.15 1.2 

G 41 8 x 10
3
 2.6 x 10

3
 32 0.41 1.68 

Case A in Table 1 is regarded as a reference that for (Reu, Rem, α) = (8.6 x 10
3
, 2.8 x 10

3
, 12) no flow 

instability was found at x/D = 36.   In comparison with Case A, Case B in Table 1 signifies that for (Reu, 

Rem, α) = (9.1 x 10
3
, 2.6 x 10

3
, 12), the initial instability was found at x/D = 41.  This can be further 

discussed with Fig. 2. Fig. 2a presents the phase-averaged velocity traces over two pulsating cycles, 

equivalent to one revolution of the rotating disc regulating the flow rate. Since the flow instability appears 

repeatedly in each of the pulsating cycles, in the following our discussion will be focused on the first cycle 

of the phase-averaged results. As seen, the flow instability takes place as the pulsating flow in the 

acceleration phase, at φ = 0.9-1.2π, where φ = 0 denotes the reference phase at which the phase-averaged 

velocity trace obtained at r/R = 0 reaches the maximum value. Referring to Miau et al. (2016), the 

intermittent flow disturbance in a pulsating cycle can be further extracted by a method called Empirical 

Mode Decomposition (EMD) (Huang et al., 1998). On the other hand, the velocity profiles corresponding 

to different pulsating phases can be reconstructed from the velocity traces in Fig. 2a. Subsequently, shown 

in Fig. 2b are the curves corresponding to the velocity gradient profiles for different phases over a 

pulsating cycle, in which the inflection points can be easily identified. Figure 2c makes a comparison of 

the intensity of the flow disturbances extracted from the EMD procedure mentioned and the locus of the 

inflection points of the velocity profiles against the pulsating phase φ,. It is seen that the appearance of the 

flow instability is coincided with that the inflection point reaching the farthest distance from the wall, 

about 1.8 times the thickness of the Stokes layer δ.  Those phases are also highlighted in Fig. 2b for 

inspection.  Referring to (Miau et al., 2016), the flow instability development can be reasoned due to 

Rayleigh’s inflection point theorem (Rayleigh, 1880).  This is supported by the non-dimensionalized 

characteristic frequency of the flow instability called Ω, which is 0.12 shown in Table 1.  The value is 

deemed close to the range of 0.2-0.25, characterizing the non-dimensionalized frequency of the linear 

instability in a mixing layer (Monkewitz and Huerre, 1982).  
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Fig. 2: The obtained results measured for (Reu, Rem, α) = (9.1 x 10
3
, 2.6 x 10

3
, 12), at x/D = 41. (a) Phase-

averaged velocity pattern. (b) The radial gradient curves of the phase-averaged velocity profiles  

reconstructed from, Fig. 2a, where l denotes the distance from the wall. (c) A comparison of the intensity 

of disturbance with respect to the phase angle and the locus of the inflection points in the phase-averaged 

velocity profiles. 

In comparison with Case A,  Case C in Table 2 signifies a situation that the initial flow instability 

developed at x/D=36 for the parameters of Reu, Rem and α almost the same as those of Case A, but a trip 

wire of 0.5 mm in diameter installed upstream. While for Case A, Fig. 3 shows no appearance of 

instability in the phase-averaged velocity traces, for Case C Fig. 4 indicates that disturbances appear in the 

accelerating phase region at φ = 1.2-1.5π. Moreover, it is noted that the boundary layer thickness of Case 

C is larger than that of Case A, which can be realized from a comparison of Figs. 5 and  6.  In these two 

figures, the boundary layer thickness can be identified as the distance from the wall where the phase delay 

of velocity pulsation reaches the maximum. Note that the phase delay is referenced to the phase of 

velocity pulsation at r/R=0.98.     

  
Fig. 3: The phase-average pulsating velocity patterns 

measured, for (Reu, Rem, α) = (8.6 x 10
3
, 2.8 x 10

3
, 

12), for case A. 

Fig. 4: The phase-average pulsating velocity 

patterns, for (Reu, Rem, α) = (8.6 x 10
3
, 2.9 x 10

3
, 

12), for case C. 

  
Fig. 5: The phase delay distribution (Reu, Rem, α) = 

(8.6 x 10
3
, 2.8 x 10

3
, 12), for case A. 

Fig. 6: The phase delay distribution (Reu, Rem, α) 

= (8.6 x 10
3
, 2.9 x 10

3
, 12), for case C 

94



ICEFM 2018 Munich 
 

  

Case D indicates a situation that for the experimental parameters almost the same as those of Case A, 

but with a trip wire of 1 mm in diameter upstream, the initial instability was found at x/D = 11, which 

appeared in the decelerating phase. Cases E, F and G in Table 2 correspond to the pulsating flows under 

almost the same flow condition as Case D at x/D= 21, 31 and 41, respectively,. 

Comparing the phase-averaged velocity traces of Cases D, E, F and G in Fig. 7, 8, 9 and 10, one 

realizes that the flow disturbance was actually travelling downstream through pulsation. A rough 

estimation of the travelling speed of the disturbances is about 1.38 m/s, which is comparable to the 

convection speed of flow at the radial location where the disturbance was pronouncedly seen. More 

interestingly, Figs. 8 and 9 show that the intensity of disturbance in Case F is reduced substantially in 

comparison with Case E, inferring that a relaminarization process is taking place in the streamwise region 

of x/D=21 to 31. In the literature, a number of studies on relaminarization of turbulent boundary layers 

due to streamwise acceleration have been reported (Narasimha and Sreenivasan, 1979; Sreenivasan, 

1982). Regarding the on-set of relaminarization, Badri Narayanan and Ramjee (1969) suggested a 

criterion that if the Reynolds number based on the momentum thickness, Reθ, fall in range of 300-400, 

reverting the flow transition would take place.  Fiedler and Head (1966) proposed differently if the shape 

factor of the accelerating boundary layer, H, would reach the minimum value in a range of 1.2-1.3, the 

relaminarization process would be initiated. In Case F, the minimal values for Reθ and H found in the 

accelerating phase were 314 and 1.78, respectively.        

  

Fig. 7: The phase-average velocity, for (Reu, Rem, α) 

= (8.2 x 10
3
, 3 x10

3
, 12), case D. 

Fig. 8: The phase-average velocity for (Reu, Rem, 

α) = (8.2 x 10
3
, 3 x 10

3
, 12), case E. 

  

Fig. 9: The phase-average velocity, for (Reu, Rem, α) 

= (8.2 x 10
3
, 2.8 x 10

3
, 12), case F. 

Fig. 10: The phase-average velocity, for (Reu, 

Rem, α) = (8 x 10
3
, 2.6 x 10

3
, 12), case G. 

4. Conclusion 

Case B in Table 1 unveiling a situation that the flow instability develops in the accelerating phase 

evidences the mechanism of Rayleigh’s inflection-point theorem. For the cases with a trip wire shown in 

Table 1 evidence that while the flow instability could be triggered further upstream, the flow instability 
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might decay downstream, inferring that a relaminarization process would be taking place. A brief 

comparison on the relaminarization process observed in the present flow and those reported in the 

literature regarding the accelerating boundary layers was made.  More efforts in this regard will be carried 

out in the future.  
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Abstract
The motion of a neutrally-buoyant spherical particle in the incompressible flow in a two-sided lid-driven
cavity is investigated experimentally and numerically. Moderate Reynolds numbers are considered for which
the flow is steady and three-dimensional. These flows are characterized by a Lagrangian topology for which
regular and chaotic streamlines coexist. Attractors for the motion of the neutrally-buoyant particle are found
for certain combinations of Reynolds number and particle size.

1 Introduction
A new mechanism for the attraction of finite-size particles to periodic and quasi-periodic orbits in incom-
pressible closed steady flows has been suggested by Hofmann and Kuhlmann (2011). The mechanism is
based on particle advection in the bulk and a restricted particle motion near the boundaries.

To demonstrate the general applicability of the concept of Hofmann and Kuhlmann (2011) we investigate
the flow and particle motion in a two-sided lid-driven cavity. Upon an increase of the Reynolds number the
incompressible flow in the cavity bifurcates from a steady two-dimensional flow (except from end effects)
to a steady three-dimensional convective cellular flow which is spatially periodic (Kuhlmann et al., 1997;
Albensoeder and Kuhlmann, 2002; Blohm and Kuhlmann, 2002). Within each convective cell, chaotic and
regular streamlines coexist. The latter arise in form of Kolmogorov–Arnold–Moser (KAM) tori (Ottino,
1989; Romanò et al., 2017). When a finite-size particle is transported near an indeformable boundary, it
experiences strong repulsion forces due to the particle–boundary interaction (Romanò and Kuhlmann, 2016).
The lubrication forces, which dominate the particle dynamics near such boundaries, cause a dissipation of
part of the kinetic energy of the particle, almost annihilating its velocity normal to the boundary. Owing to
this dissipation effect, along with an appropriate combination of Reynolds number and particle size, nearly
neutrally-buoyant finite-size particles can be transported efficiently from the region occupied by chaotic
streamlines to a region of regular streamlines. Once the particle moves within the regular region, it can be
attracted to periodic or quasi-periodic attractors which typically lie inside of a KAM torus (Kuhlmann et al.,
2016; Hofmann and Kuhlmann, 2011).

Here we employ three-dimensional particle tracking to measure the trajectory of a single particle. The
periodic and quasi-periodic particle motion found is compared with numerical flow structures. Furthermore,
the rapid particle attraction is explained on the basis of particle advection in the bulk and the particle–
surface interaction model originally proposed by Hofmann and Kuhlmann (2011) and refined by Mukin and
Kuhlmann (2013) and Romanò and Kuhlmann (2016).

2 Experiment Setup
A nearly rectangular cavity is realized between two parallel horizontal cylinders with radius R = 135 mm.
The cylinders can rotate independently about their axes with angular velocities Ω1 = Ω2 = Ω, as shown in
Fig. 1. The height and the span of the cavity are, respectively, H = 40 mm and L = 435 mm. The minimum
and maximum distance between the moving walls of the cavity are Wmin = 63 mm and Wmax = 65 mm,
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Figure 1: Sketch of the experiment setup and the coordinate system of the cavity. White arrows indicate the
direction of rotation of the cylinders.
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Figure 2: Image processing of a frame of a movie showing a single particle: (a) original image with color
map applied, (b) subtraction of the background image obtained by averaging 200 frames, (c) convolution
with the Laplacian of Gaussian filter. The particle is shown in bright yellow.

leading to an average width of W = 64 mm. The aspect ratio is defined as Γexp = W/H = 1.6. Silicone
oil with kinematic viscosity ν = 20 cSt and density ρf = 0.95 g/cm3 at T = 25 ◦C is used as the working
fluid. The particles we employ are high-density polyethylene spheres with two different radii, r = 2.0 mm
and r = 0.6 mm. The particles are both nearly-neutrally buoyant. The larger particle is lighter with density
ρp = 0.947 g/cm3 and the small one is heavier than the liquid with ρp = 0.96 g/cm3. In the following, we
shall use the non-dimensional radius a = r/H and the particle-to-fluid density ratio ρ = ρp/ρf.

A stereoscopic single particle tracking was performed by using two synchronized cameras which can
capture the particle motion from two different viewpoints above the cavity. The three-dimensional position
of the particle is reconstructed from its image projections captured by the two cameras using the 3D particle
positioning algorithm detailed in Spinewine et al. (2003). The particle centroid in each 2D image plane can
be determined by three steps shown in Fig. 2: (a) The original image is converted to a gray-scale image
using a blue-to-yellow colormap, where the particle is identified as a bright yellow region. (b) From each
frame, a background image obtained by averaging 200 consecutive frames, is subtracted. (c) After applying
a convolution with the Laplacian of Gaussian filter the coordinates of the maximum response are identified
as the centroid of the particle.
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Figure 3: Streamline topology of the flow in a two-sided lid-driven cavity at Re = 400 (Romanò et al.,
2017): (a) Largest reconstructible KAM tori in an individual convection cell, (b) Poincaré section of 2500
streamlines on the plane x = 0.5. Purple islands outline the cross sections of the KAM surfaces. Gray dots
represent Poincaré points of chaotic streamlines.

3 Results and discussion
Disregarding end-wall effects, the z-periodic steady three-dimensional convective cellular flow field in the
two-sided lid-driven cavity is mirror symmetric with respect to all plane cell boundaries and point sym-
metric with respect to all cell centres (Kuhlmann et al., 1997; Blohm and Kuhlmann, 2002). At Re = 400
numerical simulations of Romanò et al. (2017) have revealed there exists a single pair of point-symmetric
KAM tori inside of each individual convection cell which is immersed in a large chaotic region. Their result
is reproduced in Fig. 3.

A neutrally buoyant finite-size particle which is initially advected in the chaotic region of the flow is
eventually transported near one of the moving walls since the streamlines in the immediate vicinity of all
walls are chaotic and the flow/transport can be assumed ergodic. Near the moving walls, the particle will be
rapidly decelerated in wall-normal direction, as described above, after which it will essentially slide parallel
to the moving wall. During the sliding phase, the distance ∆ (in units of H) of the particle centroid from the
moving wall remains nearly constant (Romanò and Kuhlmann, 2017) before it is released back to the bulk.
The minimum distance of the particle centroid from the moving wall ∆ = a+ δ comprises of the particle
radius a and the lubrication-gap width δ between the particle’s surface and the moving wall. In cases in
which regular streamlines of a set of KAM tori approach the moving walls closer than ∆, the particle can
be transported from the chaotic region to this regular region. The transfer process arises during the sliding
phase, and repeated particle–boundary interactions can further focus the particle trajectory. Depending on
the particle and flow properties a particle can be attracted to different attractors (Muldoon and Kuhlmann,
2013). The most striking ones are periodic or quasi-periodic orbits confined to the respective set of nested
KAM tori. These orbits are nearly streamlines in the bulk which are connected near the boundary where the
particle motion significantly deviates from the streamlines. In the present study, we consider Re = 400 and
find periodic and quasi-periodic attractors for particles with a = 0.05, ρ = 0.997 and a = 0.015, ρ = 1.01,
respectively.

3.1 Periodic attractor for a particle with aaa === 000...000555 and ρρρ === 000...999999777

For Re = ΩRH/ν = 400 a particle with a = 0.05 and ρ = 0.997 is observed to be quite rapidly attracted to a
limit cycle. The limit cycle is shown in blue in Fig. 4. For the selected flow and particle parameters the limit
cycle nearly coincides with the closed streamline (red) inside of the KAM torus. The reason is the closed
streamline for this particular case approaches the moving wall(s) with a minimum distance which nearly
equals ∆. Due to repeated particle–boundary interactions, once the particle is captured inside of the KAM
torus, it will settle very near the closed streamline.

To demonstrate the reproducibility of the particle attraction, regardless of its initial position, the ex-
periment was repeated 40 times. At the beginning of each measurement, a random position for a single
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Figure 4: Trajectory of the particle’s centroid (blue) made of 15 revolutions about the limit cycle for a =
0.05. The trajectory was recorded 65 s after Re was set to 400. The closed streamline (red) is obtained
by numerical simulation. Circles indicate the size of the particle. All length are given in units of H. (a)
Projection to the (x,y) plane, (b) projection to the (x,z) plane.
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Figure 5: (a) Long-time-exposure images from top view showing the (x,z) plane. The four images show the
particle being trapped in different convective cells (indicated by dashed lines) which can be identified by
fine streaklines made by small aluminium flakes. (b) 40 Particle trajectories (blue) during approximately 15
revolutions each and two closed streamlines (red) for a = 0.05 and Re = 400.

particle is realized by setting the Reynolds number to Re = 1600 which drives the flow into a fully time-
dependent chaotic state. This chaotic flow state must be strictly distinguished from Lagrangian chaos with
steady streamlines. After 60 s the Reynolds number was linearly decreased within 2 s to Re = 400. For
each realization of the experiment the particle is found to settle in one of the periodic convection cells, as
shown in Fig. 5(a). Since the flow is spatially periodic, all closed streamlines and particle attractors can be
mapped to the two generic line-like attractors of a single cell. All trajectories shown have been recorded for
40 s, starting 65 s after Re = 400 was reached. The duration of the record corresponds to approximately 15
revolutions about the limit cycle.

Figure 5(b) shows the superposition of all 40 single-particles trajectories (blue) mapped to the generic
convection cell. For comparison, the two closed streamlines inside of the two mirror symmetric sets of KAM
tori (obtained numerically) are shown in red. The shapes and locations of the particle attractors match very
well with the closed streamlines.
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Figure 6: Trajectory of the centroid of a single particle making 100 revolutions for a = 0.015 and Re =
400. The record started 2 min after Re = 400 was reached. Circles indicate the particle size. Shown are
projections of the particle’s centroid to the (x,y) (a) and (x,z) (b) planes, as well as a three-dimensional
view (c). A Poincaré section on the plane y = 0 (d) reveals the tubular structure of the attractor (blue) which
compares well with a KAM torus (red).

3.2 Quasi-periodic tubular attractor for a particle with aaa === 000...000111555 and ρρρ === 111...000111

For the particle with radius a = 0.015 and ρ = 1.01 a tubular attractor is found. Figure 6 shows the trajec-
tory during 220 s which corresponds to 100 revolutions about the main vortex structure in the cavity. The
trajectory was recorded starting 2 min after Re = 400 was reached. The smaller size of the particle leads to
a smaller value of ∆. Therefore, the particle is transferred from the chaotic to the regular region at a smaller
distance ∆ from the moving boundaries than in case of the larger particle discussed in Sec. 3.1. Hence, once
captured in the regular region, the particle is essentially advected on KAM tori, between successive particle–
boundary interactions, and is finally transferred to a tubular structure which is very similar to the specific
KAM torus which approaches the moving boundary up to the distance ∆. The mechanism of attraction has
been explained by Hofmann and Kuhlmann (2011). After attraction to the tubular structure, the particle
performs a quasi-periodic motion, very similar as a streamline on the corresponding KAM stream tube. A
comparison between the outermost KAM torus, obtained numerically, and the particle trajectory is made in
Fig. 6(d) which shows a Poincaré section on the plane y = 0. The position and shape of both tori are very
similar.
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4 Conclusion
Attractors for the motion of neutrally-buoyant finite-size particles have been found in the steady incompress-
ible three-dimensional flow in a two-sided lid-driven cavity. The shape and location of the particle attractors
are in good agreement with periodic or quasi-periodic streamlines of the flow which were obtained numer-
ically. The rapid attraction can be explained by the particle–boundary interaction for finite-size particles.
While particle inertia is not necessary to explain the results, very small inertial forces exist even for the
present small density mismatch of less than 1% between the particle and the fluid. Therefore, inertia may
still play a certain role in the dynamical evolution on very long time scales. It would thus be interesting to
investigate the particle behaviour on much longer time scales to clarify the influence of the density ratio on
the resulting attractors.
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Romanò F and Kuhlmann HC (2016) Numerical investigation of the interaction of a finite-size particle with
a tangentially moving boundary. International Journal of Heat and Fluid Flow 62 Part A:75–82
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Abstract 

In the present study, we investigate the characteristic behavior of two different housing geometries for 

pressure sensors in supersonic flows. Pressure sensors shielded with conical and flat shrouds are positioned 

radially along the cross section in a shock tube and intended to measure the stagnation pressure of the post-

shock flow. The rise time, the oscillating behavior and the absolute value of the signals are compared. 

Results indicate that pressure measured for both housing geometries experiences oscillations to some extent 

and settles down at the expected value in the end. However, the signal for the sensor with the conical shroud 

oscillates at a much larger amplitude through a significantly longer settling time. Numerical simulations are 

used to support the analysis of the recorded results and to explain internal flow phenomena. Furthermore, 

we will describe the ongoing experiments visualizing the flow field around the sensor housing using high-

speed schlieren photography. Also introduced are the projected experiments concerning the specific 

sensitivity of the housing geometries to manufacturing tolerances, mounting errors like misalignment to the 

flow direction and measures to reduce the signal rise time by filling cavities with grease. 

 

1 Introduction  

Accurate measurement of the total pressure in supersonic flows is a delicate, but well-known problem since 

the deceleration of supersonic flows to stagnation conditions typically involves the formation of shocks and 

hence, total pressure losses. To take them into account, a common way is to use a sensor directed towards 

the incoming flow and to assume that the center of the involved detached bow shock fulfills the normal 

shock relations. Then, the ratio of static pressures p2/p1 across the shock  
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2𝜅

𝜅 + 1
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and the Mach number M2 behind the shock are solely dependent on the upstream Mach number M1 and the 

heat capacity ratio κ of the gas (Anderson, 2002): 
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By assuming an isentropic deceleration downstream of the shock, the stagnation pressure p01 of the incoming 

flow can be expressed as a function of the stagnation pressure p02 downstream of the shock and the Mach 

number M1 of the undisturbed incoming flow: 
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However, the flow directly at the abutting surface accelerates from the stagnation point in the center to Mach 

number M = 1 at the corner of the blunt body as shown in fig. 1a. Consequently, the area-averaged pressure 

differs slightly from the stagnation pressure and hence, it gives an improper value to calculate the stagnation 

pressure of the incoming flow. 

 
Figure 1: Transonic flow conditions around a blunt body (left), sensor with a flat shroud (middle) and conical shroud (right). 

 

For the measurement itself, piezoelectric or piezoresistive pressure sensors are widely adopted in high-speed 

flows due to their short response time and high resonant frequency paired with the ability to measure even 

small pressure fluctuations. When applied in impulse facilities such as shock tubes and expansion tubes, 

these expensive transducers are generally mounted with a shroud in order to protect them from being 

destroyed by the fast-travelling fragments of metal diaphragms (Sutcliffe & Morgan 2001). As seen in fig. 1b 

and fig. 1c, such shielding designs normally create an internal cavity connecting the sensor surface to the 

ambient flow. A consequence of such cavities is that an incoming unsteady shock wave propagates into the 

cavity, reflects at the sensor surface, travels back and interact with the ambience of the cavity. This process 

repeats until the wave dynamics are dampened due to viscous effects.  

A high pressure gradient across the incoming shock in combination with an inappropriate geometry results 

in even slower signal rise time: In the case of sonic flow conditions within the borehole of the sensor cover, 

the mass flow into the cavity is limited. Thus, the pressure rises slowly if the volume of the cavity is 

comparably large. Another drawback is, that the sensor is acoustically disconnected from the ambience until 

a certain pressure in the cavity is reached and the flow in the borehole is decelerated to subsonic flow speed.  

Also, as demonstrated e.g. by McGilvray et al. (2009), such cavities behave like a Helmholtz resonator and 

thus introduce noticeable fluctuations to the pressure signals. Considering, that the time window for 

experiments in impulse facilities tends to be extremely short, methods to reduce the rise time and dampen 

the pressure fluctuations are desired.  

 

2 Experimental setup 

The current experimental research is carried out in a shock tube. As depicted in fig. 2, the shock tube is 

composed of a driver section (3 m), a driven section (19.5 m) and a test section (0.4 m) attached to the end. 

The inner cross section has a diameter of 290 mm and changes to a square with the side length 190 mm by 

a cookie-cutter in front of the test section. A diaphragm, which initially separates the driver section and 

the driven section, breaks as soon as a critical pressure difference is reached. Subsequently, a shock wave 

develops and propagates rapidly towards the downstream test section.  

As for the measurement system, pressure gauges and K-type thermocouples measure the initial 

experimental conditions, and a NI cDAQ device collects the signals. Flush-mounted fast-response pressure 

sensors along the driven section as well as the test section monitor the shock wave inside the tube. A LTT 

device records the pressure data at a sampling rate of 4 MHz to determine the shock speed accurately. To 

visualize the flow around the sensors, a Z-type schlieren system is applied. A 150 W Xenon lamp serves 
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as the light source and a Shimadzu HyperVision HPV-X ultra-high-speed camera records 128 continuous 

images with a resolution of 250×400 pixels at a framing rate of up to 5 MHz. 

 
Figure 2: Experimental arrangement of the shock tube (Wang et al., 2018).  

 

For the sensors, two types of shrouds are employed and their impact onto the total pressure measurement of 

the post-shock conditions is analyzed. In preliminary experiments, the pressure distribution behind the 

planar shock front is measured via a rack of Pitot probes as depicted in fig. 3. Each Pitot probe is equipped 

with a PCB Piezotronics ICP® fast-response pressure transducer (Model 113B21) with a resonant frequency 

above 500 kHz and a rise time below 1 μs. The sensors are mounted in either conical shrouds or flat-head 

shrouds, of which the former is in a conical shape with an angle of 15o relative to the centerline and has a 

longer and broader cavity (diameter of 2 mm and length of 17 mm) compared to the latter (diameter of 1 

mm and length of 1 mm). Cables are hidden inside the closed joint triangle housings and connected to the 

LTT transient data acquisition device.  

A similar approach as depicted in fig. 3 will be used for the experiments with optical access. Two sensors 

are directed towards the incoming flow and two sensors are inclined by 2°. Thus, both types of sensor covers 

and their sensitivity to mounting errors can be analyzed under equal experimental conditions.  

 
 

 
Figure 3:Experimental Pitot rack for the measurement of the total pressure profile in the shock tube and simplified sensor shroud 

sketches: sharp-head shrouds left and flat-head shrouds on the right. 

 

3 Preliminary results 

For the following results, the Pitot rack was equipped with six flat and six conical sensor covers in order to 

analyze their behavior under equal experimental conditions. The operating pressure in the driver section 

ranges between p4=7,2·105 Pa and p4=8,1·105 Pa and the applied pressure in the driven section ranges from 

p1=1,1·102 Pa to p1=9,6·104 Pa. The measured pressure signals for the different sensor covers are given in 

fig. 4 and fig. 5 together with the corresponding operating pressure ratio and the measured shock Mach 

number MS. In all cases, the measured pressure is normalized by the according theoretical value. 

As can be seen in fig. 4 on the left side, the signals from the sensors with a conical shroud are rising slowly 

at the beginning and reach a maximum after Δt=80-140 μs followed by large-amplitude oscillations. The 

signals settle down gradually to a stable value as the oscillations diminish and the overall settling time varies 

between Δt=350-1000 μs. The amplitude of the oscillations decreases for increasing pressure ratios due to 
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the decreasing Reynolds number. In contrast, the dominant frequency of the oscillations changes only 

gradually between f=3700 Hz and f=4800 Hz as can be seen in the corresponding frequency spectra in fig. 4 

on the right. Besides the broad peak at a comparatively low frequency, three minor peaks occur at 

f=13-16 kHz, f=22-24 kHz and f=136 kHz.   

 
Figure 4: Measured pressure signals (left) and according frequency spectra (right) of the sensors with conical shrouds. 

 

In comparison, fig. 5 shows the corresponding pressure plots for the experiments with the flat sensor covers. 

At first, the signals exhibit overshoots of similar intensity but in contrast, they decay rapidly to the expected 

value. The overall rise time, until a stable pressure is reached, varies only between Δt=50-150 μs. The 

frequency spectra are much flatter and only the experiments with higher Reynolds number exhibit 

pronounced peaks at f=17.4 kHz and f=19.3 kHz. The higher frequency for these peaks was expected due 

to the shorter borehole length. The small peak at f≈133 kHz that can also be detected for the experiments 

with a conical shroud presumably corresponds to the cavity size behind the borehole.  

 

 
Figure 5: Measured pressure signals (left) and according frequency spectra (right) of the sensors with flat shrouds. 

 

A CFD-simulation executed prior to the design of the sensor covers already predicted the experimentally 

obtained behavior, as can be seen in fig. 6. The boundary conditions of this simulation correspond to a 

pressure ratio of 1000 to 1. The absolute pressures (106 Pa in the driver section, 103 Pa in the driven section) 

and the geometry of the sensor covers slightly differ and hence, a small difference in the calculated 
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frequency spectra is to be expected. Nevertheless, the overall behavior is similar and the simulations are 

suitable to further analyze and explain the flow physics inside the cavities. Therefore, further detailed 

simulations are planned.  

 

Figure 6: Simulated pressure distributions for different sensor shrouds (left) and according frequency analyses (right). 
 

4 Outlook 

Distinct differences are observed between the performances of two types of shrouds. More experiments 

under a wider range of pressure conditions will be conducted to analyze the rise time, Eigen frequency and 

absolute pressure value coming along with the individual cavity length, cavity height and shroud shape. 

Furthermore, multiple Pitot tubes with different angles of attack will be analyzed simultaneously in a test 

chamber with optical access in order to evaluate their sensitivity to mounting errors. High-speed schlieren 

videos with 5 Mfps (Camera: Shimadzu HPV-X) will help to examine the transient evolution of the flow 

field around single Pitot probes. Finally, the impact of filling cavities with grease will be investigated with 

respect to response time and measured absolute pressure values. 
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Abstract  

Hypersonic tests in the FD20 shock/gun tunnel of CAAA with the test gas of carbon dioxide(CO2) have 

been conducted to validate the capability of the hypersonic Mars entry simulation. The facility operates as 

the gun tunnel mode, which could obtain a longer test period, so that it could be easier to measure the 

aerodynamic force characteristics. The CO2 supply system and vacuum system were adjusted to suit for 

the test gas of CO2 to simulate the atmosphere of Mars. The hypersonic flow with Mach number of 6 was 

calibrated over a range of Reynolds numbers. Based on the results, a method that combined the shock 

relations and numerical simulation has been developed to determine the characteristics of the flow field. 

This method was validated to be reasonably accurate by CFD simulations, because the computational 

values of the heat transfer at the stagnation point and the Pitot pressure are well agreement with the 

corresponding measurements. 

 

1 Introduction 

Mars exploration is a focus because of its scientific significance since 1960s. The Mars atmosphere is a 

mixture of approximately 96% CO2 and 4% N2 with a relativity low pressure, it is quite different from the 

Earth's atmosphere, Nerrerfield et al. (1996).In order to study the aerodynamics problems of entry into the 

Mars atmosphere, the experimental investigations need to be conducted in the hypersonic shock tunnel. 

The key of experimental study is recreation of the entry environment which means hypersonic CO2 flow 

need to be produced by shock tunnels. From the previous researchers’ experience, it can be established 

through replacing air by CO2 as a test gas since the most of facilities were originally designed for air test, 

a proper method of determining reservoir conditions and free stream flow conditions should be developed. 

Most of the experiments with CO2 are conducted in the shock tunnels so far. Such as, Netterfield et al. 

(1996) have studied a blunt body in the high enthalpy shock tunnel HEG with CO2/N2 gas mixtures, 

Matthew MacLean et al. (2005) have investigated blunt bodies with CO2 test gas in LENS I facility. For 

these shock tunnels, the reservoir conditions and free stream conditions could be assessed by shock tube 

relations and CFD simulations respectively. Different from previous studies, experimental study in this 

paper is based on gun tunnel which means that a different method is needed for determining flow 

conditions. 

The purpose of this paper is to produce hypersonic CO2 flow at conditions of Mach 6 over a range of 

Reynolds numbers in the FD20 shock/gun tunnel for Mars entry vehicles tests. In order to achieve this 

goal, modification works of facility are required, a method based on gun tunnel was developed to 

determine the flow conditions, numerical simulations were performed to validate this method. 

 

2 Analysis of Nozzle Flow in Carbon Dioxide 

In this section, thermodynamic properties and nozzle flow of CO2 are analyzed. In present study chemical 

reactions are not considered since the maximum total temperature of FD20 tunnel is lower than 1200K 
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when CO2 is used as a test gas, CO2 molecules don't dissociate until temperature above 1300K at 0.1atm 

for pure CO2 flow ,Rini et al. (2004),so that it is reasonable to neglect chemical effects in this study. 
A. Thermodynamic Properties of CO2 

CO2 gas consists of triatomic molecules, its thermodynamics properties are quite different from diatomic 

gases. Unlike diatomic gas molecule, the vibrational internal energy mode of the CO2 molecule is much 

more significant at moderate temperatures, this is not a chemical reaction, but it does have some impact on 

the properties of the gas. The vibrational energy cause the gas to show more significant “real-gas effects” 

than is typically seen in air at similar energy levels. The theoretical variation of specific heat ratio for CO2 

and air as a function of temperature is shown in Fig.1,calculated by the NASA CEA package described by 

Mcbride and Gordon (2004). The specific heat ratio(Gamma) of CO2 varies with temperature obviously, 

and can't be regarded as constant at moderate temperatures anymore. 

In present study, the CO2 gas is assumed as a thermally perfect gas where specific heat ratio is variable 

and specifically is function of temperature only, all numerical simulations results were obtain under the 

assumption of thermally perfect gas. 

 

Figure 1: Schematic of the Temperature Variation of Specific Heat Ratio 

B. CO2 Nozzle Flow Analysis  

Mach number of free stream flow at nozzle exit is the most important parameter in present study, the mach 

number at nozzle exit maybe strongly dependent on reservoir conditions since the specific heat ratio of 

CO2 is variable. In order to obtain flows with desired mach number, the influence of reservoir conditions 

to mach number need to be figured out. A Ma8-Air nozzle(exit diameter of 1m) flow of CO2 is simulated 

by a CFD code based on N-S equations,Blazek(2005), this nozzle can produce a Ma8 flow at nozzle exit 

when using air as a test gas.CO2 gas is assumed as a thermally perfect gas, and the properties of gas are 

calculated by the NASA CEA package. 

A serial test cases are simulated to figure out the influence of reservoir conditions,the influences of T0 and 

P0 are analysed separately. 1) Simulating the nozzle flow at conditions of same total pressure(P0=5.8MPa) 

over a range of total temperature(T0 varies from 500K to 1500K); 2) Simulating the nozzle flow at 

conditions of same total temperature(T0=756K) over a range of total pressure(P0 varies from 4MPa to 
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18MPa).The Mach number variations with T0 and P0 for simulations in CO2 are plotted in Fig. 2and Fig. 

3 espectively. The results indicate that the Mach number is significantly influenced by T0 , the mach 

number is decreasing while increasing, the influence of P0 can be neglected. T0 is a critical parameter to 

obtain desired mach number at the nozzle exit, and it must be set at 756K to produce CO2 flow of Mach 6 

for this nozzle. It also indicate that nozzles which were designed for air can be used to produce CO2 flow 

with lower mach number by setting a specific value of total temperature, and the uniformity of core flow 

is pretty good as shown in Fig.4. 

          

Figure 2: Mach Number Variations with T0 for 

Simulations in CO2 

Figure 3: Mach Number Variations with P0 for 

Simulations in CO2 

 

Figure 4: Mach Number Profile at Nozzle Exit(P0=5.8MPa,T0=756K) 
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3 Experimental Setup 

A. Facility Description and Modification 

All experiments were conducted in the FD20 shock/gun tunnel at China Academy of aerospace 

aerodynamic(CAAA), a schematic of the facility is shown in Fig.5,photography is given in Fig.6.The 

driver section consists of a tube 10m long with an inside diameter of 16cm,the driven section consists of a 

tube 20m long with an inside diameter of 13cm.The contoured nozzle has an exit diameter of 

0.5m,changeable throat sections are used to vary mach number(from Mach 4 to 14) at nozzle exit. The 

facility can operate in two modes, reflected shock tunnel mode and gun tunnel mode respectively. For the 

previous mode, the reservoir conditions of stagnant gas at the end of the driven tube is created by the 

passing of the incident shock which then reflects off the end wall. For the gun tunnel mode, a light piston 

is put into the driven tube with the exception that the higher reservoir conditions levels and longer test 

period are created by the passing of shock and piston compression. The typical test period varies from 

10ms to 60ms and total pressure from 1MPa to 30MPa, the maximum total temperature is about 1700K. 

In order to produce hypersonic CO2 flow at nozzle exit, some modification works need to be done since 

the FD20 tunnel was original designed for air test. A new capability of employing CO2 as test gas in place 

of air was developed by setting CO2 supply system and vacuum system, these two systems work together 

to control CO2 partial pressure (or mass fraction).The light piston is still driven by high pressure air, and 

reservoir conditions are controlled by adjusting the ratio of the driver pressure to the driven pressure. 

 

Figure 5: Schematic of the CAAA FD20 Shock/gun Tunnel 

 

Figure 6: Photography of the CAAA FD20 Shock/gun Tunnel 
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B. Calibration of the FD20 Facility for CO2 Test 

A series of experiments were conducted to measure total pressure(P0), pitot pressure (Pt) and stagnation 

point heat flux(Qs) at nozzle exit, a contoured Ma8-Air nozzle(exit diameter of 0.5m,different from the 

previous one) is used to produce hypersonic CO2 flow. The FD20 tunnel operates as the gun tunnel mode 

for obtaining longer test period and higher reservoir conditions, it also can avoid driver gas contamination 

which would shorten the test period in reflected shock tunnel mode. The driver tube and driven tube fill 

with air and CO2 respectively, initial test gas temperatures(T1) and driver gas temperatures(T4) are set to 

290K for all cases. The total pressure is measured by a pressure sensor at the end of driven tube, flow 

conditions at nozzle exit are measured in the test cabin using a 24 probe pitot rake, probes are located at 

4cm intervals, and provide measurement of stagnation point heat flux and impact pressure. Stagnation 

point heat flux was measured by thin-film transducers with diameter of 2mm which was installed in a 

hemisphere with diameter of 60mm.  

In order to produce hypersonic CO2 flow with the same mach number over a range of Reynolds number at 

nozzle exit, three operating conditions with same ratio of the driver pressure to the driven pressure were 

selected. The ratio was set at 100 for all tests to make sure that the total temperature could reach 900K, 

free stream flow with Mach 6 will be produced at this conditions. The operating conditions and measured 

data are given in Table 1,these parameters are critical for determining free stream conditions. Total 

pressure was measured by pressure sensor at the end of driven tube, pitot pressure and stagnation point 

heat flux are average of values in the core flow. The pitot pressure profile at nozzle exit is shown in 

Fig.7,it indicates that the uniformity of core flow at nozzle exit is good enough for the aerodynamic forces 

and heat flux measurements.  
Table 1: FD20 Tunnel Operating Conditions and Measured data 

Shots 

No. 

Driver gas 

pressure 

P4, MPa 

Test gas 

pressure 

P1, MPa 

Total 

pressure 

P0, MPa 

Pitot 

pressure 

Pt, kPa 

Stagnation point 

heat flux 

Qs,kW/m
2
 

181 5 0.05 3.00 27.06 139.02 

182 11 0.11 7.21 63.21 228.41 

187 23 0.23 13.16 115.94 324.93 

 

Figure 7: Pitot Pressure Profile at Nozzle Exit 

113



ICEFM 2018 Munich 
 

  

4 Determination of Flow Conditions 

Flow conditions need to be calculated are total temperature and free stream flow parameters at nozzle exit. 

According to the previous study, the critical step to determine the flow parameters is the total temperature 

determination. As soon as the total temperature is known, other parameters can be calculated by CFD 

simulations of nozzle flow. 
A. Method of Flow Conditions Determination 

It is difficult to introduce the method for air test to CO2 test because of the specific heat ratio of CO2 is 

variable. According to the operating type of tunnel and measured data, a combined method for CO2 test 

has been established by combining shock tube relations with CFD simulations of nozzle flow. 

The key of this method is the determination of T0, an unknown equivalent specific heat ratio(Gamma) 

need to be introduced with the assumption that specific heat ratio is the same in the flow. All initial 

conditions and measured data,P4,T4,P1,T1,P0,Pt,etc,are known, calculation steps for unknown parameters 

as follows: 

1) Obtain the relation of mach number to equivalent specific heat ratio from Eq.(1). 

2) With the values of a serial equivalent specific heat ratio just obtained, use P0,P4,P1 to calculate T0 

through shock tube relations which include piston compression. A relation(result_1 shown in Fig.8) of 

mach number to T0 is obtained. 

3) Because of the values of P0 and T0 are known, another relation(result_2 as shown in Fig.9) of 

mach number to T0 can be obtained by CFD simulations of nozzle flow,CO2 gas is regarded as thermally 

perfect gas in simulations. 

4) These two relations have only one intersection point as shown in Fig.1,T0 and mach number of 

every shot can be obtained from the coordinate of point A. 

5）At this stage,T0 has been determined, other flow parameters at nozzle exit can be calculated by 

CFD simulations. Calculated flow parameters for all shots are shown in Table 2. 

 

   

1
2 1 1

2 2

0

1 1

1 2 2 1

r

r r
t

r MaP r

P r Ma r Ma r

 


 

    
    

         

                                  (1) 

            

Fig.8. Relation of Mach Number to Gamma Fig.9. Intersection Point of Two Relations 

 

  

114



ICEFM 2018 Munich 
 

  

Table 2: Reservoir Conditions and Free Stream Flow Conditions 

Shots 

No. 

Total 

pressure 

P0, MPa 

Total 

temperature 

T0, K 

Mach 

Number 
P, kPa T, K 

Velocity 

m/s 
Re, 1/m 

181 3.0 905 6.11 0.586 158 1225 2.40E6 

182 7.21 913 6.07 1.394 160 1232 5.65E6 

187 13.16 893 6.16 2.486 152 1216 1.04E7 

 

B. Method Validation 

The method was validated by comparing measured values of pitot pressure and stagnation point heat flux 

with calculated values. The calculated values are obtained from CFD simulations of hemisphere and 

cylinder flows, the hemisphere has a diameter of 60mm.CFD simulations were performed at flow 

conditions calculated before which are given in Table 2,CO2 gas is regarded as thermal perfect gas.  

The static pressure and temperature contours of shot 181 are shown in Fig.10 and Fig.11.The compression 

of measured and calculated pitot pressure and stagnation point heat flux are given in Table 3. The 

calculated results are good agreement with the measured data, the variations of pitot pressure between the 

measurements and calculations compare within 4.5%, and stagnation point heat flux within 6.6% for all 

shots. It indicates that the method developed in present study cloud reliably calculate T0 and free stream 

flow conditions for gun tunnel, the calculated flow conditions are reasonably accurate. 

      

Figure 10: Cylinder Pressure Contours of Shot 181 Figure 11: Hemisphere Temperature Contours of Shot 

181 

Table 3: Comparison of Measured and Calculated Pitot Pressure and Stagnation point Heat Flux 

Shots 

No. 

Mach 

Number 

Pt, kPa 

Measured 

Pt, kPa 

CFD 

Qs,kW/m
2
 

Measured 

Qs,KW/m
2
 

CFD 

181 6.11 27.06 27.91 139.0 148.1 

182 6.07 63.21 65.99 228.4 239.3 

187 6.16 115.94 120.59 324.9 335.1 

 

5 Conclusions 

The capability to simulate flow field of Martian atmospheric entry vehicles in carbon dioxide gas has been 

developed for FD20 shock/gun tunnel, the facility was calibrated at conditions of Mach 6 over a range of 

Reynolds numbers. The combined method was developed to calculate flow conditions of FD20 shock/gun 

tunnel, the CFD results are reasonably accurate and showed the credibility of this method to confirm the 
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characteristics of the flow field. Finally, the capability to test in carbon dioxide with the FD20 tunnel will 

support current and future missions to Mars. 

 

References 

M P Nerrerfield,F Mazoue(1996).Experiments and Computations on a Blunt Body in a High Enthalpy 

CO2 Flow.AIAA-96-1804.  

Matthew MacLean,Timothy Wadhams,and Michael Holden(2005).Investigation of Blunt Bodies with CO2 

Test Gas including Catalytic Effects,AIAA 2005-4693. 

P.Rini,A.Garcia,T.Magin,G.Degrez(2004),Numerical Simulation of Nonequilibrium Stagnation-Line CO2 

Flows with Catalyzed Surface Reactions. Journal of Thermophysics and Heat Transfer. 

B.J.Mcbride,Sanford Gordon(1996).Computer Program for Calculation of Complex Chemical Equilibrium 

Compositions and Applications.NASA Reference Publication 1311. 

J.Blazek(2005).Computional Fluid Dynamics:Principles and Applications[M].ELSEVIER. 

 

116



5th International Conference on Experimental Fluid Mechanics ICEFM 2018 Munich
Munich, Germany, July 2-4, 2018

Compressible Flow Measurements Using Nano-scale
Thermal Anemometry Probes

Katherine Kokmanian1∗, Subrahmanyam Duvvuri1, Sven Scharnowski2,
Matthew Bross2, Christian J. Kähler2 and Marcus Hultmark1

1 Princeton University, Department of Mechanical and Aerospace Engineering, Princeton, NJ 08544, USA
2 Bundeswehr University Munich, Institute of Fluid Mechanics and Aerodynamics, Neubiberg, Germany

∗ kkokmanian@princeton.edu

Abstract
A nano-scale thermal anemometry probe (NSTAP) was designed and fabricated to collect velocity measure-
ments in compressible flows. The NSTAP was tested in the Trisonic Wind Tunnel Munich at high-subsonic
and supersonic speeds. The subsonic tests were aimed at the characterization of free-stream turbulence lev-
els in the facility, while the supersonic tests were aimed at investigating the nature of convective heat transfer
from the probes. For the range of mass fluxes tested, a linear relationship between the Nusselt number and
the Reynolds number was found, contrary to the power law commonly used for describing the heat transfer
of conventional hot-wire probes in supersonic flows. This linear relationship has previously been noticed at
length scales close to the molecular mean free path and has been attributed to the free-molecule flow range
(high Knudsen number).

1 Introduction
Ubiquitous in nature, turbulent flows are defined by their chaotic motion, three-dimensionality and diffu-
sive tendencies. Due to the presence of a large range of length and time scales in the flow, turbulent flow
measurements are extremely challenging to acquire. In order to extract velocity data at a high frequency,
hot-wire measurements are commonly performed. Hot-wires consist of a metallic filament which is heated
by the Joule effect. Heat diffuses away due to flow convection and the change in heat transfer registers
either as a change in resistance if operated in constant current mode, or as a change in current if operated
in constant temperature mode (Comte-Bellot, 1976). Hot-wires have the capability of measuring one ve-
locity component (or two with the use of cross-wires) in flows with a high uni-directional mean velocity.
However the use of hot-wires in flows with strong three-dimensional motions can lead to biased results.
Particle Image Velocimetry (PIV) is an alternative method of measuring flow velocities which, in contrast
to hot-wires, can acquire planar or even volumetric velocity measurements. This allows for multiple veloc-
ity components to be measured simultaneously. Furthermore, PIV can be used in separated flows as this
technique can determine the velocity direction (Raffel et al., 2018). However, due to temporal resolution
limitations associated with PIV and conventional hot-wires, nano-scale hot-wires are a promising technique
for obtaining fully-resolved measurements.

With the additional constraints of short time scales and high speeds present in supersonic flows, mea-
surements become more challenging. In order to accurately extract the flow statistics, it is essential to have
sufficient sensor response to capture turbulent fluctuations over all frequencies and length scales. With the
advancement of nano-technology and semiconductor manufacturing, researchers at Princeton University
developed the nano-scale thermal anemometry probe (NSTAP). This sensor has been used successfully in
a wide array of incompressible flows and has been shown to have a frequency response greater than 150
kHz, more than an order of magnitude faster than conventional hot-wires (Bailey et al., 2010). Due to its
nano-scale thickness and its micro-scale width and length, the NSTAP can also capture the very small length
scales present in turbulent flows, minimizing the spatial attenuation effects.
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While the NSTAP is a well-established anemometry probe for the analysis of incompressible flows, its
applicability to compressible flows has not been previously explored. In compressible flows, the density ρ

and the streamwise velocity u can no longer be decoupled using hot-wire anemometry, which adds a level
of complexity to the problem. It can be shown from dimensional analysis that the Nusselt number, Nu, is a
function of the Mach number, M, the Reynolds number, Re, the Prandtl number, Pr, the overheat ratio, τ,
and the length-to-diameter ratio, l/d:

Nu = Nu(M,Re,Pr,τ, l/d) (1)

This is the most general form of the heat transfer equation (Kovasznay, 1950). If Pr, M and l/d are
constant, Nu becomes dependent only on Re and τ, and the heat transfer relationship reduces to Equation 2:

E2 = L(τ)+M(τ) [ρu]n (2)

It must be noted that any polynomial curve can be used to fit the data at a certain overheat ratio, defined
below in Equation 3. A power law is most often used due to its physical significance in the incompressible
flow community (resembling King’s law).

τ =
Tw−Te

To
(3)

where Tw represents the temperature of the heated wire, Te is the temperature of the unheated wire while in
flow and To represents the stagnation temperature (Kovasznay, 1950; Smits et al., 1983). Equations 2 and 3
illustrate the dependence of the voltage, E, on both the mass flux, ρu, and the total temperature, To.

In order to validate the NSTAP for compressible flow analysis, the sensor is tested in both high subsonic
and supersonic flow regimes, with the intention of determining the free-stream turbulence level. The free-
stream turbulence level of a wind tunnel is an important metric of the flow quality. It is an input to numerical
simulations and is used as a comparison tool for other experimental setups. The values of free-stream
turbulence are typically low and thereby challenging to measure. A high signal-to-noise ratio is required
to be able to distinguish the flow from the background noise. The objectives of this paper are twofold;
first, the free-stream turbulence levels are computed using both an NSTAP and PIV for a wide range of
Mach numbers (0.3 < M < 2.0), the results are then compared at M = 0.3 in order to find a correlation
between the mean mass flux and the turbulence intensity. Second, the heat transfer relationship governing
the NSTAP is investigated at supersonic speeds. To accomplish the latter, the overheat ratio, τ, and the
stagnation pressure, po, are varied while keeping the Mach number constant at M = 2.0, allowing for direct
comparison between tests. Section 2 describes the design changes made to the conventional NSTAP in order
to withstand supersonic speeds and describes the experimental facility used in this research. Section 3 shows
the results from the subsonic NSTAP/PIV comparison and looks into the heat transfer relationship governing
the NSTAP at supersonic speeds.

2 Experimental Methods
The NSTAP has a unique capability of measuring streamwise velocity fluctuations at high frequencies
( f > 105 Hz), making it an ideal anemometry probe for high speed flows. The NSTAP is a silicon-based
MEMS device made in the Micro/Nano Fabrication Laboratory at Princeton University. Metal sputtering
and deep reactive ion etching are performed on a silicon wafer as part of the process to obtain the final sensor
seen in Figure 1. Here, platinum is sputtered due to its advantageous electrical and physical properties, such
as having a constant temperature coefficient of resistance for a wide range of temperatures and enabling
convenient etching of the surrounding silicon structure. At the most upstream location of the sensor lies a
metallic filament which is heated above the flow temperature by the Joule effect. The sensing element used
in subsonic flows is 2 µm wide and 100 nm thick, with a length of either 30 or 60 µm depending on flow
characteristics. However, these dimensions can easily be altered, which is done for this study. As it can be
seen in Figure 1, the wire is free-standing and held in place by two electrically conductive pads. During
operation, the flow convects heat away from the wire and the change in instantaneous flow velocity is read
as a change in output voltage. Although the most relevant details are summarized here, please refer to Val-
likivi and Smits (2014) or Fan et al. (2015) for information regarding all fabrication processes of the NSTAP.
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Figure 1: Scanning electron microscope (SEM) image of the NSTAP on carbon tape. The inset image
displays the free-standing sensing element supported on each end by metal sputtered onto silicon pads.
Figure excerpted from Fan et al. (2015).

The NSTAP has been tested in a variety of high Reynolds number incompressible flows and has yielded
promising data (see for instance Hultmark et al., 2012). As mentioned, the NSTAP has shown to have a
significantly higher frequency response and a superior spatial resolution compared to conventional hot-wires
due to its small sensing element, support structure and corresponding thermal inertia (Bailey et al., 2010).
This property is central to turbulence statistics in supersonic flows, where the time scales are extremely
short. Hence, the NSTAP was selected as a suitable sensor to extract well-resolved turbulence statistics in
supersonic flows. However, due to severe loading conditions and significant vibrations of the sensor, design
iterations were needed to increase the structural rigidity of the sensing element.

2.1 Sensor Design Variants
Four modifications were made to the original NSTAP design to prohibit structural failure and improve the
flow field characteristics in supersonic flows. First, the thickness of the metallic layer was increased from
100 nm to 500 nm. In order to do this, a new spin coating recipe consisting of a bilayer of LOR10A lift-off
resist and AZ1505 photoresist was developed to ensure proper metal lift-off.

Second, due to the shock structure on the sensor assembly, the two-dimensional geometry of the metallic
layer was altered (see Figure 2(a)). Since shock waves form at the tip of the sensor when testing at supersonic
speeds, the stub design was modified for aerodynamic purposes. The wire was also placed at the most up-
stream location in order for it to sense unobstructed flow from the shocks which form on the silicon supports.

The final step of fabrication consists of removing the 500 nm thick layer of silicon dioxide (SiO2) from
the sensor in order to fully expose the sensing element to flow. This is normally done with the use of a
buffered oxide etchant (BOE). After having removed the layer of SiO2 present on one side of the wire, the
sensor is fully etched - that is, the sensing element is exposed to flow on both sides. Third, unetched sensors
− where the layer of SiO2 remains on one side of the wire − were also tested for comparison, as the struc-
tural rigidity is significantly improved. However, the frequency response of the unetched sensors decreased,
since the sensing element is now only exposed to flow on one side and a portion of the heat is transferred to
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Figure 2: a) Figure excerpted and adapted from Fan et al. (2015). The schematic on the left depicts the
two-dimensional metallic pattern of the NSTAP used in incompressible flows. The schematic on the right
is the modified pattern of the NSTAP to withstand supersonic flow conditions. All units are in microns. b)
Schematic of the Trisonic Wind Tunnel Munich located at Bundeswehr University Munich. The controllable
geometry allows for active changes in Mach numbers, while the regulator valve controls the stagnation
pressure and hence, the Reynolds number.

the silicon dioxide layer.

Lastly, the length of wire was set to 30 µm in order to reduce wire deflection, which can lead to failure.
This can also be seen in Figure 2(a). All four variants of the NSTAP were fabricated and tested in the test
facility presented in the following subsection.

2.2 Trisonic Wind Tunnel Munich
All tests were performed in the Trisonic Wind Tunnel Munich (TWM) located at Bundeswehr University in
Munich, Germany. The TWM is a two-throat blowdown wind tunnel which can run in subsonic, transonic
and supersonic regimes (0.15 < M < 3.0). Air is fed into the tunnel by two large pressurized tanks (po up to
20 bar) each containing 178 m3 of air, illustrated in Figure 2(b). The TWM’s test section is 300 mm wide,
675 mm high and 1700 mm long. An adaptive de Laval nozzle (upstream of the test section) and an adaptive
diffuser (downstream of the test section) allow for varying the Mach number during operation of the wind
tunnel. The total pressure, ranging from po = 1.2 to 5.0 bar (which results in a maximum Reynolds num-
ber of 80× 107 m−1), can be varied during wind tunnel operation. The unique capability of varying Mach
number and Reynolds number independently and in real-time is beneficial in understanding the effect of
Mach number on the heat transfer relationship governing the NSTAP. It also allows for smooth start-up and
shutdown of the wind tunnel, which otherwise can damage the sensor. For additional information regarding
the TWM, the mounting system as well other collaborative efforts, please refer to Duvvuri et al. (2017).

All sensors were operated in a constant temperature anemometry (CTA) circuit, using the Dantec Stream-
line anemometer 90N10 with the 90C10 CTA module. The output data was recorded using a Dewetron
DEWE-50-PCI-16 with a sampling frequency of 100 kHz.
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3 Results

3.1 Subsonic Measurements
In order to quantify the free-stream turbulence level of the TWM, three different Mach numbers were in-
vestigated: M = 0.3, M = 0.5 and M = 0.8. Figure 3(a) shows the standard deviation of the mass flux,√
(ρu)′2, with respect to the mean mass flux, ρu. The standard deviation appears to increase monotonically

for M = 0.5, while this trend is not observed at the other two Mach numbers. It was found that the turbulence

intensity,
√

(ρu)′2

ρu , is low in the free-stream for all three cases, ranging from 2−4% for M = 0.3, 1−3% for
M = 0.5 and below 1.2% for M = 0.8. An error analysis was performed to see if the inconsistency between
curves was a result of error propagation. Errors stemmed from the sensors in the TWM as well as the fit of
the calibration. However, accounting for the error did not modify the overall trend of the curves. In all of
these measurements, fluctuations in To were not accounted for. Although this is a reasonable approximation
in the free-stream, these fluctuations can be significant in other conditions, especially with large values of
mean shear.
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(b) NSTAP/PIV Comparison at M = 0.3

Figure 3: a) Variation of the standard deviation of the mass flux data with respect to the mean mass flux
for M = 0.3 (blue), M = 0.5 (red) and M = 0.8 (yellow). b) Comparison of the turbulence intensity found

using PIV (blue) and the NSTAP (red) at M = 0.3. In order to transform
√
(ρu)′2 into

√
u′2

u , the data set was
normalized by the mean mass flux, ρu.

The NSTAP data was also compared to PIV data. Planar PIV measurements were performed in a hor-
izontal (streamwise-spanwise) plane near the NSTAP measurement location. The size of the field of view
and the particle shift were optimized to resolve small-scale turbulent structures. Double frame images were
recorded at 15 Hz. For the data presented in Figure 3(b), 500 statistically independent images were recorded
and this was evaluated to be statistically converged. The standard deviation of the velocity fluctuations
across the PIV field from all 500 images was less than 0.06%.

Unlike the coupling present between ρ and u when taking hot-wire measurements, ρ and u are no longer
coupled when taking PIV measurements. Therefore, only the M = 0.3 data set was compared to PIV since
this is the upper limit to the incompressible flow assumption. Figure 3(b) shows the turbulence intensity

extracted using PIV
(√

u′2
u

)
and using the NSTAP

(√
(ρu)′2

ρu

)
. While PIV results indicate that the turbulence
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intensity slightly decreases with increasing total pressure, the NSTAP data does not corroborate this trend.
The offset between curves is expected due to the low-pass filtering of the data extracted with PIV. However,
the reason for the discrepancy between trends is unclear with the current data set.

3.2 Supersonic Measurements
In order to investigate the heat transfer relationship governing the NSTAP, tests at a constant Mach number
of M = 2.0 were performed at 3 different values of τ (0.9223, 0.7905 and 0.5904). During each run, the range
of mass fluxes seen by the NSTAP was 285−320 kg/m2s (or equivalently a Re range of 2.7×107−3.2×107

m−1). For all supersonic tests, data was collected with an unetched NSTAP. Figure 4 shows the calibration
curves for each run. Interestingly, a linear relationship fits the data convincingly. This leads to the following
heat transfer relationship:

E2 = L(τ)+M(τ)ρu (4)

Although temperature does seem to affect the voltage drop across the wire, these effects can be ac-
counted for by computing L(τ) and M(τ).

285 290 295 300 305 310 315 320
4

4.5

5

5.5

6

6.5

7

- - - Linear Fit
 o  =0.9223
 +  =0.7905
 *  =0.5904

Figure 4: Plot showing the linear trend for all three overheat ratios. For each data set, a line was added for
comparison and fits the data extremely well.

3.2.1 Flow Regime: Possible Explanation for Linear Relationship

It is important to consider here the flow regime seen by the NSTAP. The ratio between the mean free path,
λ, and a characteristic length scale, l, also known as the Knudsen number, Kn, is indicative of whether the
continuum assumption holds or fails. Kn can be defined as follows from kinetic theory:

Kn =
λ

l
= (πγ/2)1/2

(
M
Re

)
(5)

where the ratio of specific heats, γ, is 1.4 for diatomic gases such as air. According to this relationship,
Kn can increase by either increasing M or by decreasing Re. In Dewey Jr (1965), it was found that while
Nu ∼ Re1/2 in the continuum flow regime (where λ << l), it varies linearly with Re in the free-molecule
flow regime (where λ > l). This finding is informative and highly relevant for the NSTAP measurements.
Given the small geometry of the sensing element and the high flow velocity, the NSTAP may be operating in
a regime where the continuum assumption does not hold due to its small length scale and correspondingly,
operating Reynolds number. Using the width of the sensing element as the length scale, Kn = 0.05 whereas
using the thickness of the wire yields close to Kn = 0.3. The apparent linear relationship between Nu and
Re may indicate that the thickness of the sensing element is the correct length scale governing this heat
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transfer. However, these results are preliminary and measurements over a larger range of mass fluxes should
be acquired to validate this model.

4 Conclusion
In order to accurately measure turbulent compressible flows, high temporal and spatial resolutions are
needed. For this, a variant of the nano-scale thermal anemometry probe was designed, manufactured and
tested in the Trisonic Wind Tunnel Munich. First, subsonic data was collected and the free-stream turbu-
lence level was computed at various Mach numbers. A clear trend of the turbulence level with M was not
found. Direct comparison with PIV measurements at M = 0.3 was inconclusive despite having accounted
for error propagation, indicating that there must be unaccounted errors in either or both measurement tech-
niques, which may be associated with density fluctuations. Second, the heat transfer relationship governing
the NSTAP was determined by varying Re and τ, while keeping M = 2.0 constant. A linear trend was ob-
served, which has previously been attributed to free-molecular flow. Linear calibration curves are always
advantageous and thus future sensors could be designed to promote this behavior. Additional data over a
larger range of mass fluxes must be collected to validate this proposed model.
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Abstract 

Multiple shock wave turbulent boundary layer interactions and its oscillations are present in constant or 

nearly constant area ducts such as scramjet inlets, supersonic ejectors, supersonic wind tunnels, etc. Under 

certain conditions, a series of normal shock pattern called shock train may form and can cause highly non-

uniform and unsteady flow downstream of the interaction. The parameters which affect the structure of 

this shock pattern is well known for steady state analysis, but the possible reasons for the oscillation 

characteristics are not yet understood very well. The present study investigates the characteristics of 

multiple shock waves in a supersonic rectangular area passage for steady as well as unsteady flow 

conditions.  The experimental results are compared with the numerical results obtained from the 

simulations. The variation in the mean shock position is examined through the wall static pressure 

distribution and shock location images. Analysis of shock structure variation and its effect on flow field is 

carried out to understand the mechanism of multiple shock formation and its oscillations. 

 

1Introduction 

In the supersonic air intakes, the purpose of the isolator is to separate the inlet from the combustion 

chamber. In the isolator, the deceleration from supersonic to subsonic velocity can either occur through a 

normal shock or with a more complicated and gradual transition Matsuo et al (1999). However, due to the 

existence of a viscous boundary layer, the shock structure is spread into a series of oblique or lambda 

shock waves and is explained by Sullins (1993). This shock system is known as shock train. Depending on 

the boundary conditions, such as Mach number, the pressure at the inlet, and outlet of passage, etc., the 

shock system can be of normal or oblique in nature. In a normal shock train, the first shock will be 

bifurcated, and the proceeding shocks will be non-bifurcated in nature. In an oblique shock train, the 

intersecting shock is generated from opposite walls of the duct. These shocks cross to form an X pattern. 

The shock train region is followed by the mixing region, where both sonic and subsonic flow fields are 

present with no shock condition. The static pressure is increased in the mixing region as well. The entire 

region from the beginning of the shock train to the end of the mixing region is known as a pseudo-shock. 

 

In the supersonic flow fields, the shockwave will be interacting with the boundary layer, and a complex 

flow field is generated after this interaction region. The shockwave/boundary layer interaction creates a 

local thickening of the boundary layer Wiess et al (2010) and leads to the formation of a virtual nozzle 

throat. Immediately downstream of the mainshock, the flow is accelerated again at supersonic speeds 

through this virtual nozzle until the next shock recompresses the flow again. The intense adverse pressure 

gradient imposed on the boundary layer by the shockwave due to SBLI causes the boundary layer to 

thicken and possibly to separate (Carrol et al (1990)). TheseSBLIs are the reason for unsteadiness in the 

flow, and the boundary layer separation leads to highly unsteady flow field resulting inlet instability, 

aircraft buffeting, and aerostructure fatigue. Three different flow patterns were explained in the 

experimental investigation conducted by Sajben et al (1984), Chen et al (1979) and Bogar et al (1982), to 
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be no separation, pressure gradient induced separation and shock-induced separation. At the stems of the 

throat shock, downstream propagating subsonic waves were initiated, and this makes the self-excited 

oscillations inside the diffuser 

 

The present study investigates the characteristics of multiple shock waves in supersonic rectangular area 

passage for steady as well as unsteady flow conditions. The experimental results are compared with the 

numerical results obtained from the simulations. The variation in the mean shock position is examined 

through the wall static pressure distribution and shock location images. Analysis of shock structure 

variation and its effect on flow field is carried out to understand the mechanism of multiple shock 

formation and its oscillations. 

 

2Experimental setup 

Experimental studies are conducted in a fully transparent blowdown tunnel having a Mach number of 1.75 

at the nozzle exit. The nozzle is designed by MOC and has a throat height of 10mm, and the whole 

geometry is having a constant width of 20mm. The details of the experimental facility are shown in 

figure1. 

 

 
 

 

 

The standard Z type Schlieren optical arrangement was used to visualize the flow fields shown in Figure 

2. Schlieren photography was performed to qualitatively visualize the movement of shock in the test 

section of the wind tunnel. The instantaneousSchlieren visualization was conducted using a high intensity 

LED light source and a slit is positioned in front of the light source, effectively creating a point source of 

light. The slit is positioned at the focal point of the concave mirror M1and after reflecting from it the light 

beam will be collimated and allowed to pass through the test section (TS). The collimated light was 

aligned perpendicularly, both horizontally and vertically, to the wind tunnel test section. After reflecting 

from the second mirror M2, the light beam focus to the focal point of M2, where the knife edge is 

positioned. In no flow condition, the knife edge is adjusted to cut off half of the light, so that half of the 

light escaping is able to illuminate the screen uniformly. This light is collected to the high-speed camera 

through a lens and then recorded. The images are recorded using Phantom Miro M310 camera.  

 

Schlieren optical technique is an extremely useful tool for making an-intrusive measurements of density 

gradients with high sensitivity and accuracy. The preliminary experiments were done with mirrors having 

a focal length of 2m and 200mmdiameter. The images were taken at a frame rate of 10000 fps and having 

a size of 440 x 200 pixels with an exposure time of 10 μs. The image resolution of the acquisition was 

measured approximately to be 0.4mm/pixel. 

Figure 1: Details of experimental facility 
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The Schlieren images were processed using Matlab code to identify the shock locations. The knife edge 

cut the focused light beam partially such that the high-density region of the shock is obtained as a bright 

line. The Matlab code takes a strip from the image in the center line where the shape of normal shock is 

vertical and the background image is subtracted from this. The code look for the highest gradient in 

intensity presents in the image and take that particular value of the pixel in flow direction as the stock 

location. With this shock capturing code, the shock position was determined with an estimated uncertainty 

of ± 1 pixel (±0.34mm). 

 

3Results and discussions 

The investigations included Schlieren visualization using high-speed camera and surface 

pressure2measurements using Scanivalve. During the experiments, pressure ratio is increased to position 

the first shock wave in the quasi-parallel test section measurements were taken at this time. The 

experimental images were compared with the computational results obtained from Reynolds averaged 

Navier Stokes computations. The obtained results are plotted in the figure3. It can be seen from the figure 

that the results match very well with a small variation in the shock angle which was formed primarily due 

to the variation of boundary layer thickness in the flow upstream of the first shock wave. The upper part of 

the figure represents the variation of the Mach number in the flow field and the flow is from left to right.  

 

 

 
 

 

 

 

The Schlieren image of multiple shock waves and comparison of surface pressure measurements between 

experiment and computation are shown in figure4. The nozzle throat location is taken as the reference 

point for measurements. Figure 4a represents the position of shock train in the rectangular duct while 

figure 4b is the comparison of wall static pressure for experiment and computation. 

Figure 2: Schematic of the Schlieren optical arrangement.M1 and M2 are concavemirrors of 2m focal 

length and 200mm diameter; TS indicates the test section. 

Figure 3: Comparison of experimental and computational results  
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The pressure on the wall is normalized with inlet stagnation pressure, and shock location is normalized 

with the throat height of the nozzle. There is a difference in pressure ratio between computation and 

experiment to maintain same shock location. In the real case, the shock will not be stationary, but 

oscillating. The theshock train will be oscillatory in nature even if we maintained a constant pressure ratio 

across the geometry. There are several parameters which influence the oscillation characteristics such as 

upstream disturbance, downstream disturbance, shockwave boundary layer interaction etc. The images 

obtained fromSchlieren visualizations were used for image processing to obtain the shock location values. 

The maximum upstream and maximum downstream locations of the shock wave are represented in 

figure5. The images are taken arbitrarily from the set of images when the shock wave was at its extreme 

locations. During the experiment, the shock wave will be oscillating within these limits. 

 

 
 

 

Figure 4: (a) Schlieren image from experiment and; (b) comparison of wall static pressure between 

experiment and computation. 

Figure 5: Maximum and minimum limit of shock train oscillation 
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The Matlab program computes the stock location based on the intensity of each image for each shock of 

the shock train. The location of the first shock wave is analyzed and the time variation is plotted in 

figure6, and issue-plotted along with the variation of stagnation pressure upstream of the nozzle. The red 

line indicates the variation of stagnation pressure upstream of the nozzle. The pressure ratio is defined as 

the ratio of upstream stagnation pressure to the back pressure. 

 

 
 

 

The probability distribution function of the first shock location is presented in figure 7. It is observed that 

the shock oscillates about its mean position, while it is more probable in the upstream location from the 

mean. The amplitude of oscillation is much larger in the upstream direction compared to the downstream 

direction.  

 

 
 

 

 

4Conclusions 

The characteristic of multiple shock waves in a rectangular channel is investigated computationally and 

compared with the experimental results. Unsteady experiments were conducted to investigate the shock 

oscillation phenomenon. A gradient-based algorithm was used to locate the shock from Schlieren images 

and it predicts the shock location very well. It could be noted that there exist an unsteady oscillation of the 

Figure 6: Temporal variation of first shock location and the upstream stagnation pressure 

Figure 7: Probability distribution function of the first shock wave 
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shock waves even if the pressure ratio is constant. The correlation between fluctuating pressure along the 

shock train region and the variation in the mean shock position is also examined through the wall static 

pressure distribution and shock location images. 
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Abstract
The aerodynamics associated with wind turbines are of great practical significance, and present interesting
fundamental problems in terms of the underlying flow physics. A primary challenge in laboratory-scale ex-
perimental studies of wind turbine models is the inability to achieve dynamic similarity with full-scale field
turbines using conventional flow facilities. The present work overcomes the same by employing high-density
working fluid in the form of compressed air (up to 220 bar) to experimentally investigate the performance
of vertical-axis wind turbine (VAWT) models at high Reynolds numbers (up to 5 × 106 based on the ro-
tor diameter) that match field conditions, while simultaneously maintaining the non-dimensional rotation
rates and Mach numbers in the desired range. Aerodynamic performance (turbine efficiency) data for a
H-rotor VAWT model with varying rotor solidity is presented here along with a qualitative discussion on the
observed behavior with Reynolds number and rotation rate.

1 Introduction
Wind energy is routinely harnessed at a commercial scale using horizontal-axis wind turbines (HAWTs),
with rotor diameters that easily exceed 100 meters. While modern HAWT designs operate at high aerody-
namic efficiencies, they are mechanically complex machines with high installation and maintenance costs.
Vertical-axis wind turbines (VAWTs), also known as cross-flow turbines, provide a low-cost alternative
to HAWTs and enable access to wind resources with operational advantages in a variety of environments
(Dabiri, 2014; Strom et al., 2017). VAWTs present a very interesting and challenging fluid dynamical prob-
lem that combines unsteady flow and high Reynolds numbers. Unlike HAWTs, the aerodynamic perfor-
mance of VAWTs is not easily amenable to simple predictive models, like the ones based on blade element
momentum theory (for instance, see discussion by Lohry and Martinelli, 2016). Thereby commercially
available VAWTs today rely to a large degree on empiricism and heuristics in their design, and suffer from
operational inefficiencies. Modeling and design efforts of VAWTs can considerably benefit from relevant
experimental studies of model turbines at realistic flow conditions.

Although VAWTs are typically designed to be smaller in size than HAWTs, they nonetheless pose signif-
icant challenges in terms of laboratory-scale experimentation. The governing flow parameters for a canonical
wind turbine problem in general are the Reynolds number (ReD), non-dimensional rotation rate (referred to
as the tip-speed ratio λ), and Mach number (M), which are defined as

ReD =
ρU D

µ
; λ =

ω(D/2)
U

; M =
ω(D/2)+U

a
. (1)

Here U is the wind speed, D is the rotor diameter, ω is the rotor angular velocity, ρ is the air density, µ is the
air dynamic viscosity, and a is the speed of sound. Laboratory experiments with model wind turbines can
capture all the flow physics and provide accurate results only when full dynamic similarity is achieved with
the field operational conditions of the corresponding full-scale turbines (i.e. simultaneous match between
the field and laboratory of all three parameters listed in equation 1). Given the high ReD of utility-scale wind
turbines and the inverse dependence on U of ReD and λ, it is practically impossible to achieve full dynamic
similarity with a laboratory-scale model in a conventional wind tunnel.
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Figure 1: (a) Five-bladed VAWT model with dimensions; (b) photographs with a top-down view of the four
different rotor configurations used in this study.

A novel approach to overcome this limitation was recently implemented by the authors in an experimen-
tal study of a geometrically-scaled VAWT model with a 5 bladed H-rotor configuration (Miller et al., 2018).
Compressed-air was used as the working fluid in the study to obtain high Reynolds numbers by increasing
ρ while maintaining U at relatively low values. This allowed for simultaneous matching of ReD, λ, and Ma
with the full-scale turbine, which is 22.5 times bigger in size. In the present work we utilize the same ex-
perimental technique to understand the scaling behavior of the turbine power coefficient (non-dimensional
power Cp) with ReD, λ, and the rotor solidity (σN), which is a key design parameter for practical turbines.
Cp and σN are defined as

Cp =
τ ω

(1/2)ρSDU3 ; σN =
N c
D

, (2)

where τ is the central rotary shaft torque, S is the rotor span, N is the number of rotor blades, c is the blade
airfoil chord length, and (·) denotes the time-averaging operator. The rotor solidity is varied by changing
the number of blades. Details of the experiments are presented in the following section.

2 Experimental set up
The base turbine model used in this study is same as the one used previously. In separate sets of experiments
the rotor was configured with azimuthal symmetry to have N = 2, 3, and 4 blades, while the rest of the turbine
geometry remained unchanged. Data for N = 5 with the same turbine geometry is already available from
Miller et al. (2018) for comparison. This gives a range of solidities σN = [0.45,1.12] with N going from
2 to 5. Figure 1 shows a CAD rendering of the five-bladed rotor configuration with relevant dimensions,
along with photographs of the four different rotor configurations considered in this study. It is to be noted
that all the turbine blades (along with the support struts) used in the present study and Miller et al. (2018)
are identical, and the same tower housing was used throughout. Hence D, S, and c remain fixed as N (and
thereby σN) is varied.
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Figure 2: (a) Cut-away of the circular HRTF test section with the VAWT model and measurement stack; (b)
photograph of the five-bladed VAWT model and measurement stack.

The aerodynamic performance of the models was tested at the Princeton high Reynolds number test
facility (HRTF), a recirculating type compressed-air wind tunnel with static pressures (ps) of up to 220 bar
and a maximum free-stream velocity of U = 10 m/s. In that pressure range, ρ for dry air scales almost
linearly with ps whereas µ changes only by about 30%. Hence an increase in Re by a factor of ≈ 200 is
obtained for given length and velocity scales in comparison to a conventional wind tunnel. In addition, M
remains well within the incompressible flow limit in all experiments since a is mostly insensitive to changes
in ps, and the total blade velocities remain relatively low. Further details on the facility can be found in
Jimenez et al. (2010) and Miller et al. (2018). Figure 2 shows a CAD rendering of the VAWT model along
with the measurement stack integrated into the HRTF test section. A central rotary shaft connects the rotor
to the brake at the bottom of the measurement stack, with a force/moment transducer and a torque sensor
(and a built-in encoder) connected in-line.

The rotors were solely powered by aerodynamic forces in the all the experiments with no external aids
for rotation. For a given N, ReD was set by operating the tunnel at a suitable combination of ps and U .
For a fixed ReD, the tip-speed ratio λ was then varied by externally controlling the torsional brake load and
thereby the rotational speed of the rotor. The mechanical power (τ×ω) extracted by the turbine was directly
measured by the torque transducer and rotary encoder in a time-resolved manner. This measurement can
be treated as the true aerodynamic power as mechanical losses in the setup were estimated to be minimal,
and of the same order as the measurement uncertainty. The turbine configurations were tested across a large
range of ReD = 0.5×106 to 5×106. For reference, the full-scale turbine considered by Miller et al. (2018)
with N = 5 encounters a maximum ReD of only 2.4× 106 in the field. Results from these experiments are
presented in the next section, followed by a brief set of concluding remarks.

3 Experimental results
The power co-efficient behavior with Reynolds number and tip-speed-ratio is shown in figure 3 for the four
different rotor configurations considered here. Plot markers represent experimental data points and are color-
coded by Reynolds number. Cp obtained at different values of λ for a fixed ReD are denoted by markers of
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Figure 3: Power co-efficient (Cp) behavior with Reynolds number (ReD) and tip-speed-ratio (λ) for rotor
configurations with N = 2, 3, 4, 5.

the same color. To highlight the trend of Cp with λ for a fixed ReD, third-order polynomial functions are fitted
to data markers and are shown as solid lines of the same color. A clear increase in turbine performance with
ReD is seen in the lower end of the Reynolds numbers range. As ReD approaches 5×106, the curves begin
to overlap one another, clearly indicating the onset of a Reynolds number invariant regime in performance.
Quantitative characterization of this behavior, made possible by the present data set, has significant practical
implications in terms of field turbine sizing for optimizing the overall economics of wind energy extraction.

Two clear trends are observed in the Cp data with decrease in the rotor solidity – the power curves
shift upwards and towards the right while they retain the general shape. To highlight these trends, a direct
comparison of Cp for N = 2, 3, 4, 5 at an intermediate ReD of 2.82×106 is shown in figure 4 along with third-
order polynomial fits as previously described. The maximum Cp occurs approximately at λ = 1 for N = 5,
λ = 1.1 for N = 4, λ = 1.27 for N = 3, and λ = 1.52 for N = 2. These values of λmax(Cp) were found to be
fairly insensitive to changes ReD for each N, and the same can be qualitatively observed in figure 3. A simple
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Figure 4: Power co-efficient (Cp) behavior with tip-speed-ratio (λ) for rotor configurations with N = 2, 3, 4,
5 at a fixed Reynolds number of ReD = 2.82×106. The shaded region around each of the curves represents
a conservative estimate of the total measurement uncertainty.

explanation for the rightward shift of power curves with decreasing solidity can be provided by considering
changes to the effective blade Reynolds number. Decreasing solidity, or increasing porosity, results in the
rotor experiencing relatively higher incoming flow momentum due to a lower blockage effect. This implies
that the rotor blades operate at an effectively higher ‘free-stream’ Reynolds number, with an increase in the
appropriate velocity scale. This translates to higher rotational rates and thereby higher λ when the far-field
free-stream velocity is used to scale ω. This also provides a partial explanation for the upward shift of the
power curves with decreasing rotor solidity. The intra-cycle unsteady aerodynamic behavior of the airfoil
blades needs to be considered in detail for a more complete explanation of these experimental observations,
and it is the subject of future work.

On a practical note, the peak turbine efficiency goes up by about 15% when moving from a five-bladed
to a two-bladed rotor as seen in figure 3. While this is attractive from a purely aerodynamic efficiency view-
point, the higher rotational rates lead to greater structural loading. Further, lower number of blades lead to
higher amplitudes of unsteadiness in intra-cycle torque loading. These considerations could possibly miti-
gate the advantage of higher Cp in the overall turbine operation economics. In this regard experimental data
of the present kind can aid in the development of robust predictive tools for optimal design and operations
of practical VAWTs.

4 Conclusions
The aerodynamic performance of a VAWT model with a H-rotor was systematically studied at high Reynolds
numbers and varying rotor solidity. The uniqueness of the experimental technique used lies in the ability
it provides to access field-scale Reynolds numbers for wind turbine aerodynamics in a laboratory setting.
In the present work it allowed for the identification and characterization of a Reynolds number invariant
regime in the turbine performance, and understanding the effects of rotor solidity. Experimental data of the
present kind is invaluable to the modeling and design efforts of practical wind turbines. Future work with
this experiment will focus on the statistical and structural nature of turbulence in the turbine wakes, and
aerodynamic interactions between multiple turbines in proximity.
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Abstract 
Operating hydraulic turbines under non-optimal conditions leads to the emergence of the precessing 
vortex rope behind the turbine runner. This experimental study examine cavitating turbulent flow in a 
simplified hydraulic turbine to reveal flow features in a wide range of speed and discharge conditions. A 
swirling device that allows reproducing the speed distribution behind the runner of a real turbine was 
manufactured using a rapid prototyping technology. Laser Doppler anemometry velocity measurements 
were performed at the runner outlet for various operating regimes. The details of velocity distributions at 
high swirl number were investigated and discussed. 
 
1 Introduction  
 
The integration of new energy sources like wind or solar energy into the electrical grid requires the 
flexible regulation of electrical grid. This possibility can be realized by hydro turbines capable of rapidly 
changing the output power. Most of the installed hydropower units are optimized for their Best Efficiency 
Point (BEP) but for regulation, they work beyond optimal conditions. When the output flowrate of turbine 
is changed to execute the regulation function a residual swirl at the draft tube inlet remains that results in 
emergence of phenomenon known as precessing vortex core (PVC). PVC leads to uneven pressure 
distribution in the draft tube that decreases the hydro turbine efficiency and safety. PVC rotates around 
draft tube axis and generates pressure surge resulting in a resonance conditions. It diminishes efficiency 
and robustness of hydraulic unit. Also interacting with the draft tube elbow, the vortex rope creates 
oscillations of the liquid column leading to a dangerous power swing. Rheingans (1940) was one of the 
first who drew attention to this phenomenon. Since then, the problems of the appearance of non-stationary 
phenomena in a swirling flow behind the runner of a hydro turbine have been paid much attention. The 
strong impact that the vortex rope has on the power plant performance requires studying the mechanism of 
the PVC formation that is necessary for advancing hydropower plant efficiency and preventing 
undesirable vibrations. Because of the complexity and high cost of experiments on real hydroturbines, 
reduced and simplified models are used. 
Nishi and Liu (2013) have generalized the description of the different vortex rope patterns observed at 
different turbine loads. The development of contactless optical flow diagnostic methods (PIV, LDV, high-
speed visualization) significantly increased the understanding of the complex structure of the flow. Favrel 
et al. (2015) performed PIV measurements and phase averaging procedure in order to examine the 
dynamic of PVC in one revolution in different cross sections for various Q/QBEP. Tridon et al. (2010) paid 
attention to measuring the radial velocity component. Commonly this component is not consider due to 
the complexity of the required measurement setup and significant curvature of the draft tube cone for 
LDV application. A strong asymmetry of the radial velocity has been shown, which is usually not taken 
into account in analytical models. Müller et al. (2017) applied Laser Doppler Velocimetry and high-speed 
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visualizations for two-phase flow field at the runner exit. The complex interplay of wall pressure, the flow 
swirl, the torque, the vortex rope volume was shown. 
Another way to understand complex effects and phenomena arising in a turbulent, multiphase swirling 
flow is the use of numerical simulation. Thus, the CFD methods solve not only the problems of geometry 
optimization Ciocan et al. (2016), Lyutov et al. (2015), Wei et al. (2014), but also the important task is to 
obtain quantitative information on the flow structure in those areas in which the use of optical technique 
becomes problematic Zuo et al. (2015), Shingai et al. (2014), Minakov et al. (2017). Despite the 
advantages of numerical simulation, it requires ongoing verification by experimental data. 
 
2 Experimental setup 
Measurements are carried out at the test facilities of the Kutateladze Institute of Thermophysics, 
Laboratory of Ecological Problems of Heat Power Industry, on a vertical closed-loop experimental test rig 
with scaled simplified model of a hydraulic turbine (figure 1). The main purpose of the simplified turbine 
model examined in this paper is to reproduce the flow behind a real turbine runner in the cone of the draft 
tube. The draft tube cone was made of Plexiglas, providing an optical access for optical methods of flow 
diagnostic, such as the LDA technique and high-speed visualization. Using the straight conical draft tube 
neglects the effects of the complex interaction of the vortex rope with the elbow. 
The swirl generator (instead of guide vane and turbine runner) designed to simulate flow in a Francis 
turbine operated at different discharge conditions. Magnetic couple provides the contactless transmissions 
of the torque from the external electromotor to the runner inside the flow. The stationary swirler creates a 
tangential velocity component, which is further redistributed by an externally rotated runner. The 
stationary guide vanes and runner were made by means of three-dimensional rapid prototyping technology 
that allows that allows you to precisely create a complex blade geometry. The centrifugal pump 3LMH 
80- 160/18.5 from Ebara Corp., (Tokyo, Japan) supplies a flow rate up to 200 m3/h (Remax ≈ 106); runner 
speed is varied in a range of 0 – 2000 rpm. 

 
Figure 1: Photo of test section. Transparent part of draft tube cone for LDA and pressure measurements. 
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3 Velocity and pressure measurements 
Experimental data containing velocity distribution on more than 100 operating points are collected. For 
each flow rate, ten runner speeds are analyzed. Velocities are presented in non- dimensional form using 
bulk velocity; it allows to compare the influence of different runner speed at one Reynolds number. The 
cross section in which the measurements are carried out is located 60 mm downstream the inlet cross 
section. In view of the symmetry of the draft tube cone axial and tangential velocities are assumed to be 
axisymmetric and measurements are taken from the wall to the central axis. 
The tangential profile in the swirl free conditions (figure 2, black squares) has an S-shaped velocity 
profile, and the zero-velocity point is shifted to the wall. It is possible to distinguish two groups of 
velocity distributions for a given flow, up to 900 revolutions per minute and after. In these two areas the 
velocity patterns are different. This applies to both tangential and axial components. The tangential 
component in the 0-0.3R region for large runner speeds has a slope in the opposite direction. The axial 
component also has an interesting feature. When the critical speed of rotation is reached, the recirculation 
region abruptly disappears; nevertheless, the pulsations associated with the precession of the vortex rope 
are still recorded. 
 

 

 
Figure 2: axial (u) and tangential (v) velocity distributions (and RMS their fluctuations uꞌ, vꞌ) at different 
runner rotational speed and constant flowrate (Re ~ 2.4∙105), U – bulk velocity (2.42 m/s). Black squares 
correspond to regime with zero swirl.  
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It should be noted that the region with the lowest velocity pulsations, both axial and tangential, is 
displaced with respect to the zero-swirl flow regime (N = 300 rpm) toward greater swirl (S ~ 0.15, N = 
400 rpm). In this regime, a practically uniform profile of the axial velocity is observed, and the model of 
solid-state rotation well describes tangential velocity. The position of the maximum of the axial velocity 
component correlates with the position of the precessing vortex rope, in turn, the maximum of pulsations 
on the axis of the tangential component also confirms the presence of precessing structure displaced 
relative axis of the draft tube cone. The maximum of the axial component shifts toward the wall, and its 
value increases. When the critical rotational speed of the runner reaches the growth is not observed, but 
the maximum is still shifting to the side.  
To generalize the data on the measurement of pressure pulsations, the integrated swirl parameter 
introduced in Chigier and Beer (1964) as the ratio of axial flux of azimuthal momentum to the axial 
flux of axial momentum multiplied by radius R. Not taking into account the distribution of pressure 
and Reynolds stress it can be rewritten as: 
 

𝑆𝑆 =  ∫
𝜌𝜌𝜌𝜌𝜌𝜌𝑟𝑟2 𝑑𝑑𝑟𝑟∞

0

𝑅𝑅 ∫ 𝜌𝜌u2rdr𝑅𝑅
0

     (1) 

 
Draft tube wall pressure pulsation map is presented in figure 3. A coherent component was extracted from 
the signal, excluding turbulent pulsations in the flow. It can be seen that in the region of zero and 
moderate swirl S < 0.6, the pressure sensor does not detect pulsations from the vortex rope, despite the 
fact that, according to the visualization data and indirectly according to the velocity profiles (the presence 
of a reverse flow), PVC in the flow is present. Starting at S = 0.6, the pressure pulsations become 
significant and grow with flowrate increasing. 

  
Figure 3: Pressure surge map in Q-N coordinates. 

4 Conclusion 
PVC-induced pressure oscillations are reproduced on a reduced simplified physical model of a hydraulic 
turbine. The technique of fast 3D prototyping made it possible to create with high accuracy a swirling 
device that simulates the flow distribution behind the runner of real turbines at various operating modes. 
More than one hundred operating regimes have been investigated experimentally by means of LDV and 
pressure measurements. Experimental results show that the large on-axis recirculation region and the high 
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level of velocity fluctuations occur at the shifting towards non-optimal regimes in which the N/N0 ratio 
differ from 1. The velocity and their pulsations in the draft tube cone showed a different pattern depending 
on the runner speed. Pressure pulsations have been drawn in color maps in Q – N coordinates; the main 
feature is the discrepancy between locations of the maximum of flow rate and pressure amplitude. Starting 
at a critical value S = 0.9, a decrease in flow rate or an increase in the runner rotational speed do not 
increase the integral swirl parameter. 
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Abstract 
The 3D pattern and structure of the artificial water tornado flow in a powered water circulatory system 
(PCS) for environmental protection is investigated by tomographic PIV experiment. The circulatory 
system aims to promote circulation of deoxygenated bottom layer water in closed water areas such as 
lakes, ponds and reservoirs. Full 3D-3C analysis of the flow structures of the tornado flow along the 
boundary and surrounding as well as cross-sectional analysis of the tornado water rise in two orthogonal 
directions is presented. Some considerations about the practical design of the circulatory system are made 
regarding the impeller speed and depth for pump-up efficiency. 
 
1 Introduction  
The 3D flow to be investigated in the present work is the artificial water tornado flow in a powered water 
circulatory system (PCS) for environmental protection. From the viewpoint of natural water environment 
protection, the ecological circulation of deoxygenated bottom water in closed water areas (lakes, ponds 
and reservoirs) is an important task to be considered. While many conventional solutions consume con-
siderable energy to cope with this problem, one of the recent techniques using a PCS (Environment 
Measurement Services Inc. (2009)) is a simple and energy efficient solution that uses an artificial tornado 
flow generated by a rotating submerged impeller. Some earlier works provide the 2D-3C PIV analysis of 
tornado flow in such systems (Hanari and Sakakibara (2010), Ohmi et al. (2013)) but to understand more 
detailed dynamics of the flow rise, a full 3D-3C PIV analysis of the flow is required. 
     Also the optimum design parameters of the system, especially the submerged impeller speed and depth 
remain to be known for maximizing the flow circulation and minimizing the surrounding mixing. In the 
present work, therefore, the tomographic PIV analysis aims to understand the vortex flow development in 
a tornado for pump-up efficiency under varied impeller parameters. A cross sectional analysis of the 3D 
flow structures of tornado flow along the tornado boundary and surroundings is also presented at varied 
experimental conditions. 
 
2 Experimental Setup 
As a laboratory model of a close water area, an octagonal water tank has been employed after the 
reference study of Hanari and Sakakibara (2010). This tank is made of transparent acrylic glass of 352 mm 
side length (805 mm distance between two parallel sides and 915 mm distance between diagonal corners) 
and 1000 mm height which is filled up with water up to 950 mm level. The test impeller for tornado 
generation is 1/20th scale of the real model and is installed at 30 to 60 mm depth from the water surface in 
the center of the water tank and is driven by a DC servo motor (Oriental Motor Co. Ltd.: BLHM450K) 
situated above water. The impeller and the servo motor are connected by a vertical axis but separated by a 
3 mm thick transparent plate, which covers the entire surface of the water surface and works as a surface 
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wave canceller. Figure 1 is a schematic diagram of the layout of this water tank with a submerged double 
decker impeller. The upper and lower impeller elements are both 50 mm in outer diameter, 6 mm in axial 
thickness and have four vanes in circumferential direction. The planar vanes of the lower element are 
incident at 45˚, while those of the upper element are at 90˚. In addition, the four vanes of the upper and 
lower impeller elements are placed with a staggered angle of 45˚. 
 

               
  (a) Water tank side view    (b) Rotary impeller 
 

 
(c) Overview system arrangement 

Figure 1: Schematic of experimental setup 
 

     For the seeding of PIV experiment, fine porous particles (Mitsubishi Chemical: Sepabeads SP2MGS) 
of about 120 µm mean diameter were used to observe the tornado flow with swirling of surrounding water 
inside the tank generated by the submerged impeller. A laser light sheet of about 20 mm thickness at the 
middle height horizontal cross section of the experimental water tank was used to illuminate the seed 
particles in the observation volume. A pulse generator operated at 112 Hz was used to send master syn-
chronizing trigger pulse which was then used to trigger the three high-speed cameras externally. The 
master trigger pulse was divided down to 14 Hz with some delay in order to drive the pulse laser unit. The 
projection images of the illuminated volume were taken by the three cameras simultaneously and stored in 
a PC. The water tornado in the PCS was visually located and recorded and then, its behavior was in-
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vestigated by tomographic PIV analysis. The effects of two experimental parameters were analyzed by 
varying the submerged impeller depth (normalized by water tank height) d/H = 0.03 to 0.06 and the 
rotation speed N = 1000 to 2200 rpm. Each of the high speed cameras (IDT: X-Stream XS-3) were ar-
ranged obliquely (approximately 25˚) with respect to the water surface and captured time series grayscale 
images with 1280×1024 pix resolution and stored them once in on-board memory, then saved them back 
to storing PC. The angular interval of the axis of the three cameras viewed from above was 120˚. A double 
pulse Nd:YAG laser with cylindrical lens optics was configured to illuminate a 20 mm thickness volume 
of the water tank cross section filled with seed particles.  
     For the tomographic reconstruction using the camera projection images, the measurement volume of 
168×168×16 mm3 in physical space was divided into 560× 560×80 voxels, the size of a single voxel being 
0.3×0.3×0.2 mm3. The reconstruction algorithm in use was the standard MART (Kak and Staley (1988)) 
with minor refinement (Joshi et al. 2013) for reducing the computational loads and improving the quality 
of weighting matrix estimation. After the tomographic reconstruction in 3D voxel space was completed, 
the displacement of particles at each interrogation point was calculated by means of 3D cross correlation 
analysis. The 3D cross correlation scheme in use is the parallel projection correlation (PCC) by Bilsky et 
al. (2011). The interrogation volume size was 32×32×16 voxels with an interval of 8 voxels. 
 
3 Experimental Results 
3.1 Flow visualization experiment 
It had been found in the earlier flow visualization experiment on this type of artificial water tornado 
(Ohmi et al. 2013) that the water tornado after initial generation undergoes a highly characteristic 
evolution of vortex flow as shown in Figure 2. This cycle of vortex development and breakdown was 
iterated autonomously with a period of about 4 to 10 minutes depending on the impeller speed. Therefore 
the present tomographic PIV experiment was focused on such a flow evolution to understand the 
mechanism of vortex development and breakdown in tornado and thereby to improve the pump-up 
circulation efficiency of the PCS. The latter objective was basically achieved by the pursuit of optimized 
values for the two system parameters of PCS (submerged impeller speed and depth) for efficient tornado 
flow rise and minimum dissipation mixing in the surroundings. 
 

           
  (a) Full development          (b) Breakdown          (c) Reorganization 

Figure 2: Time evolution of water tornado flow 
 

3.2 Tomographic reconstruction 
     The tomographic reconstruction of 3D tornado flow is performed on the basis of raw recorded images 
without any post-processing. The extent of reconstruction volume is rather restricted with respect to the 
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camera recorded image because of the temporally unstable locations of tornado center in the view field of 
each viewing camera. Figure 3 (a), (b) and (d) show 3D angle, top and side views of the tomographic 
reconstruction result, indicating the position of (binary) particles, of the water tornado at full development 
stage. By contrast, Figure 3 (c) shows 3D angle view of the tomographic reconstruction result at post 
breakdown stage. In general, the tornado flow at full development stage is characterized by highly 
concentrated seed particles along the outer edge of the rotating water tornado. This is most probably due 
to the centrifugal force induced by the enforced rotating flow as well as due to the strong velocity gradient 
along the circumferential part of the water tornado. By contrast, the tornado flow at post breakdown stage 
is characterized by rather dispersed seed particles along the edge of the rotating water tornado. Not only 
that, the seed particles at this stage are found less actively distributed around the water tornado probably 
because of the attenuated centrifugal force and thereby the velocity gradient along the circumferential part 
of the tornado. The location of the tornado center in the reconstruction volume is slowly moving in time 
steps as is the tornado center in the camera recorded image. 

 

                
     (a) Full development angle view           (b) Top view (full development) 

                    
        (c) Post breakdown angle view   (d) Side view (full development) 

Figure 3: Tomographic reconstruction results of 3D particles in the observation volume 
 

3.3 Velocity and vorticity distribution at full development stage 
Figure 4 shows the tomographic PIV results of the tornado flow at full development stage. The impeller 
speed N is 1800 rpm and the normalized impeller depth is 0.06. The first diagram is a volume view of 3D 
velocity plots and z-vorticity contours of the tornado flow at full development, while the second one is a 
vertical cross sectional view of the same parameters at four orthogonal planes. In both cases, the 
measurement volume is 168×168×16 mm3 in physical scale, which is divided into a discretized space of 
560×560×80 voxels, of which the single voxel size is 0.3×0.3×0.2 mm3 in x, y and z directions.  
     In Figure 4 (b), the four vertical cross-sections are located across the tornado outer boundary which 
clearly depicts the counter clock-wise swirl of the tornado-flow at a given height of the tornado. This cross 
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sectional view also shows that similar nature of tornado flow rise is observed at every cross sectional 
height of the tornado. Most of the green (near zero vorticity) surrounding part does not have any swirling 
motion and contribute little towards any undesirable mixing of the sediments to the neighborhood. Very 
small tornado rising and falling can be seen outside the tornado boundary that contributes very little 
towards the mixing in the surroundings.  
 

  
  (a) Volume view         (b) Cross sectional view at four orthogonal planes 

Figure 4: 3D velocity plots and z-vorticity contours of the tornado flow at full development stage 
 
3.4 Tornado flow characteristics at different heights 
The relevant tomographic PIV experiment shows the characteristics of tornado flow at bottom, mid and 
top horizontal cross sections at full development stage. The distribution of positive and negative vorticity 
along the tornado outer boundary is more or less similar at three positions, inferring the fact that the 
uprising of flow inside the tornado is consistent at various height levels, which further depicts the stability 
of swirling motion across various cross sections. The cross sectional velocity profiles at the outer 
boundary of tornado are not axisymmetric but rather oval with a small degree of circumferential 
undulation. And the extent of this outer boundary and the circumferential undulation are gradually 
increased as the tornado goes upwards. However, at each of the three cross sections, the flow rise in the 
nearby regions outside the tornado boundary is almost neutral, whereas that in more outer regions is rather 
fluctuating. This may provide a good performance of the PCS for circulation of bottom water with 
minimum dissipation mixing of sediments. 
 
3.5 Effects of impeller speed 
The relevant tomographic PIV experiment shows the tornado flow at different impeller speed N from 1000 
to 2200 rpm with an increment of 200 rpm at a fixed impeller depth of d/H = 0.06. The formation of 
established tornado flow starts at impeller speed of 1000 rpm, where a small swirling motion with 
minimum concentration of vorticity is present. With the rise in the impeller speed from 1000 to 1800 rpm, 
the swirling motion and the vorticity concentration around the tornado periphery are increased, giving rise 
to higher tornado flow rise with minimum disturbance in the surroundings. Above the impeller speed of 
1800 rpm, the tornado flow rise is increased by a very small extent but the surrounding disturbance 
becomes much higher. The time evolution of tornado flow at impeller speed of 1000 rpm is also found to 
be the most stable. 
 
3.7 Effects of impeller depth 
The relevant tomographic PIV experiment shows the tornado flow at different impeller depth d/H from 
0.03 to 0.06 with an increment of 0.01 at the optimum impeller speed of 1800 rpm. Normalized impeller 
depth less than 0.03 is practically not feasible due to insufficient clearance between the impeller and the 
water surface plate, causing heavy cavitation that prevents efficient operation of the impeller. Also, 
normalized depth larger than 0.06 is avoided due to the technical limitation of impeller design. The 
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formation of small tornado flow rise is started from d/H = 0.03, which is however not sufficient to produce 
sufficient flow rise for proper water extraction. In the course of this experiment with varied impeller depth, 
it is observed that the tornado flow rise at maximum normalized depth of d/H = 0.06 produces most stable 
and established dynamic characteristics. 
 
4 Conclusion 
In the present study, a full 3D-3C analysis of a water tornado flow rise induced by submerged rotating 
impeller in a powered water circulatory system (PCS) was carried out using a tomographic PIV technique. 
The flow characteristics of the tornado flow during the full development and post breakdown stages were 
shown in the positional reconstructions as well as in the velocity and vorticity maps. Formation of highly 
increased circumferential velocity areas with strong velocity gradient along the outer edge of the tornado 
swirling flow was shown in the velocity reconstructions. The cross sectional velocity distribution of the 
water tornado was found to be not axisymmetric but rather oval with a small degree of circumferential 
undulation. Regarding the two experimental parameters relative to the PCS design, namely the submerged 
impeller speed and normalized depth, the 3D PIV results at different heights showed that the maximum 
tornado flow rise with minimum dissipation mixing toward the surroundings was attained at 1800 rpm 
impeller speed with 0.06 normalized depth. Thus, the tomographic PIV technique was found to be very 
helpful and effective technique to investigate the characteristics of the structure of tornado flow rise in the 
powered water circulatory system. 
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Abstract 

The present study investigates the effect of the configuration characteristics on the motion parameters of 
the autorotating flight of plant seeds. The 3D geometry of sample plant seeds was obtained using 
synchrotron X-ray micro-CT, and their motion parameters were measured. Numerical simulation was then 
carried out based on the real 3D seed geometry and motion parameters measured. It was found that a 
compact leading edge vortex (LEV) was developed over the leeward surface of the seed blade, and the 
spanwise vorticity inside the LEV was transported into the tip-passing wake via strong spanwise velocity. 
This behavior of LEV was in congruence with the previous experimental study for the artificial maple seeds 
in autorotating flight. The interrelation between the 4 motion parameters of the autorotating flight of plant 
seeds (descent speed, spinning rate, coning angle and pitch angle) was also investigated through the 
sensitivity study of the motion parameters.  
 
1 Introduction  

The flight of plant components is carried out through the fixed configuration, which is different from the 
wings of birds and insects. The present study investigates the effect of the plant seeds’ configuration 
characteristics on the motion parameters of the autorotating flight of plant seeds. The 3D geometry of sample 
plant seeds was obtained using synchrotron X-ray micro-CT, and their motion parameters were measured. 
Numerical simulation was then carried out based on the real 3D seed geometry and motion parameters 
measured. The sensitivity study of the motion parameters (the pitch angle, the coning angle and the advance 
ratio) was also performed to investigate the effect of them on the aerodynamic force and torque generation, 
and the interrelation between the motion parameters for the autorotating flight of plant seeds. 

Autorotation is the result of a delicate equilibrium between gravity (weight of the seed) and inertial as 
well as aerodynamic forces. In the steady vertical flight of an autorotating seed, the vertical component of 
aerodynamic force and the weight of the seed are balanced, as are the resistant and driving torques. Figure 
1 shows the forces and the motion parameters of autorotation. Even in the vertical descent of an autorotating 
seed, the seed blade plane is not perpendicular to the vertical spinning axis. The tangent plane to the conical 
surface swept by the seed blade (flight path plane in this study) makes an angle β with the horizontal plane, 
and this angle is defined as the coning angle (Fig. 1a). The coning angle ranges from 15 to 30 for maple 
seeds (Azuma and Yasuda, 1989). The angle between the flight path plane and the chord line of the blade 
is called as the pitch angle θ (Fig. 1b). The positive direction of the pitch angle is defined as the nose-up 
direction in the present study. The pitch angle of maple seeds is usually small, within the range of 2 (Azuma 
and Yasuda, 1989).  The flight path plane makes an angle of tan1(VDcosβ/rΩ) with the resultant relative 
wind that is the vector sum of the rotational velocity (VH = rΩ) and the descent velocity component (VDcosβ). 
This angle is represented by φ in Fig. 1b. Therefore, the local angle of attack α of the local blade section 
becomes φ+θ.  
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Figure 1 : Forces and motion parameters of autorotation. x is the flapping axis; r is the span coordinate; z is the spinning 
axis; W, weight of the seed; N, normal force component of the resultant aerodynamic force; A, axial force component 
of the resultant aerodynamic force; dL, sectional lift; dD, sectional drag; CG, center of gravity; CP, acting point of  the 
resultant aerodynamic force; β, coning angle; Ω, spinning rate; θ, pitch angle; VD, descent velocity; VH, horizontal 
velocity due to rotation (rΩ); V, effective wind velocity; φ, tan1(VDcosβ/VH); α, local angle of attack (φ+θ). 
 
2 Experimental and Numerical Procedures 

2.1 Measurement of Sample Seed Geometry and Motion Parameters 
Sample seeds in a natural fallen condition were collected in Mid-October and November, and they were 
preserved in a plastic box sealed with paraffin to conserve their water content. The mass of the sample seeds 
was measured just before the experiment using an electronic balance (OHAUS AP2500 Analytical Plus; 
accuracy=0.01 mg). The span, chord, and planform area of the sample seeds were measured using enlarged 
photo images. Synchrotron X-ray micro-CT was employed to obtain the 3D morphological structures of the 
sample seeds, such as surface roughness and section geometry. Tomographic 3D images were reconstructed 
from the sliced images. 

The motion parameters of autorotative flight of sample seeds were measured using a high-speed camera 
(Photron Fastcam Ultima APX). Free-fall tests were performed in a closed chamber to avoid any disturbance 
by surrounding wind. The seeds were released from 2 m above the floor of the test chamber. The distance 
between the first and last images of the stable autorotating flight was calculated by counting the pixel 
numbers between the images. The accuracy of this distance calculated was checked by the vertically 
mounted reference scale. The time elapsed between the first and last images was calculated by counting the 
number of images involved (usually 200 images) with the frame speed used to record images consecutively 
(1000 frames/s). Then the descent velocity was obtained by dividing the distance with the time elapsed. The 
average of 5 measured descent velocities was 126048.1 mm/s (meanstandard deviation). 

For the measurement of spinning rate, two images captured at the same phase were selected among the 
instantaneous images showing the falling trajectory of each seed. The time elapsed for one revolution was 
calculated from the number of frames between the two images. The average spinning rate of the 5 
measurements was approximately 133.610.4 rad/s. Several images were selected among the consecutive 
instantaneous images for a maple seed to measure the coning angle β, and they were overlapped to have the 
same axis of rotation. The coning angles measured from the overlapped images were then averaged to obtain 
the representative coning angle. The average coning angle for 5 measurements was approximately 
19.42.5. The pitch angle was not measured due to its small value and set to be zero.  
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2.2 Numerical Simulation 

A 3D incompressible flow was numerically simulated using a commercial solver (STAR-CCM+). The 
second-order upwind scheme was used in numerical discretization. The following are the governing 
equations used in this study.  

  0v 
                                                    (1) 

     v vv p
t
  

     


 
                                     (2) 

where p is static pressure, τ  is stress tensor. 

The stress tensor τ  is given by 
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                                      (3) 

 
where μ is the molecular viscosity and I is a unit tensor. 

The polyhedral grids for numerical calculation was generated from the surface node data obtained from 
the 3D CT image of the sample seed using Star-CCM+. For accuracy, fine faces with edges length around 
0.04 mm were constructed on seed surface. In order to resolve flow near the seed surface, 8 prism layers of 
0.2 mm in total thickness with an incremental rate of 1.1 in thickness. The total number of grids was 
approximately 8,100,000. The spinning motion of the seed was implemented in the numerical simulation 
using multiple reference frame (MRF) method. The spinning rate was applied to the inner grids and descent 
velocity was applied to both of inner and outer grids. 

 
3 Results and Discussion 

3.1 Flow Pattern 
Figure 2 shows the sectional streamlines, the spanwise vorticity distribution and the surface pressure 
distribution for the maple seed (A. palmatum), which is one of the most prevailing plant seeds taking 
autorotation wind dispersal. The motion parameters of the sample maple seed were 1.26 m/s for descent 
velocity, 133.6 rad/s for spinning rate,  19.4 for coning angle, and 0 for pitch angle. The flow separated at 
the leading edge and formed a shear layer of clockwise vorticity that developed into a large-scale leading 
edge vortex (LEV) attached over the leeward surface of the seed blade. This attached LEV causes a large 
negative (suction) pressure on the leeward surface of the seed blade, creating a high lift distribution. The 
suction pressure is dominant over the leeward surface of the seed blade. The largest suction pressure occurs 
in the narrow region near the leading edge, which reflects the seed morphology characterized by the thick 
leading edge and the corrugated surface due to the intense distribution of the thick vascular bundles.  

Figure 3 shows the 3-dimensional flow structures, the spanwise velocity, and the spanwise transport of 
vorticity (v⋅ωr). Fig. 3(a) shows that the spanwise-spiraling vortex flow is developed over the leeward 
surface of the seed blade.  Tracer particles make spiral trajectories over the front part of the leeward surface 
and move toward the tips of the seed blade, and they merge with the tip-passing fluid particles making tip-
trailing vortex. A spanwise flow is formed over the leeward surface of the seed blade (Fig.3(b)), and the 
spanwise transport of vorticity is peaked at the front part of the seed blade in the inner span positions (Fig. 
3(c)). The spanwise flow and the spanwise transport of vorticity over the leeward surface of the seed blade 
observed in Fig. 3, are consistent with the results of the experimental study for the artificial maple seeds of 
Lentink et al. (2009). The spanwise-spiraling vortex flow and the spanwise transport of vorticity are 
considered as  the key mechanism which makes the LEVs be stable and attached onto the seed surface even 
at very high angles of attack (α≈54 at 0.25R, α≈35 at 0.50R). 
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(a)                                           (b)                                                   (c) 
Figure 2 : Sectional streamlines (a), spanwise vorticity distribution (b) and surface pressure distribution (c) for A. 
palmatum maple seed 
 

  
(a)                                          (b)                                                  (c) 

Figure 3 : Three-dimensional flow structure (a), spanwise velocity distribution (b), and spanwise transport of vorticity 
(c) for A. palmatum maple seed 
 
3.2 Force and Torque 
Figure 4 shows the sectional distributions of the normal force (N), the axial force (A), and the lift and drag 
coefficients. The normal force concentrates at outer span region and the axial force widely distributes along 
the span as shown in Fig. 4(a). The net axial force (accelerating force minus decelerating force) is positive 
(in the direction of rotation) and dominant in the inner span region. The main portion of the normal force 
comes from the suction pressure on the leeward surface of the seed, and the main source of the axial force 
is the shear stress acting the seed surface. Norberg (1973) calculated the aerodynamic forces employing the 
blade element theory for the samara of Acer platanoides, and reported that the sectional normal force was 
in the range of 7.3×102 N/m and the center of pressure was located at 0.66R with R as the turn radius. In 
the present study, the largest sectional normal force was in the range of 7×102 N/m and the largest sectional 
axial force was in the range of 3×102 N/m. The total normal force acted at 0.56R and the total axial force 
acted at 0.34R.  

Fig. 4(b) shows the sectional lift and drag coefficient distributions. The sectional lift and drag coefficients 
are non-dimensionalized by the local chord and the local dynamic pressure, 0.5ρ[VD

2+(rΩ)]2. The normal 
force takes most of the sectional lift, whereas the normal and axial forces evenly contribute to the sectional 
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drag. The lift and drag coefficient exhibit maximum near the base of the seed and rapidly decrease toward 
the tip of the seed where the local dynamic pressure is large and the local chord is small. The maximum 
value of the lift coefficient was about 2.47 at about 0.22R position. The magnitude of the drag coefficient 
has the same order of magnitude of the lift coefficient, but less than that of the lift coefficient. 

 

 
(a)                                                                                       (b) 

Figure 4: Spanwise distribution of normal and axial forces (a), spanwise distribution of lift and drag coefficients (b) 
for A. palmatum maple seed 
 
3.3 Sensitivity Study for Motion Parameters 
The autorotating flight of plant seeds has self-stability and this is accomplished entirely through the 
structural pattern of the seeds as pointed out by Norberg (1973). The plant seeds taking the autorotation type 
of wind dispersal enter into the stable phase of autorotational descent with almost constant descending speed 
and spinning rate after some transient phases. There are 4 motion parameters in the autorotating flight of 
plant seeds, the descent speed, the spinning rate, the coning angle, and the pitch angle. These 4 motion 
parameters change during the transient phases of autorotational descent, and this change is interacted. For 
example, if the spinning rate increases, the coning angle decreases due to the increase of the centrifugal 
force, and the descent speed decreases because the upward vertical component of the aerodynamic force 
generated by the seed blade increases. The interaction of the motion parameters is investigated through the 
sensitivity study for the motion parameters.  

Figure 5(a) shows the spinning torque variation with the pitch angle. The spinning torque rapidly 
decreases as the pitch angle increases from -5 to 5 (Natural maple seeds have the pitch angles in the range 
of -2 to 0). In the present study, the positive pitch angle is defined as the nose-up direction. The spinning 
torque is dissected into the accelerating, the decelerating, and the net torque variation along the span as 
shown in Fig. 5(b). Fig. 5(b) shows that the accelerating torque increases as the pitch angles increases. 
However, the increase rate of the decelerating torque is larger than that of the accelerating torque, and then 
the net spinning torque decreases as the pitch angle increases.  

By employing the notation of Fig. 1, the infinitesimal driving torque generated by dr becomes 
(dLsinφ)(dr)(r),  whereas he infinitesimal resisting torque generated by dr becomes (dDcosφ)(dr)(r). dL 
denotes the lift component acting on the blade section of infinitesimal span dr, and dD is the drag component 
acting on dr. The total spinning torque to drive the rotation about the z-axis is obtained by integrating the 
net infinitesimal torque [(dLsinφ) - (dDcosφ)](cosβ)rdr over the whole seed blade. The spinning rate 
becomes steady when this total spinning torque becomes zero as follows.  
 

(dLsin dD cos ) cos 0
t

b

r R

r R
r dr  




                                                                            

where the upper limit of the integration (Rt) is the distance between the spinning axis of autorotation 
and the wing tip of the seed and Rb is the distance between the spinning axis and the base tip of the seed.  
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Therefore, it can be concluded that the rapid decrease of the spinning torque for the positive pitch angle 
is due to the increase of the decelerating spinning torque dominated by the increase of the drag component 
of the resultant aerodynamic force. The effect of the other motion parameters (the descent speed, the 
spinning rate and the coning angle), and the effect of them on the aerodynamics force and torque generation, 
and the interrelation between these motion parameters were also investigated. 

 

 
(a)                                                                                   (b) 

Figure 5 : Total spinning torque variation with pitch angle (a), spanwise distribution of accelerating, decelerating and 
net spinning torque with pitch angle (b) for A. palmatum maple seed 

4 Conclusion 

The effect of the configuration characteristics on the motion parameters in the autorotating flight of plant 
seeds was investigated though the combined experimental and numerical study. The present study revealed 
the unique aerodynamic features of the autorotating flight of plant seeds, such as the large suction pressure 
distribution on the leeward surface of the seed blade, the stable leading edge vortex formation in the leeward 
region over the seed, and the aerodynamic force distribution along the span of the seed blade. The sensitivity 
study of the motion parameters of the autorotating flight of plant seeds was performed. The spinning torque 
rapidly decreases as the pitch angle increases in the positive direction (nose-up direction), and this is due to 
the increase of the drag component of the resultant aerodynamic force. Among the 4 motion parameters 
(descent speed, spinning rate, coning angle and pitch angle), the pitch angle was found to be the most 
influential one. 
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Abstract 

This work is aiming at extending the understanding of the transition process from a laminar to a turbulent 

flow field in narrow rectangular channels in isothermal conditions. The role of the upstream inlet geometry 

and its impact on flow development has been studied. Three inlet geometries have been used to influence 

the transition process, each geometry having different critical Reynolds number at which the flow is 

becoming turbulent. The geometries are named square-edged, bell-mouth and undulated geometry. A time 

resolved Particle Image Velocimetry (PIV) measurement system has been applied in the entrance region for 

the visualization of coherent vortex structures in terms of vorticity generated by these inlet geometries.  

 

Nomenclature 

Re  Reynolds number ρ×umean×Deq/μ [-] 

Recrit,lower lower critical Reynolds number  [-] 

Recrit,upper upper critical Reynolds number  [-] 

ρ  density fluid (air) [kg/m3] 

umean  temporal and spatial average velocity [m/s] 

Deq  equivalent diameter 2×h [m] 

h   channel gap [m] 

w  channel width [m] 

μ  dynamic viscosity [Pa s] 

 

1 Introduction  

The control of the transition process from a laminar to a turbulent flow field in narrow rectangular channels 

with flat surfaces has a great importance in Plate-type Heat Exchanger industry, where the requirements for 

increasing the efficiency is mandatory. This paper is meant to be a modest continuation of the monumental 

work of Osbourne Reynolds by using the fabulous flow visualization techniques, which now are at our 

disposal. A large amount of literature describes the characteristics of rectangular channels (internal channel 

flow) with respect to Reynolds number, friction factor, aspect ratio and surface topology. Nevertheless, most 

studies describe the laminar or the fully developed turbulent flow field. As stated by Meyer and Olivier, 

who studied the transition process in round pipes, the transition process is strongly dependent on the inlet 

geometry. Furthermore, Meyer stated that there is a lack of information in literature with respect to 
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rectangular channel flows. The difficulty in generating a fully developed turbulent flow field in narrow 

rectangular channels is already described by Durst et al., who applied Laser Doppler Anemometry in a 

rectangular water tunnel and identified the need for triggering turbulence to generate a fully developed 

turbulent velocity profile at low Reynolds numbers. He suggests a vigorous triggering action at the inlet into 

the channel. The authors of these papers mainly identified the inlet geometry as having major influence on 

the transition process, which the authors describe in form of Moody Chart. Figure 1 shows the Moody chart 

generated by differential static pressure measurements in a narrow rectangular channel with 10 mm channel 

gap and 200 mm width (Set-up 1). The static pressure was measured at locations between 50×Deq and 80×Deq 

for the three different inlet geometries. Following the observation of Reynolds “…there were two critical 

values for the velocity in the tubes, the one at which steady motion changes into eddies, the other at which 

eddies change into steady motion.” (p.957), we define a lower and upper critical Reynolds number as shown 

in figure 1. The bell-mouth geometry has the latest transitional Reynolds numbers, Recrit,lower=4000 and 

Recrit,upper=5200 followed by the square-edged geometry with Recrit,lower=3800 and Recrit, upper=4400 and by 

the undulated geometry with Recrit,lower=3200 and Recrit, upper=4000.     

  

 
Figure 1: Experimental friction factor diagram as a function of Reynolds number: a) square-edged geometry; b) bell-

mouth geometry; c) undulated geometry, theory laminar: 85/Re, theory Blasius: 0.316×Re-0.25 

Motivated from the results in figure 1, a second scaled-up model has been used for providing a sufficiently 

high spatial resolution for time resolved Particle Image Velocimetry measurements. This model (Set-up 2) 

allowed the study of vortical structures at the entrance region of the rectangular channel flow and their 

influence on the transition process.  

 

2 Experimental Set-up  

Figure 2 shows details of the second experimental test facility and of the PIV measurement section. The test 

rig is made of transparent smooth plexiglass and is composed of a centrifugal fan, a diffuser duct, a settling 

chamber, an inlet duct and a rectangular channel. Air at room temperature (20°C) is transported by the 

centrifugal fan through all the facility and is exhausted into the ambient. The centrifugal fan is installed 

upstream of the flow and has a 4kW electric engine with a maximum flow rate of 6000 m³/h. The volume 

flow rate is measured with a flow velocity probe from Testo installed at the aspiration side of the fan. To 

control the airflow rate a variable frequency power supply is used. The diffuser duct is installed at the exit 

of the centrifugal fan, its purpose being to create a smooth connection to the settling camber without air 

a) b) c) 
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flow separation. The settling chamber has a length of 1.75 m and cross section of 0.3×0.3 m with one side 

being connected to a small confuser-diffuser duct. Two perforated plates with 60% void fraction are installed 

downstream and upstream of the settling chamber for a uniform flow distribution. Upstream of the 

contraction and the PIV measurement section a 2.4 m long duct with a cross section 0.125×1 m is installed 

to generate a quasi developed velocity profile at the inlet of the contraction. The PIV measurement is 

performed immediately downstream of the contraction having an aspect ratio of 2.5:1 between inlet duct/ 

rectangular channel. The 50 mm height of the channel is kept constant by attaching on top plate steel U 

profiles arranged perpendicular to stream flow direction. Insertion of the DHES particles with 1μm size into 

the air flow rate was done upstream of the centrifugal fan for a homogeneous particle distribution at the PIV 

measurement position.  

 
Figure 2: Model of experimental set-up and PIV measurement section detail with dimensions in millimeters  

The seeding particles are illuminated in the xz-plane at y=0.5×w with a 30 mJ dual cavity laser equipped 

with a Dantec Dynamics light sheet optic. The scattered light of the particles is captured by Dantec 

Dynamic’s 4MP high-speed camera SpeedSense 340 with a maximum of 810 frames per second at full 

resolution. By cutting the active image area to a rectangular shape (reduction of optical resolution), the 

maximum temporal resolution was increased to 2000 fps to cover a Reynolds number range of up to 10000. 

The frame rate was chosen to have a maximum particle displacement of 7 pixel. The observed plane 

typically has a length of 5 times the channel height and starts right after the inlet, which could be a square- 

edged, a bell-mouth or an undulated geometry. The number of recorded images was set to 2500 for each 

Reynolds number and each geometry. 

3 Data Reduction 

The analysis of the particle images is performed in Dynamic Studio 5.1 with the “Adaptive PIV” routine 

and wall windowing function to reduce uncertainties due to large shear stress close to the wall. The Cross 

Correlation algorithm automatically chooses an interrogation area size with respect to number of particles. 

The minimum number of particles are chosen to be 6/interrogation area. To increase the accuracy in case of 

large velocity gradients, the algorithm iteratively deforms the interrogation area with respect to shear, 

rotation and scale. Erroneous vectors are detected by the universal outlier detection method. The scaling is 

0.11 mm/Pix. The resulting vector field has a vector pitch of 16 Pix (0.6 vectors/mm). The resulting 

instantaneous velocity field post-processed by vorticity calculation as well as by a temporal mean. For 

temporally smoothing the vorticity field, a temporal moving averaging is applied with a basis of 3 vorticity 

fields. The boundary layer thickness δ99 is extracted from the mean vector statistics for each position x 

downstream of the contraction. 

4 Experimental Results 

Figure 3 shows the normalized velocity profiles at three different streamwise positions (x/h=1, x/h=2.5, 

x/h=4) for the three inlet geometries at Re=5150. At the position x/h=1, the square-edged inlet geometry 

shows a recirculation zone on the top and the bottom wall (vena contracta), while both of the other 
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geometries only indicate positive velocities. While the velocity profile of the undulated inlet shows a rather 

top hat velocity profile (which is typical for turbulent flows), the velocity profile of the bell-mouth inlet 

indicates a more parabolic profile (typical for laminar flows). With further travelling distance, the 

normalized velocity profiles start to overlap.    

 

 
Figure 3: Normalized mean velocity field characteristics at a) x/h=1, b) x/h=2.5, c) x/h=4 

 

Figure 4 illustrates the boundary layer thickness concept for the entrance region of a channel flow. A 

boundary layer is formed on the top and on the bottom wall. After a certain entrance length, both boundary 

layers collide. Thus, the graphs in figure 4 show the distance in between the boundary layers on the one 

hand as a function of streamwise distance for Re=3400 and on the other hand as a function of Reynolds 

number at x/h=4. At Re=3400, the distance between the boundary layers is decreasing with a constant 

gradient for the bell-mouth inlet. For the square-edged inlet geometry, the distance between the boundary 

layers is rapidly decreasing up to x/h=1 and then slightly decreasing up the x/h=5. The undulated inlet breaks 

up the boundary layer development showing a constant low distance in between the top and bottom 

boundary layer over the whole inlet region. At x/h=4, the distance between top and bottom boundary layer 

grows in the bellmouth case for increasing Reynolds number up to 8000, while the distance decreases for 

the square-edged geometry and is nearly constant over the whole Reynolds range for the undulated inlet 

geometry. 

 

 
 
Figure 4: Boundary layer thickness δ99 concept (top), distance in between top and bottom boundary layer as a function 

of stream wise distance for Re=3400 (bottom left), distance in between top and bottom boundary layer as a function 

of Reynolds at x/h=4 (bottom right) 

undulated geometry          bell-mouth geometry square-edged geometry 
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Figure 5: Instantaneous normalized mean vorticity field characteristics for the different inlet geometries and a low, 

medium and large Reynolds number of the investigated Reynolds number range 
 

Figure 5 shows the instantaneous relative vorticity fields for different Reynolds numbers and the different 

inlet geometries (the time resolved vorticity videos will be shown in the presentation and can be downloaded 

via www.apexgroup.eu). The vorticity is scaled with the maximum vorticity. Blue indicates a counter 

clockwise rotation and red indicated a clockwise rotation. In case of the bell-mouth inlet geometry, the 

vorticity stays attached to the wall over the whole investigated Reynolds range. No normalized vorticity is 

transported into the center of the channel.  In case of the square-edged geometry, at low Reynolds numbers 

the vorticity stays attached to the surface and no vorticity is transported in the center of the channel. As soon 

as the lower critical Reynolds number is reached, the flow separates at the edge of the contraction and 

reattaches further downstream generating a recirculation zone. The generated vortices are transported 

downstream and into the center of the channel, where vortices from top and bottom wall start to interact 

with each other. At larger Reynolds number, the frequency of the vortex shedding is increased, resulting in 
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more interactions between top and bottom wall. In case of the undulated geometry, the vorticity layer on 

top and bottom is not smooth for the lowest Reynolds numbers. Top and bottom vorticity layer are already 

interacting. For increasing Reynolds numbers, the vortical structures get smaller and occupy the full channel 

height generating a strong interaction between the top and the bottom wall.  

 

4 Conclusion 

There is a clear connection between the friction diagram for the different inlet geometries and the vortical 

structures generated by the different inlet geometries. While the bell-mouth geometry undergoes a natural 

transition process, the transition process in case of square-edged geometry and undulated geometry is 

defined by the perturbations, which generate a forced separation of the boundary layer. In case of the square-

edged geometry, separation takes place at the contraction edge forming recirculation zones on top and 

bottom walls. In case of undulated inlet geometry, the flow exiting the undulated part consists of large 

vortical structures occupying the whole channel even at low Reynolds numbers. Further post-processing of 

the data is needed to extract vortex shedding frequencies. Furthermore, future work should focus on more 

inlet geometries, which may define the transition curve in the friction diagram to generate correlations for 

the transition region depending on the installed inlet geometry.  
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Abstract 
The influence of surface bumps on boundary-layer transition was experimentally investigated in the 
present work. The experiments were conducted in a (quasi-) two-dimensional flow at low to high subsonic 
Mach numbers and large chord Reynolds numbers in the low-turbulence Cryogenic Ludwieg-Tube 
Göttingen. Various streamwise pressure gradients relevant for natural laminar flow surfaces were 
implemented. Quasi-two-dimensional bumps, with a sinusoidal shape in the streamwise direction (positive 
half of a sine), fixed length and three different heights, were installed on a two-dimensional flat-plate 
model. The model was equipped with temperature-sensitive paint for non-intrusive transition detection 
and with pressure taps for the measurement of the surface pressure distributions. Boundary-layer transition 
was shown to occur at a more upstream location with increasing bump height-to-length ratio. This was 
mainly due to the local adverse pressure gradient on the downstream side of the bump, which was 
particularly pronounced in the case of the bump with the largest height-to-length ratio, thereby inducing 
boundary-layer separation. In the case of the bump with the smallest height-to-length ratio, bump-induced 
transition was found to occur at a more downstream location with stronger global flow acceleration; in 
contrast, the global pressure gradient had no appreciable influence on transition induced by the bump with 
the largest height-to-length ratio. The effect of the global pressure gradient on transition induced by the 
medium-sized bump was found to depend on the Mach number. 
 
1 Introduction  
Natural Laminar Flow (NLF) technology has been demonstrated to be a powerful tool for drag reduction 
on aircraft surfaces with zero to moderate sweep angles, where the amplification of streamwise 
instabilities is the predominant mechanism leading to transition – see Holmes and Obara (1983), Wagner 
et al. (1989) and Arnal (1992). The drag reduction capability of NLF technology has been verified for a 
wide range of aircraft classes, from sailplanes to business jets and transport aircraft, as reported in, e.g., 
Holmes and Obara (1983), Wagner et al. (1989) and Hansen (2010). One of the major concerns about the 
practicability of NLF technology for aircraft drag reduction is related to the achievability of surface 
smoothness compatible with NLF requirements. Surface imperfections such as steps, gaps, bumps, 
waviness, incorrectly installed flush rivets, etc., can affect aircraft surfaces, as discussed in Nayfeh et al. 
(1988) and Hansen (2010). Already in Holmes and Obara (1983) it had been shown that modern 
manufacturing techniques for metallic and composite materials can now provide surface smoothness 
suitable for laminar flow; however, manufacturing tolerances must be specified for the shape and 
dimension of surface imperfections so that laminar flow can still be achieved. As emphasized in Nayfeh et 
al. (1988) and Hansen (2010), a guide is needed for size and shape of surface imperfections in order to 
specify manufacturing tolerances as precisely as possible, thus avoiding overly stringent requirements. 
The present work focuses on surface bumps. They can occur, as reported by Wagner et al. (1989) and 
Hansen (2010), at or between structural joints, ribs, and stringers and in the region of flush rivets. In fact, 
significant waviness may be found on modern aircraft surfaces only in the form of (widely) spaced bumps. 
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Criteria for allowable tolerances can thus be developed for this type of imperfection and then extended for 
multiple bumps. The influence of bumps on boundary-layer stability and transition has been investigated 
for specific surface geometries and flow conditions in earlier numerical and experimental work, such as in 
Fage (1943), Nayfeh et al. (1988), Cebeci and Egan (1989), Masad and Iyer (1993) and Perraud (2004), 
but criteria covering a wide range of boundary-layer stability situations are still not available. In particular, 
the effect of a variation in the streamwise pressure gradient on bump-induced transition has not been 
examined up to now. Various stability situations, implemented via a variation of the streamwise pressure 
gradient, were experimentally investigated in the present work to study the influence of surface bumps on 
boundary-layer transition in a compressible flow at high Reynolds numbers.  
 
2 Test Conditions and Experimental Setup  
The experiments were conducted in a (quasi-) two-dimensional flow at freestream Mach numbers from 
M = 0.35 to 0.77 and chord Reynolds numbers from Re = 3.5 · 106 to 10 · 106 in the low-turbulence 
(momentum turbulence level Tuρu ~ 0.06 %) Cryogenic Ludwieg-Tube Göttingen (DNW-KRG). (For a 
description of the DNW-KRG wind tunnel and for details on the measurements of the turbulence level in 
the DNW-KRG test section, see Koch (2004).) Various streamwise pressure gradients relevant for NLF 
surfaces were implemented in the present work. The Hartree parameter βH of the self-similar solution of 
the boundary-layer equations (Falkner-Skan equation) was selected as the characteristic parameter for the 
global pressure distribution, as suggested, e.g., in Meyer and Kleiser (1989). The investigated range of 
Hartree parameters was from βH = -0.012 (slightly decelerated boundary layer) to 0.102 (accelerated 
boundary layer). It should be noted here that, by virtue of the working principle of the DNW-KRG 
Ludwieg-tube facility (see Koch (2004) and Costantini et al. (2016)), the ratio between surface and 
adiabatic-wall temperatures Tw/Taw was larger than 1 during the test runs: it was in the range 
Tw/Taw = 1.040-1.065 at M = 0.77 and decreased to Tw/Taw = 1.020-1.040 at M = 0.35. 
The two-dimensional wind-tunnel model used in the experiments is shown in Figure 1. An available flat-
plate configuration, presented in Costantini et al. (2016), was modified to accept exchangeable inserts on 
the model upper side. The surface bumps were manufactured on the inserts and had a sinusoidal shape 
(positive half of a sine) in the streamwise direction x. The streamwise extent of the bumps was a = 20 mm, 
i.e., 10 % of the model chord c = 200 mm. The start and end of the bumps in the streamwise direction 
were located at x/c = 40 % and 50 %, respectively, with the bump crest being located at x/c = 45 %. The 
bumps were quasi-two-dimensional: their spanwise extent was ten times larger than their streamwise 
extent, as sketched in Figure 1 (right). The present experimental setup enabled an independent variation of 
Mach number, Reynolds number, streamwise pressure gradient and bump height, and thus allowed to 
decouple the effects of changes in the aforementioned parameters on boundary-layer transition. 
 

          
Figure 1: Simplified drawing of the wind-tunnel model construction – side view (left); top view and instrumentation 

of the wind-tunnel model with leading edge on bottom of the image (right). 

Three bumps with different height h = 0.10 mm (small bump), 0.24 mm (mid bump) and 0.40 mm (big 
bump) were examined. They were manufactured on two different inserts: the mid bump was manufactured 
on the port half of the first insert, which starboard half was left clean (i.e., bump-free) to serve as a 
reference surface; the small and big bumps were manufactured on the port and starboard halves of the 
second insert, respectively. As shown in Figure 1 (right), the model was equipped with temperature-
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sensitive paint (TSP), a global measurement technique discussed, e.g., in Tropea et al. (2007), and used in 
the present study for non-intrusive transition detection on the model upper side. TSP formulation, optical 
setup, leading edge surface quality, acquisition and elaboration of the TSP images were the same as those 
discussed in Costantini et al. (2016). The model was also instrumented with three rows of pressure taps for 
the measurement of the surface pressure distributions. Note that the bump regions were equipped with 
both TSP and pressure taps, thus providing temperature and pressure distributions over the bumps. The 
mid-span pressure tap row provided a reference pressure distribution in a bump-free area. 
 
3 Results and Discussion 
The effect of a larger bump height-to-length ratio on boundary-layer transition is shown in Figure 2 with 
the TSP results for a case at M = 0.77, Re = 6 · 106 and a favorable global pressure gradient (βH = 0.096). 
Bright and dark areas (i.e., areas with high and low normalized intensity, respectively) correspond to areas 
of low and high wall heat flux (and also of low and high wall shear stress), respectively; the detected 
locations of transition from laminar to turbulent boundary-layer state are indicated in the TSP results by 
yellow dashed lines. The whitened areas correspond to areas where no TSP had been applied, where the 
TSP signal-to-noise ratio was too low and/or where the image distortion was too large for sufficiently 
accurate mapping – see Costantini et al. (2016). Up to four turbulent wedges were caused by the pressure 
tap rows; the other turbulent wedges arose from contamination of the model surface during wind tunnel 
operation. In spite of them, natural transition was clearly shown to occur at a more upstream location xT/c 
with increasing bump height-to-length ratio h/a – see Figure 2. This result is in agreement with findings 
from previous experimental (Fage (1943), Perraud (2004)) and numerical work (Nayfeh et al. (1988), 
Cebeci and Egan (1989), Masad and Iyer (1993), Perraud (2004)). 
 

 
Figure 2: TSP results for different bump height-to-length ratios h/a obtained at M = 0.77, Re = 6 · 106 and 

βH = 0.096. Clean configuration (bump-free): no transition; small bump (h/a = 0.005): xT/c = 81 %; mid bump 
(h/a = 0.012): xT/c = 51 %; big bump (h/a = 0.020): xT/c = 49 %. (The difference in the TSP signal-to-noise ratio of 

the two results is due to different TSP measurement setups used in the experiments). 

The surface pressure distributions measured with the two model configurations at the test conditions of 
Figure 2 are presented in Figure 3. All six pressure distributions (three pressure tap rows for each of the 
two model configurations) are in excellent agreement for most of the chord length, except for the region 
around the bumps. (The curves named “Reference (1)” and “Reference (2)” show the pressure 
distributions measured by means of the mid-span pressure tap row with the model configurations of 
Figure 2 (left) and Figure 2 (right), respectively.) A zoomed-in plot of the bump region is shown in 
Figure 3 (right). The presence of the bumps led to significant differences in the pressure distributions, as 
compared to those obtained with the reference / clean surfaces; the magnitude of these differences clearly 
increased with increasing bump height-to-length ratio h/a. With respect to its development on the 
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reference / clean surfaces, the boundary layer was first slightly decelerated when it approached the bumps, 
then accelerated on the upstream side of the bumps and decelerated on their downstream sides, until the 
global pressure distribution was finally recovered at a certain distance downstream of the bump end. The 
exact location of the recovery of the reference / clean surface pressure distribution appears to be more 
downstream with increasing bump height-to-length ratio. Note that the influence of the local flow 
acceleration / deceleration over the bumps can be seen also in the TSP results of Figure 2. In fact, the (still 
laminar) accelerating boundary layer over the upstream side of the bumps was characterized by a higher 
wall shear stress, and therefore higher wall heat flux, than that of the boundary layer immediately 
upstream of the start of the bump, resulting in a darker strip in the TSP data at x/c = 40-45 %. Similar, but 
opposite, considerations apply for the decelerating boundary layer over the downstream side of the bumps, 
where the wall shear stress (and wall heat flux) lower than that in the surrounding regions led to a brighter 
strip in the TSP data at x/c = 45-48 % (i.e., immediately downstream of the bump crest). It can be seen in 
Figure 3 (right) that the deceleration on the downstream side of the bumps was more pronounced than the 
acceleration on their upstream side; this is in agreement with findings from previous work (see Nayfeh 
et al. (1988) and Arnal (1992), among others) and eventually induced earlier transition (see Figure 2). As 
discussed, e.g., in Arnal (1992), Nayfeh et al. (1988), Cebeci and Egan (1989) and Masad and Iyer (1993), 
the adverse influence of surface bumps on boundary-layer stability and transition is particularly marked 
when the deceleration on the downstream side of the bump is so strong as to induce flow separation, since 
amplification of streamwise instabilities is enhanced in separated flow regions. This is the case of the big 
bump in Figure 2, which was verified via oil film visualizations (not shown here) to lead to a flow 
deceleration so strong as to induce boundary-layer separation and eventually transition at xT/c = 49 %, 
even upstream of the end of the bump. Note that, as a further agreement with previous work, the height-to-
length ratio h/a = 0.020 of the big bump is above the critical value of h/a for separation over the 
downstream side of the bump reported in Nayfeh et al. (1988), Cebeci and Egan (1989) and Masad and 
Iyer (1993).  
 

  
Figure 3: Surface pressure distributions measured for the case of Figure 2. Left: over the whole chord length. Right: 

zoomed-in around the bump region. Start and end of the bumps are located at x/c = 40 % and 50 %, respectively. 

The effect of larger bump height-to-length ratios on boundary-layer transition at all other test conditions 
examined in the present work was found to be similar to that discussed above.  
The influence of a variation in the global pressure gradient on bump-induced transition is shown in 
Figure 4 with the TSP results for the small and big bumps at M = 0.77 and Re = 6 · 106. Three different 
global pressure gradients were investigated: βH = 0.063, 0.076 and 0.096. The corresponding TSP results 
are presented from left to right in Figure 4. As can be seen in this figure, an increase in the Hartree 
parameter (i.e., a more pronounced global flow acceleration) led to a significant movement of boundary-
layer transition into a more downstream location even in the presence of a bump with a height-to-length 
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ratio of h/a = 0.005 (small bump): from xT/c = 62 % at βH = 0.063 to xT/c = 81 % at βH = 0.096. In 
contrast, a variation of the global pressure gradient was found to have no appreciable influence on 
boundary-layer transition in the presence of the big bump (h/a = 0.020); this was very likely due to the 
occurrence of transition over a laminar separation bubble induced by the marked adverse pressure on the 
downstream side of the big bump, which was not affected significantly by a change in the global pressure 
gradient. In the case of the mid bump (not shown here), the effect of a variation in the global flow 
acceleration on bump-induced transition was observed to be dependent on the Mach number. At M = 0.77, 
bump-induced transition was essentially unaffected by a change in the global pressure gradient; at lower 
Mach numbers (M = 0.35 and 0.50), stronger flow acceleration led transition in the presence of the mid 
bump to occur at a more downstream location. 
 

 
Figure 4: TSP results for different global pressure gradients βH obtained with the small (h/a = 0.005) and big 

(h/a = 0.020) bumps at M = 0.77 and Re = 6 · 106. Left: βH = 0.063 (xT/c = 62 % vs. xT/c = 48 %); center: βH = 0.076 
(xT/c = 68 % vs. xT/c = 48 %); right: βH = 0.096 (xT/c = 81 % vs. xT/c = 49 %). 

4 Conclusion 
The effect of surface bumps on boundary-layer transition was investigated in the low-turbulence 
Cryogenic Ludwieg-Tube Göttingen by means of the temperature-sensitive paint measurement technique. 
The experiments were conducted in a compressible (quasi-) two-dimensional flow at subsonic freestream 
Mach numbers from M = 0.35 to 0.77 and chord Reynolds numbers from Re = 3.5 · 106 to 10 · 106 with 
various streamwise pressure gradients, relevant for natural laminar flow surfaces. A two-dimensional flat-
plate model was modified to accept exchangeable inserts on the model upper side. Quasi-two-dimensional 
surface bumps, with a sinusoidal shape in the streamwise direction (positive half of a sine), were 
manufactured on the inserts. The model was also equipped with pressure taps for the measurement of the 
surface pressure distributions. Three bumps with different height-to-length ratio were examined in this 
work. The effect of a larger bump height-to-length ratio was to induce boundary-layer transition to occur 
at a more upstream location; this effect was particularly pronounced in the case of flow separation caused 
by the local adverse pressure gradient on the downstream side of the bump, with transition occurring even 
upstream of the end of the bump. The influence of the global streamwise pressure gradient on bump-
induced transition was found to be dependent on the bump height-to-length ratio and on the freestream 
Mach number. In the case of the bump with the smallest height-to-length ratio, stronger global flow 
acceleration led bump-induced transition to occur at a more downstream location; in contrast, transition 
induced by the bump with the largest height-to-length ratio was essentially unaffected by the global 
pressure gradient. The effect of the global flow acceleration on transition induced by the medium-sized 
bump was dependent on the Mach number. The present results show that the influence of the global 
streamwise pressure gradient (i.e., of the boundary-layer stability situation) on transition has to be 
accounted for in criteria for allowable size of bumps on natural laminar flow surfaces. 
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Abstract
The influence of suction on step-induced boundary-layer transition has been experimentally investigated in
the Cryogenic Ludwieg-Tube Goettingen at large chord Reynolds numbers (up to 16 ·106), Mach numbers
from 0.35 to 0.77 and various stream wise pressure gradients by means of Temperature-Sensitive Paint
(TSP). Surface imperfections, implemented as combination of gap and forward facing step, caused transition
to occur at a location more upstream than in case of a smooth surface (i.e. without gap and step). It was found
that suction, achieved passively by exploiting the pressure difference between upper and lower side of the
model, induced a movement of transition to a more downstream location than on the smooth configuration
at the same test conditions. Thus, the effect of suction was to even overcompensate the adverse effect of the
combination of gap and forward-facing step on boundary-layer transition.

1 Introduction
Laminar flow technology is of great interest as it can significantly reduce wall shear stress and therefore
fuel consumption of commercial aircraft as opposed to wings of conventional aircraft with predominantly
turbulent flow. According to Robert (1992), almost 50% of all aerodynamic drag arises from friction, yield-
ing a high possibility for fuel savings by maintaining the flow laminar over a significant portion of the wing
surface. One method to delay boundary-layer transition and thus extend the area of laminar flow is an ap-
propriate wing contour design (natural laminar flow - NLF), another method is by means of suction (laminar
flow control - LFC). Former has been demonstrated to be a suitable technology for aerodynamic surfaces
with zero to moderate sweep (sweep angle ϕ . 20◦ - Wagner et al. (1989); Schrauf (2005)) and is a practical
reality for gliders and business jets as described in Schaber (2000) or Fujino et al. (2003). At larger sweep
angles, however, LFC is required to achieve large laminar flow areas according to Braslow (1999), Wagner
et al. (1989) or Schrauf (2005). As reported in Joslin (1998), flow control by means of suction has mainly
been studied and tested with perforated plates providing an approximately continuous suction over a large
region. Early studies, like those in the 1950s and 60s, also experimented with suction through slits and
slots on a flat surface (see e.g. Kosin (1965) or Bushnell and Tuttle (1979)). Despite the promising results
already achieved with laminar flow technology, its practical application remains challenging in the presence
of surface imperfections at structural joints, such as gaps and/or steps, which are probably unavoidable on
real aircrafts (Wagner et al. (1989)). The influence on boundary-layer transition due to surface imperfections
has been investigated for example by Nenni and Gluyas (1966), Costantini (2016) and Perraud et al. (2004).
Furthermore there have been several studies on the effect of suction on transition in the absence of steps
(see e.g. the reviews in Bushnell and Tuttle (1979) and Braslow (1999)). However, the influence of suction
on transition in the presence of steps has only been examined in two studies: Hahn and Pfenninger (1973)
experimentally investigated the effect of suction through gaps (i.e. slits) downstream of a backward facing
step at low Mach numbers (Ma < 0.1); numerical studies have been conducted to examine suction through
a gap upstream of a forward-facing step by Zahn and Rist (2017) but only for one Mach number (Ma =
0.6). Both studies however, only examine cases with zero pressure gradient and without (or only negligible)
variation of Ma. In contrast, this work focuses on the effect of suction through a gap directly upstream of a
forward facing step for a wide range of Mach numbers, Reynolds numbers and pressure-gradients.
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2 Experimental Setup
In the present work, systematic experimental studies have been conducted in the low-turbulence (momentum
turbulence level Tupu ∼ 0.06 %) Cryogenic Ludwieg-Tube Goettingen (DNW-KRG) at large chord Reynolds
numbers (3.5 − 16 · 106), Mach numbers from 0.35 to 0.77 and various stream wise pressure gradients.
For latter, the Hartree parameter βH, suggested in Meyer and Kleiser (1989), was used as dimensionless
parameter (-0.03 ≤ βH ≤ 0.15 in this work). It was calculated using the linearly fitted pressure gradient
between 0.4 and 0.9 chord length (the pressure gradient was essentially uniform in this region) and the
pressure coefficient at xc = 0.65. Figure 1 depicts the two-dimensional wind tunnel model used for the
experiments, presented in Costantini et al. (2016). It was designed to achieve a large area of uniform pressure
gradient along the model’s chord on the model’s upper side (Costantini (2016); Costantini et al. (2016);
Risius et al. (2018)), which is the surface of interest in the present work. The upper side was coated with
TSP for transition detection (Tropea et al. (2007)) - Formulation and optical setup was the same as in
Costantini et al. (2016). An additional aft part was attached to the original model (see Figure 1 left) to
reduce separation and thus minimize external disturbances to the boundary layer on the model’s upper side
as discussed in Risius et al. (2018). Shims were installed between the front and main part of the model
to obtain sharp forward-facing steps at 35% of the model’s chord length (Costantini (2016)). Along with a
nominally smooth configuration (i.e. with a shim thickness resulting in a smooth surface without a step), two
step heights (h = 30 µm and 60 µm) were investigated; the corresponding step Reynolds numbers were, for
example, Reh = U∞h/ν∞ ∼ 1200 and Reh ∼ 2400 for a chord Reynolds number of Rec = 8 · 106 and Mach
number Ma = 0.65, respectively. Here, U∞ is the freestream velocity and ν∞ is the freestream kinematic
viscosity. In this work, the model configurations will be named ”smooth”, ”step-1” (30 µm) and ”step-
2” (60 µm). For configurations with a step, the main part of the model was additionally displaced in the
streamwise direction using alignment pins to obtain a gap width of dgap = 200 µm upstream of the steps.
As sketched in Figure 1, right, narrow shims were used as placeholders on the starboard side of the model,
whereas a continuous shim was used on the port side. For the investigated test cases, the examined model
cross section induces a larger pressure on the model’s upper side than on the model’s lower side. This
pressure difference induces an internal flow (suction for the model’s upper side) through the gap (slit) in the
regions of the model starboard side where no shims are present. For comparison, the gap on the port half of
the model did not allow passive suction due to continuous shim. In this way, the effect of the combination
of a gap and a forward-facing step on boundary-layer transition could be examined simultaneously with and
without suction through the gap.
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Figure 1: Simplified sketch of the wind tunnel model (chord length c = 200 mm, span b = 500 mm). The
left sketch is a side view of the whole model cross-section, whereas the right sketch is a top view of the
part highlighted by the dashed-lines rectangle. Shim sizes are in proportion, dimension of gap and step are
enlarged for better visibility.

3 Results
Figure 2 depicts example TSP results obtained with the smooth (a), step-1 (b) and step-2 (c) configurations
at Ma = 0.65, Rec = 8 · 106 and a favorable pressure gradient (βH ≈ 0.07). In the TSP results, bright areas
correspond to laminar regions, whereas dark areas correspond to turbulent regions. Two turbulent wedges in
the central area of the model can be observed, originating from pressure taps installed on the leading edge
region. No TSP had been applied over the white strip visible in Figure 2: the junction between front and
main part of the model is located in this region, which was left uncoated to enable the generation of sharp
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Flow

(a) smooth (Reh ∼ 0) (b) step-1 (Reh ∼ 1200) (c) step-2 (Reh ∼ 2400)

Figure 2: TSP results for nominally smooth configuration (a) and step + gap configurations with Reh ∼ 1200
(b) and Reh ∼ 2400 (c) (Regap = U∞dgap/v∞ ∼ 8000 for both cases (b) and (c)). Transition was detected at
xT/c ∼ 65% (blue) for (a), at xT/c ∼ 45% (green) and xT/c ∼ 86% (orange) for (b) and at xT/c ∼ 40%
(green) and xT/c ∼ 84% (orange) for (c).

steps. Dashed lines indicate the detected, span-averaged transition location - blue for the smooth configura-
tion, green for areas without suction and orange for areas with suction.
Without suction (port), the step and gap combination clearly induces a shift of the transition to a location
more upstream than in the case of the smooth configuration. This effect is enhanced with a larger step height
(c), in agreement to findings by Arnal (1992), Perraud et al. (2004) and Costantini (2016) for steps without
gaps. For cases with suction (starboard), however, transition was shifted towards a more downstream loca-
tion. It should be emphasized here that the suction effect overcompensates the adverse effect of combination
of gap and forward-facing step, since transition was measured at a more downstream location than that de-
tected on the smooth configuration. Interestingly, the effect of step height has no measurable effect on the
transition location for cases with suction. In addition to that, note that the transition front is not as straight
as without suction and appears frayed. These findings hold true for all conditions examined in the present
work.

The results obtained with the smooth and step-2 configurations are collected in Figure 3a and 3b, respec-
tively. Here, the transition Reynolds number RexT = xTU∞/ν∞ (formed with the detected transition location
xT ) is plotted against the Hartree parameter βH. It can clearly be seen that larger RexT were obtained by
means of suction upstream of the forward-facing step, as compared to the smooth configuration. Note also
that larger βH lead to larger RexT . For the examined range of pressure gradients, however, the variation in
RexT for a certain variation in βH is larger with the smooth configuration than with the step-2 configura-
tion with suction, suggesting that the dependency on the pressure gradient is not as high as for the smooth
configuration. One further aspect is observable considering the effect of the Mach number. In contrast to
the expectation based on linear stability theory (see Schlichting and Gersten (2000)) that larger subsonic
Mach numbers stabilize the boundary layer, it seems that in this case lower Mach numbers lead to transition
delay. As reported in Risius et al. (2018), this is probably due to the turbulence level in DNW-KRG which
increases significantly with rising Mach numbers (Koch (2004)). When considering constant Mach num-
ber and Hartree parameter, the small variations in transition Reynolds number are caused by varying chord
Reynolds number. This aspect was also investigated in Risius et al. (2018). It was found that transition for
high chord Reynolds numbers was caused by Tollmien-Schlichting waves with higher frequencies than for
low chord Reynolds numbers, and the initial turbulence level in DNW-KRG is lower for high frequencies.
This effect is more significant in the reference configuration.

Figure 4 shows the transition Reynolds number RexT in dependency of the Hartree parameter βH with
a fixed Mach number (0.6) and chord Reynolds number (8 · 106) for the different step heights with and
without suction. Underlying TSP results for the step-1 configuration and three different pressure gradients
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Figure 3: Transition Reynolds number RexT as function of the Hartree parameter βH. Error bars are typically
smaller than the symbols and therefore not shown here.
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Figure 4: Transition Reynolds number RexT as function of the Hartree parameter βH for chord Reynolds
number Rec = 8 ·106 and Mach number Ma = 0.6.

are depicted in Figure 5. The data in Figure 4 suggests a linear dependency within the examined Hartree-
parameter range and thus a linear regression was plotted to guide the eye. Whereas without suction there is
a difference of RexT for the two step heights at same Hartree parameter βH, the cases with suction yield the
same RexT for both step heights within the error range. This also holds true for all other examined Mach
and Reynolds numbers. An explanation could be found in the relatively high suction rate: estimations of the
suction velocity based on the pressure difference between upper and lower side of the model (driving force
for suction) yield a relative velocity vsuction/U∞ between 0.2 and 0.3. This corresponds to a dimensionless
suction rate q = ṁs/δ∗ (with ṁs being the massflow and δ∗ the displacement thickness) of q & 1 which is
significantly larger than the suction range examined by Zahn and Rist (2017) of q = 0.1 and 0.3 in numerical
studies or Hahn and Pfenninger (1973) for an experimentally investigated backward facing step of q . 0.2.
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Flow

(a) βH = 0.088 (b) βH = 0.075 (c) βH = 0.054

Figure 5: TSP results for step-1 (30 µm) configuration at different pressure gradients with chord Reynolds
number Re = 8 ·106 and Mach number Ma = 0.6 (Regap =U∞dgap/v∞ ∼ 8000 for all cases). Transition was
detected at xT/c ∼ 48% (green) and xT/c ∼ 88% (orange) for (a), at xT/c ∼ 46% (green) and xT/c ∼ 85%
(orange) for (b) and at xT/c ∼ 41% (green) and xT/c ∼ 79% (orange) for (c).

The interpretation of q as reduction of displacement thickness (which here is larger than the examined
step heights) provides a possible explanation why the step height has no significant influence on transition
location for cases with (high) suction.

4 Conclusion
Experimental investigations were conducted in the Cryogenic Ludwieg-Tube Goettingen to analyze the ef-
fect of suction on step-induced boundary-layer transition. Transition was detected by means of temperature-
sensitive paint on a flat-plate model in a two-dimensional flow. Mach numbers ranging from Ma = 0.35 to
0.77 and chord Reynolds numbers from Re = 3.5 ·106 to 16 ·106 along with various pressure gradients were
examined for two different step heights downstream of a gap with and without suction. Suction was achieved
passively by a pressure difference between upper and lower side driving an internal flow. The combination
of step and gap causes transition to occur further upstream, whereas suction through the gap was found to
have a significant transition-delaying effect. This was to even overcompensate the adverse effect of the step
and gap for the examined conditions. In the presence of suction, the effect of a variation in step height
on transition seems to be negligible. Furthermore, the dependency of transition Reynolds number on the
Hartree parameter βH is significantly lower for step configurations (with and without suction) compared to
the smooth configuration. The results obtained in the present work demonstrates that suction is a powerful
tool for transition delay even in the presence of forward-facing steps.
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Abstract
In this experimental work, the influence of differently shaped roughness elements on a flat-plate, laminar
boundary layer is investigated. The roughness elements under consideration are of blunt, cylindrical and
streamlined shape. The primary goal is to control the region of local absolute instability and hairpin vortex
shedding in the aft recirculation zone. With the blunt roughness, hairpin vortices are observed without
subsequent transition in a narrow range of Reynolds numbers. For the cylindrical shape, hairpin vortices
evolve into early turbulence. When a streamlined fairing is added to the cylinder to minimize the size of
the aft recirculation zone, secondary instabilities grow in the shear of the streaks in the far wake. This
leads to transition without the formation of hairpin vortices. The well-known hairpin vortices downstream
of roughness elements are therefore not necessarily decisive in the transition process of roughness-disturbed
boundary layers.

1 Introduction and set-up
Investigations on three-dimensional (3-D), isolated roughness elements embedded into a laminar boundary
layer have received great attention in the last years. Particularly due to their ability to attenuate Tollmien-
Schlichting (TS) waves as a means of passive flow control (Fransson et al., 2005), it is important to under-
stand and predict factors leading to early transition through vortex shedding. In most of the literature, the
Reynolds number

Rekk =
kuk

ν
, (1)

based on the roughness height k, kinematic viscosity ν and velocity uk in the undisturbed boundary layer
is changed while the shape remains constant. In contrast, the present investigation aims at a variation of
the shape. Such investigations are rather rare and occur mostly in the form of a collection of data from
different works such as for instance Gregory and Walker (1956) and Ergin and White (2006). In case of
cylindrical roughness elements, the aspect ratio D/k with diameter D has recently been identified as a key
factor in the competition between convective and global instabilities (Loiseau et al., 2014; Puckert and
Rist, 2018b). Loiseau et al. (2014) conducted a 3-D global stability analysis and found that the leading
global mode changes from sinuous to varicose symmetry when the aspect ratio is increased. Sinuous modes
can develop into von-Kármán-type of vortex streets, whereas varicose modes tend to develop into hairpin
vortices in the non-linear stages. This has been confirmed experimentally by Puckert and Rist (2018a).
Hairpin vortices are typically observed behind roughness elements at sufficiently large Reynolds numbers
(Acarlar and Smith, 1987). In this context, the critical roughness Reynolds number separates between
convective and global instabilities and may easily be confused with transition because of strong amplification
of background noise, leading to rapid turbulence (Puckert and Rist, 2018a). For this reason, vortex shedding
close to the roughness is of particular interest in this study. Hairpin vortices originate primarily from the
recirculation zone (Klebanoff et al., 1992) and it is therefore interesting to control this sensitive region by
the shape of the roughness.

The laminar water channel (Laminarwasserkanal, LaWaKa) is a closed-circuit water channel at the In-
stitute of Aerodynamics and Gas Dynamics (IAG) at the University of Stuttgart. The turbulence intensity
is 0.05 % of the freestream velocity in the frequency range 0.1-10 Hz at 0.145 ms−1 Wiegand (1996). The
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Figure 1: Roughness: blunt rectangle (shape I), cylinder (shape II) and cylinder with fairing (shape III).

test section is 8× 1.2× 0.2 m3 large. A two-dimensional, laminar boundary layer of Blasius type is crea-
ted by a flat plate with elliptical leading edge. Careful suction on the side edges of the flat plate prevents
the growth of corner-flow boundary layers. Three roughness elements with identical height k and spanwise
extent D but with different shapes are investigated. The three roughness elements under consideration are
a blunt rectangle (shape I), a cylinder (shape II) and a cylinder with fairing (shape III) as illustrated in fi-
gure 1. The ”frontal area” A f ront = kD of these roughness elements remains the same throughout this work.
The roughness elements are placed in the spanwise center of the flat plate at 57.1 from the leading edge.
Length scales in this work are non-dimensionalized by k = 10 mm and originate at the bottom center of
the roughness with x-, y- and z-coordinates extending in streamwise, wall-normal and spanwise directions,
respectively. Hot-film anemometry and particle image velocimetry (PIV) are used to acquire data. Details
on the data acquisition methods are described in Puckert and Rist (2018a).

2 Transition Reynolds number
The intermittency function γ has been computed to detect turbulence as a function of the Reynolds number
Rekk. First, the streamwise velocity u′ from hot-film measurements is multiplied by its derivative du′/dt to
enhance the sensitivity to turbulence. Continuous wavelet transforms are used to obtain a smooth derivative.
The detector function is then group averaged into a criterion function and compared to a threshold value
which originates from a reference case in laminar flow. The reference signal is multiplied by a constant
factor in the range 1-10 to allow for manual control of the method. Manual adjustments in this method only
become necessary when the set-up changes significantly. It has been found that the results do not change
noticeably as long as reasonable inputs are given. The intermittency γ is the percentage of turbulence in
the total signal and can be estimated by summing up the parts of the signal where the criterion function is
greater than the threshold value. An intermittency of 0 % or 100 % represents laminar or turbulent flow,
respectively.

The data to feed this algorithm have been collected by a hot-film probe at a fixed center position at the
roughness height at x = 1650 mm. Previous dye streakline visualizations help to narrow down the possible
range of freestream velocities at which transition occurs. Figure 2 shows the intermittency function plotted
over Rekk to determine the transition Reynolds number at γ = 50% for the three types of roughness elements
as introduced in section 1. In the LaWaKa, transition can be detected at Rekk = 230, 405, and 680 for shape
I, II and III, respectively. The different shapes greatly influence the flow around and downstream of the
roughness although the wall-normal and vertical roughness dimensions are identical.The accuracy of the
intermittency method at the LaWaKa is estimated to be in the order of Rekk =±20.

200 400 600 800
Rekk

0

0.5

1

γ

shape I
shape II
shape III

Figure 2: Intermittency estimate as a function of roughness Reynolds number.

174



ICEFM 2018 Munich

3 Instability mechanism
To investigate the frequency spectra, hot-film signals have been recorded at different downstream stations
with steps of ∆x = 2 from the trailing edge of the respective shape to x = 100. The wall-normal position
was y = 1 and the measurement time was 30 s at each station. The power spectral density from fast Fourier
transforms of the hot-film signals is shown in figure 3 in gray scales for Rekk = 500 (shape I and II) and
Rekk = 800 (shape III). The circular frequency is defined by ω = 2π f νU2

e with the physical frequency f
in Hz and the freestream velocity Ue. This circular frequency allows for a comparison to the results of
Loiseau et al. (2014). Figure 3(a,b) reveals distinctive frequency bands in the near wake of the roughness
with fundamental frequencies of ω = 0.7 ( f = 0.63 Hz) for shape I and 0.85 ( f = 0.77 Hz) for shape II,
respectively. The lower frequency of shape I may be due to a larger recirculation zone of the blunt roughness
shape. For shape III, the flow is still laminar at Rekk = 500 and therefore the spectrum for a higher Reynolds
number Rekk = 800 is illustrated in figure 3(c). Nevertheless, no discrete frequency bands can be observed.
It can be inferred from these results that the reduction of recirculation zone in shape III reduces the ability
of the flow to resonate or quasi-resonate. Instead, convective instabilities of a broadband frequency range
could be the relevant mechanism for this shape. Another possible explanation is that instability occurs first
at the outer regions of the roughness wake and not in the spanwise center where the probe was located. This
hypothesis needs clarification.
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Figure 3: Frequency spectra of (a) shape I at Rekk = 500, (b) shape II at Rekk = 500 and (c) shape III at
Rekk = 800.

One of the great benefits of a water channel are visualizations. To resolve the above hypothesis, pot-
assium permanganate crystals are used to draw dye streaklines into the flow. Figure 4 shows pictures of
shape I, II and III taken at Rekk = 200, 500 and 800, respectively. In figure 4(a), the spatial evolution of
hairpin vortices or its remnants can be seen. Interestingly, these vortices decay without triggering transition
or turbulence. In contrast, most of the literature relates hairpin vortices to a late stage of transition. As
shown here, this is not true in all cases. For shape I, the base flow is strongly disturbed at first, which makes
the flow highly unstable in a confined region before it stabilizes again further downstream. This is supported
by stability diagrams of Siconolfi et al. (2015) and Dörr and Kloker (2018). These effects are due to strong,
localized destabilization by the blunt roughness and have rarely been observed with shape II and never with
shape III. The cylindrical roughness (shape II) is portrayed at Rekk = 500 in figure 4(b). Upstream and
on the sides of the roughness, a horseshoe vortex can be seen. Downstream, hairpin vortices form in the
recirculation zone and shed disturbances that are convected downstream. The visualization of shape III is
different from the others. Disturbances in figure 4(c) seem to grow from the outside to the inside in the
streamwise direction. Furthermore, no hairpin vortices can be observed, which explains the late transition at
Rekk,tr = 680 for this shape. In contrast to the other shapes, transition in this case may be due to secondary
instabilities of the streaks in the roughness wake. Turbulence in this figure is represented by the dark cloud
beyond x = 40.

To acquire more quantitative data, PIV is used with a Nd:YAG laser pulsed at 10 Hz to illuminate a
light-sheet at y = 1 downstream of the roughness. For each case, 300 images are recorded at 5 Hz by a
PCO SensiCam. The low frequencies of the LaWaKa allow for time-resolved Fourier mode decomposition
(FMD). Global power spectra have been computed in the present study as described in detail by Ma et al.
(2015). The spectrum for shape I is shown in figure 5(a). Most noticeably, there is a sharp-edged peak
at ω = 0.94, which is qualitatively in line with the visual observation of hairpin vortex shedding in figure
4(a). The corresponding real part of the Fourier mode is shown in figure 5(b) as patches of yellow and blue
color representing iso-surfaces of 20 % of the maximum disturbances, respectively. Initially, the mode can
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remnants of hairpin vortices
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(c) shape III
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Figure 4: Visualization of (a) shape I at Rekk = 200, (b) shape II at Rekk = 500 and (c) shape III at Rekk = 800.

be described by lambda-shaped legs between 4 < x < 15, spreading to the sides as the downstream distance
increases. As a result, the disturbances become two-dimensional by the end of the domain. However, the
flow beyond x = 17 may already be part of a late stage of transition, since the Reynolds number of this
experiment is beyond the transition Reynolds number (cf. figure 2).
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Figure 5: Fourier mode analysis for shape I at Rek = 467, Rekk = 384 with (a) global power spectrum and
(b) Fourier mode at ω = 0.94. Isosurface of streamwise velocity disturbance, yellow and blue for ±20 % of
maximum disturbance, respectively.

Figure 6 shows the result from the same method applied to shape II at Rekk = 429. This case is slightly
beyond the transition Reynolds number as demonstrated in figure 2. The power spectrum in figure 6(a)
exhibits a frequency peak at ω = 0.807, which is, however, more broadbanded than in figure 5(a). This is
in agreement with the observations of Puckert and Rist (2018b), who found that convective amplification
is the dominant mechanism at Reynolds numbers below the critical Reynolds number Rekk,c = 490 from
predictions by 3-D global linear stability theory (Loiseau et al., 2014). Regarding the real part of the Fourier
mode at ω = 0.807 in figure 6(b), this mode exhibits a stripe of disturbances at first and more complex
patterns starting at x = 12. This confirms that the disturbances evolve from the spanwise center to the
outer regions and proves that the first instability in streamwise direction originates from the recirculation
zone. The outer disturbances are most likely initiated by hairpin vortices from the recirculation zone and
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Figure 6: Same caption as figure 5 but with shape II and Rek = 509, Rekk = 429, ω = 0.807.
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Figure 7: Same caption as figure 5 but with shape III and Rek = 813, Rekk = 763, ω = 0.812.

destabilize by the shear of the roughness wake. Overall, the disturbance mode is more pronounced than in
figure 5 because of less late-stage transitional effects. Note that the disturbance mode ’spreads’ to the sides
more closely to the roughness when Rekk is increased (not shown here).

Shape III is – once again – different from the previous cases. The power spectrum in figure 7(a) illustrates
two strong frequencies in the spectrum that are not harmonic to each other and can barely be recognized
as being peaks in contrast to figures 5(a) and 6(a). Nevertheless, one dominant frequency (ω = 0.812)
is fairly close to the peaks in figures 5(a) and 6(a). Therefore, it is reasonable to assume that there is a
small remaining tendency of this shape to prefer the frequency at which hairpin vortices would have shed
without the streamlined fairing of shape II. An analysis of the real part of the mode ω = 0.812 in figure
7(b) reveals that there are no obvious patterns that could be recognized as a hairpin vortex. Note that this
evaluation is performed further aft of the origin of the roughness to account for the more lengthy shape of
the streamlined body. An evaluation further upstream does not exhibit any more interesting features and are
thus not shown here. The same applies to the second dominant frequency in figure 7(a) at approximately
ω = 1.3. Even changing the Reynolds numbers did not reveal any more details except for either laminar or
rather unordered portrays. The lack of a clear disturbance mode goes in line with the assumption that streak
instabilities from the horseshoe vortex are responsible for the chaotic patches observed in figure 7(b). It
can be hypothesized that neither local absolute, nor global, nor primary modal instabilities cause transition
behind this streamlined roughness shape. Instead, breakdown to turbulence can rather be understood as a
result of secondary instability of the roughness streaks in this case.

4 Discussion
This investigation reveals an ambiguity in the literature. Some authors explain transition behind roughness
elements by Kelvin-Helmholtz (KH) instability and subsequent roll-up of hairpin vortices (Klebanoff et al.,
1992; Ye et al., 2018) whereas others account bypass transition for this phenomenon (Ergin and White,
2006; Denissen and White, 2008). Klebanoff et al. (1992) provide evidence that the hairpin vortex shedding
from blunt roughness elements is due to KH instability. In contrary, transition from shape III in the present
investigation was found to be more related to the instability of streaks. Therefore, the shape of the roughness
seems crucial for both the transition Reynolds number and the dominant transition mechanism.
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Abstract
SPIV measurements were carried out at Laboratoire de Mécanique des Fluides de Lille Kampé de Fériet
(LMLF) boundary layer wind tunnel where turbulent boundary layer (TBL) flow was perturbed with an up-
stream blowing. In order to identify the changes in the flow downstream, Stereo Particle Image Velocimetry
(SPIV) was used to measure the flow fields by varying the magnitude of blowing at different Reynolds num-
ber. Two orientations of SPIV arrangements were used to measure the plane parallel and perpendicular to
the principal flow direction. Measurements were taken in a wide variation of Reynolds number based on
momentum thickness such as Reθ,SBL = 7495 ∼ 18094 using different rates of blowing. Present proceedings
discuss the requirement of such experiment, experimental setup and procedure followed by a description
of the database acquired with the present measurement. This project was realized using the grant from
”European High performance Infrastructures in Turbulence”.

1 Introduction
Turbulence is considered as a major barrier problem in fluid driven transportation sector e.g aviation and
shipping industry. For subsonic CTOL aircrafts, skin friction drag contributes almost 50% of the total drag
(Kornilov (2015)). Therefore, a novel drag reduction technique that can achieve a substantial friction reduc-
tion over the wall can contribute a significant fuel cost abatement. In the course of several drag reduction
experiments since 1950’s, literature review suggested that active control techniques exhibit superior drag
reduction effects compared to the passive techniques. Moreover, a general consensus from our cognition of
presently available literature indicate that blowing can potentially reduce skin friction about 50% (Hwang
(2004)). Besides, several methods are in practice in order to actively or passively manipulate the wall

bounded flows with a common goal to reduce the skin friction.
The concept of active manipulation of the boundary layer goes back to early forties of the last cen-

tury. First documented flow manipulation experiment using blowing was found from Schlichting (1942a)
where he used the blowing from upstream slot of a subsonic aerofoil. Subsequently, several other researches
about blowing from a transpired surface established the potential of the blowing in reducing friction drag
for incompressible TBL. A good review on the experimental research in such flow manipulation technique
can be found from Jeromin (1970). Nevertheless, considerable amount of laboratory experiments and nu-
merical simulations regarding blowing has provided ample of data but growing consensus regarding large
and very large scale structures in turbulent wall bounded flows has constrained the renewal of such exper-
iments. Beside the engineering application of blowing on aerodynamic and hydrodynamic machines (e.g.
aeroplanes, submarines, high speed trains and automobiles) it is also analogous to determine the relevance
of such method to the turbulent flows. Therefore, rather looking into the mean parameters of the TBL with
blowing, time dependent analysis of valid high Reynolds number measurements are necessary.

Flow manipulation experiments about incompressible TBL primarily focuses on two principle aspects
namely amount of friction drag reduction and time dependent study of turbulence parameters. Although
reported numerical results at comparatively low Reynolds numbers, incompressible TBL at Reθ = 700,
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Kametani and Fukagata (2011) presented a very interesting outcome that a small magnitude of uniform
blowing (0.1% U∞) can cause significant amount of statistical alteration to the mean flow. In addition,
blowing is not only sustainable within the near wall region but can cause significant upsurge of hairpin like
structures all the way through the outer region. This happens simultaneously with the reduction of friction
drag of the downstream region.

In experiments, general feasibility of uniform blowing in the field of friction drag reduction is mostly
considered as a local phenomena. In addition, active methods such as blowing is also characterized as
external energy input. Therefore, relative gain in terms of friction drag to the input energy is still one
controversial issue in this regard. Recent TBL experiments at moderate Reynolds number from Motuz
(2014) has demonstrated the effect of uniform blowing that the changing blowing ratio (see Section-4)

has a significant impact on the relative gain calculation. However, such analysis is still unavailable from
high Reynolds number TBL measurements. On the other hand statistical description from literature study
exhibit a general consensus on the fluctuation increase due to blowing, at least streamwise and wall-normal
components of velocity overshoots (depending on the different magnitudes of blowing). Hasanuzzaman et
al. (2016) has demonstrated the fluctuation variation as an outcome of blowing. Moreover, 13% friction
reduction was possible using 0.4% blowing (% of U∞) at Reθ,SBL = 1788. But with increased computational
capacity, we receive a complete description of the flow field through numerical simulation. Therefore,
overall estimation of the friction drag along an incompressible TBL was found possible by Stroh et al.
(2016). As such, a detail description of the upstream influence from blowing along the TBL was provided.
A significant finding from their result is that the finite length of affected area through a very small amount
of uniform blowing can be persistent for the complete spatial growth of TBL.

2 High Reynolds Number Measurement
Since Theodorsen (1952) illustrated the existence and classification of different structures present in the wall
bounded shear flows, extensive research effort has been imparted in the study of structures in turbulent flows.
In other words, ’Coherent Motions’ in the outer layer of wall bounded shear flows has received monumental
attention as their dynamical nature was difficult to study due to the limitation of existing measurement
technique. It was widely accepted that the dynamics of these coherent motions were relatively similar and
independent from the flow Reynolds number. Maximum kinetic energy was believed to be from the influence
of the inner layer. Contrary to such belief, using Hot Wire measurements at high Reynolds number TBL
flows, Hutchins and Marusic (2007) showed that outer scaled large structures become more influential
as the Reynolds number increases. In addition, they have also showed that sufficient scale separation of
the fluctuation data is required in order to obtain a distinction between inner and outer layer peak (both
fluctuation and spectra). That occurs at a minimum Reynolds number of Reτ,SBL = 1700 (Here, Reynolds
number is based on the ratio of inertial and viscous forces, Reτ,SBL = δuτ/ν, uτ is the shear velocity and δ is
the boundary layer thickness at U∞ = 99%).

In connection to the flow control/manipulation experiments in TBL, most often measurement and sim-
ulation data available is based on low Reynolds number flows. On the other hand, most of the engineering
applications are at very high Reynolds number. General aviation is operated upto and beyond Rec = 107

(Chord Reynolds number, Rec = U f c/ν, U f is the flight speed and c indicates the chord number. This is quite
similar to the characteristics length based Reynolds number in TBL). Most often low Reynolds number mea-
surements are justified with the fact that most of the turbulent kinetic energy (TKE) is the contribution from
viscous layer. As the Reynolds number increases, the share of TKE contribution from viscous layer keep re-
ducing and share from the logarithmic layer keep increasing. Smits et al. (2011) described such phenomena
using high Reynolds number HWA measurements where pre-multiplied TKE was used to describe the TKE
contribution from different layers. Although, PIV measurement is limited to reach the near wall regions but
at sufficiently high Reynolds number overlapping and logarithmic layer becomes more important in terms
of turbulent structure analysis.

As a consequence to such hypothesis, an experimental study was designed to verify the idea of energy
transfer manipulation using uniform blowing. In addition, suitable scaling parameters for the mean profiles
and Reynolds stresses were evaluated. Therefore, flow manipulation using uniform blowing experiments at
sufficiently high Reynolds numbers were conducted within the framework of European High-Performance
Infrastructures in Turbulence (EuHIT) Project, ’Enhanced Turbulent Outer Peak using Uniform Micro-
Blowing (ETOP-MBT)’. The experiment was a joint experiment between Department of Aerodynamics
and Fluid Mechanics, Brandenburg University of Technology and Laboratoire de Mécanique des Fluides de
Lille Kampé de Fériet (LMLF), University of Lille.
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(a) XY plane (b) YZ plane

Figure 1: (Left) SPIV arrangement for XY plane, (Right) for YZ plane, in both cases flow is coming from
left to right relative to the reader

3 Boundary Layer Wind Tunnel
LMLF boundary layer facility is particularly suitable for high resolution measurements at high Reynolds
numbers of turbulent boundary layer over flat plate. The wind tunnel used for this experiment has a closed
loop configuration which is particularly suitable for non-intrusive optical measurements such as Particle
Image Velocimetry (PIV).

Test section of the wind tunnel is 20.6 m long with a cross section of 1 × 2 m2 e.g. in vertical and
transverse length. As the test section has an optical access from all sides along the complete length of it,
therefore, non-intrusive optical measurement can be performed. Longitudinal axis (streamwise) is parallel
to the bottom wall and to the incoming flow where boundary layer develops. Transverse and vertical axis is
referred as spanwise and wall-normal axis respectively. Incoming air to the plenum chamber was passing
through an air-water heat ex-changer in order to provide a near iso-thermal flow where efficiency is kept
within ±0.15◦C. Subsequently, air through the guide vanes undergoes a relaminarization process via hon-
eycomb screens and grids. Thereafter, contraction takes place with a ratio of 5.4 : 1. Cuvier (2017) provides
a detailed description of the experimental facility.

4 Uniform Blowing Experiment
Upstream blowing with uniform velocity in a flat plate TBL was established with a perforated plate where
4514 holes with uniform diameter of 3.6 mm were constructed with staggered arrangement following the
designs proposed by Hwang (2004). Although this experiment was designed for compressible flows, there-
fore, viscous length scale was way too small compared to the present experiment. In order to use the similar
blowing surface design for incompressible TBL with larger length scales, necessary modifications of the
blowing assembly was done compared to the design data from Hasanuzzaman et al. (2016). In order to
provide wall normal blowing, a solid wind tunnel wall was replaced with a perforated (blowing surface)
one as described earlier. Streamwise length of the blowing surface was at wind tunnel characteristics length
X = 18.424 ∼ 18.845, keeping the width center equidistant from both side walls of wind tunnel. Blowing
rate is expressed as blowing fraction (F), is a ratio between the magnitude of the incoming air through the
perforated surface to the U∞( = Vblowing/U∞ in %) was applied at a very low velocity (0, 1, 3 and 6%) for
each Reynolds number being measured.

Stereo Particle Image Velocimetry (SPIV) was used as the measurement technique for Reynolds number,
Reθ = 7,495, 12541 and 18,095 (Subscript SBL refer to the cases without blowing). Reynolds number is
based on the free stream velocity (U∞), momentum loss thickness (θ) and Kinematic viscosity (ν). For
each Reynolds number, two particular Fields of View (FoV) were realized. In order to acquire uncorrelated
SPIV data for statistical analysis over the entire height of boundary layer, a plane parallel in the direction
of principle flow (streamwise-wall normal) was measured at 22 cm downstream from the end of perforated
surface. This set of measurements are indicated with ’XY’ in the section-6. 4000 independent velocity fields
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Figure 2: At Reθ,SBL = 7495 RMS values of fluctuations normalized with U∞ along different wall normal
height scaled with δ (measurements from YZ plane), � : uRMS/U∞, / : vRMS/U∞,4 : wRMS/U∞

with all three components were obtained.
Similarly, for each set of Reynolds number, a plane perpendicular in the direction of principle flow

(spanwise-wall normal) was also measured. Second FoV was set immediately over the perforated surface
at 25% downstream from the beginning. This is termed as ’YZ’ plane. In YZ plane High speed SPIV
acquisition was realized in order to obtain time correlated data with sufficiently high frequency (facq = 2
kHz). For each Reynolds numbers and blowing ratios, 4 runs were acquired. RMS of the different velocity
components scaled with the free stream velocity along ascending wall normal height as a fraction to δ is
presented with Figure-2 at Reθ,SBL = 7495. We can observe that vRMS is maximum at y = 0.0044 m or y/δ =
0.016, which is the location where natural peak value is found at the measured Reynolds number. Blowing
as an active method, is expected to add energy to the wall normal component. The addition of energy is
dependent on the blowing fraction (F). At the same time, wall normal component is expected to curtail the
magnitude of the streamwise velocity changing the mean gradient (du+/dy+) of u at the near wall region
(y+ 6 5). Figure-3 indicate the contour plots of streamwise fluctuation following the space time conversion
procedure from Monty et al. (2007). Here, streamwise fluctuations are normalized with U∞ and cartesian
co-ordinates along z and x axis were normalized with δ.

Images were obtained using an SPIV setup of translation orientation (Prasad and Jensen (1995)). Af-
terwards, SPIV images were evaluated using an in house version of MatPIV code developed at LMLF. This
was a multiple grid and multiple pass cross correlation algorithm described in Westerweel et al. (1997)
and Soria et al. (1999). In order to avoid the error due to misalignment between laser light sheet and op-
tical plane of the camera, a calibration process called safe calibration was followed (Soloff et al. (1997)).
In order to avoid inherent image deformation and outlier detection Westerweel and Scarano (2005) was
applied.

5 Conclusion
In order to obtain spatial distribution of the streamwise velocity fluctuations presented in Figure-3, Taylors
frozen turbulence hypothesis has been employed to infer the spatial velocity field from the temporal SPIV
data. The blue low-speed regions surrounded by red high-speed regions are the signature of the Coherent
motions in TBL. Corresponding wall normal height is within the logarithmic and the beginning of the wake.
In some cases, spanwise length of such motions exceed the length of FoV. Accuracy of the results are in
good agreement with literature values. Although, accuracy of the data is strongly depending on the accuracy
of the images. Therefore, PIV error was not more then 0.1 pixels.

183



ICEFM 2018 Munich

(a) y/δ = 0.016

(b) y/δ = 0.1492

(c) y/δ = 0.2230

Figure 3: Contour plots of streamwise fluctuations at Reθ,SBL = 7495.

6 ETOP-MBT Database
Experimental boundary condition and technical details of the measurement campaign can be found in the
project completion report in addition to the details of the data repository in the following link: https:
//turbase.cineca.it/init/routes/#/logging/view_dataset/82/tabfile

Access to the data in the above mentioned link is still under embargo period till September 2018.
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Abstract 

Active control of flow over a NACA633-421 rectangular wing model at Re=1.2E5, based on the free-

stream velocity U∞  and airfoil chord length c , is carried out for laminar separation bubble (LSB) 

suppression using a micro time-periodic synthetic jet from slits on the wing surface. The experiments are 

conducted in a low-noise and low turbulence level wind tunnel available at Nanjing University of 

Aeronautics and Astronautics. The forcing frequency f and velocity amplitude vamp of the micro synthetic 

jet (Micro-SJ) are changed in the experiments and control effects are contrasted under three different 

working conditions of Micro-SJ: ConA: fc/U∞=10.5, vamp/U∞ = 0.0045; ConB: fc/U∞ =10.5, vamp/U∞ = 0.2; 

ConC: fc/U∞ =28.1, vamp/U∞ =0.2. With the forcing, LSB on the wing disappears significantly for the 

forcing frequency approximately equal to a critical frequency (about 10U ∞ /c). The critical forcing 

frequency is found to be closely associated with the onset of the separated shear layer instability. It is 

shown from the surface-pressure measurement, off surface visualization with particle image velocimetry 

(PIV) and near-wall streamwise velocity measurement with hotwire that the disturbances from Micro-SJ 

of specific frequency grow inside the boundary layer, and they grow further along the separated shear 

layer and high momentum in the free stream is entrained toward the wing surface, resulting in the 

reattachment point moving forward. Time-averaged PIV velocity map demonstrates that the length of LSB 

is shortened from 20%c to 13%c with Micro-SJ control under ConC while the LSB almost disappears 

under the other two flow control conditions of ConA and ConB. Phase-locked PIV results and power 

spectra analysis of hotwire signals reveal the differences of flow filed structure with and without Micro-SJ 

control, along with perturbation growth process clearly. 

 

1 Introduction  

According to requirements of intelligence and reconnaissance missions, the development of high 

altitude long endurance unmanned aerial vehicles (HAHE UAV) has drawn more and more researchers’ 

attention,Qiu, Yuxin(2004). HAHE UAV typically cruises at 0.5-0.8 Mach, corresponding to relatively low 

Reynolds numbers between 104 and 105. Besides, the flow on the surface of MAV, wind turbine and 

compressor is usually in this low Reynolds number range. At low Reynolds numbers, when a laminar 

boundary layer cannot overcome the viscous effects and adverse pressure gradients, it separates from the 

wall and transition as a result of Kelvin–Helmholtz instabilities may occur in the separated shear layer and 

may reattach to the surface forming a laminar separation bubble (LSB), Horton (1968), Gaster (1969) and 

Mueller et al (1982). From the pioneering work, we know that the laminar-to-turbulent transition process 

in the separated shear layer is a key feature of airfoil boundary-layer development at low Reynolds 

numbers. Flow transition in the separated shear layer on the upper surface of a NACA 0025 airfoil at low 

Reynolds numbers investigated by Yarusevych (2008) (2009) declares that transition occurs due to the 

amplification of natural disturbances within a band of frequencies centered at some fundamental 

frequency. The growing disturbances also cause shear-layer rolling up and the formation of roll-up 
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vortices at the last stage of transition, which results in rapid flow breakdown to turbulence. The process of 

roll-up vortices emerging, merging and breakdown also have been analyzed through time-resolved 

particle-image velocimetry (TR-PIV), stereo-scanning particle-image velocimetry (SPIV) flow 

visualization, e.g., in Burgmann (2006) (2008). Numerical simulation result of the E387 airfoil near the 

trailing-edge at low Reynolds number from BAI Peng (2006) also verifies the great importance of the 

periodical vortex shedding and incorporation proceed to the laminar separation bubble structure[9].  

It is known from the literature that the appearance of a separation bubble significantly decreases the 

airfoil performance sharply, Fitzgerald and Mueller (1990), Mohamed G (2001) e.g., a reduction of lift, an 

increase of drag, buffeting, or even stall occurring. In addition, the non-linear effects of the aerodynamic 

coefficients at the small angle of attack and the non-linear static hysteresis at the middle and large angle of 

attack due to the appearance of LSB also have drawn researchers’ attention and are investigated through 

experiments and numerical calculations, Mueller (1985), Hu Hui (2007) and Bai Peng (2015). Then how 

to improve the aerodynamic characteristics of airfoils at low Reynolds numbers becomes increasingly 

important. Active flow control (AFC) comes into researchers’ view as it can manipulate many different 

complex flows in which case passive flow control (PFC) usually could do nothing, at a fraction of the cost. 

Synthetic jet (SJ), as a popular AFC method, has been studied and applied into flow over a wing at high 

angles of attack and S-shaped inlet producing a separation suppression. It's worth mentioning that the 

work by Smith BL & Glezer A(1997) and Amitay, Smith BL & Glezer A(1998) shows that the application 

of a high-frequency forcing from a synthetic jet to flow over a circular cylinder produces a significant drag 

reduction at sub-critical Reynolds numbers, and they attributes the mechanism to the ‘virtual aero-

shaping’. That is, the interaction of synthetic jets with an external cross-flow leads to the formation of a 

separation bubble and thus apparent modification of the surface shape. 

Micro synthetic jet (Micro-SJ), characterized by very small jet momentum, is applied in the present 

study for LSB control on a rectangular wing at low Reynolds numbers. Micro-SJ provides a time-periodic 

forcing disturbance from a slit located before the separation line. The main objective of the present study 

is to investigate how different frequencies forcing changes the shear layer characteristics after separation 

and how this change eliminates LSB flow structure. Another objective is to see which one is the key 

control parameter. The effect of Micro-SJ control on the flow field near the rectangular wing is detailly 

investigated through PIV flow visualization and hot-wire dynamic signals analysis. Dynamic behavior of 

separated shear layer with and without control will be a key focus of this investigation. 

 

2 Experimental apparatus 

Experimental investigations were performed in a low turbulence and low noise recirculating open-

type wind tunnel of NUAA. The 1.7-m-long test section of this tunnel has a spanwise extent of 1.5m and a 

height of 1m and the background turbulence intensity level in the test section is less than 0.1%. The stable 

free-stream velocity ranges from 0.5m/s to 30 m/s. The NACA633-421 rectangular wing model made of 

steel tested in the wind tunnel has a chord length of c=246 mm and a spanwise length of l=500mm. Six SJ 

actuators equidistantly in spanwise are built in wing model and six jet slit pairs are 0.3c from the leading 

edge on the upper surface. Every slit has a length of ls=15mm and width of w=1mm (see Figure1). As 

mentioned before, this experiment consists of two parts, 2-D PIV flow field measurement near upper 

surface and hot-wire dynamic data acquisition of shear layer. Based on the premier result analysis of 

pressure distribution on upper surface, the test region of interest is chosen from 0.5c to 0.9c at the 0.57l 

spanwise section from wing root to cover the whole separation bubble. PIV system produced by TSI 

includes VLITE200 laser (200mJ/pulse), 14bit CCD camera (1376pixel×1024pixel), 610035 synchronizer 

and INSIGHT 3G software. In this PIV experiment, exposure frequency rate of laser is 10Hz. 

Instantaneous PIV velocity vectors are obtained by a frame to frame cross-correlation technique involving 

successive frames of patterns of particle images in an interrogation window 32×32 pixels.   
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Figure1: Schematic diagram of PIV experimental set-up 

Table 1: Experiment parameter 

Parameter Symbol Value 

Airfoil  NACA633-421 
Span length l 500 mm 
Chord length c 246 mm 

Free-stream velocity U∞ 7 m/s 
Reynolds number Re 1.2E5 
Angle of attack α 0 ° 

 

 
 

Figure 2: Schematic view of hotwire dynamic test 
Figure 3: Illustration diagram of three different Micro-SJ 

control conditions 

Figure 2 shows us the whole test process that how to acquire the dynamic flow signals of shear layer. 

A tiny hot-wire probe is set close to the wing surface carefully, while hot wire anemometer (HWA) in 

charge of accurately acquiring voltage values from hotwire, the device called DH Data Acquisition Station 

(DH DAS) responsible for the analysis and output of dynamic voltage signals. Sampling frequency in 

present experiment is set for 5K Hz constantly, while other experimental parameters stay the same with 

PIV experiment. 

Control effects are contrasted under three different working conditions of Micro-SJ: ConA: 

fc/U∞=10.5, vamp/U∞=0.0045; ConB: fc/U∞=10.5, vamp/U∞=0.2; ConC: fc/U∞=28.1, vamp/U∞=0.2. Figure 3 

shows the temporal variations of the Micro-SJ velocity vSJ measured at jet slits using a single hot-wire 
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probe. On one hand, the maximum velocity vamp (or forcing amplitude) at the slit is tuned to be 0.2U∞ both 

in ConB and ConC. On the other hand, ConA and ConB have the same frequency f=10.5U∞/c which 

approaches the critical frequency f0 of shear layer instability (see Table2). 

Table 2: Micro-SJ Control Parameter 

Condition f (Hz) f0 (Hz) fc/U∞ vamp/U∞ 

ConA 300 250,350 10.5 0.0045 

ConB 300 250,350 10.5 0.2 

ConC 800 250,350 28.1 0.2 

 

3 Results and discussion 

3.1 Flow field visualization 

    
(a) Unontrolled (b) ConA (c) ConB (d) ConC 

Figure 4: Streamlines and velocity magnitude distribution over up surface flow of  a NACA633-421 rectangular 

wing with and without Micro-SJ control (Time-averaged PIV measurements, Re=1.2E5, α=0°) 

  
Figure 5:  Contours of instantaneous velocity (left) and vorticity (right) over up surface flow of a NACA633-421 

rectangular wing 
Time-averaged velocity contours obtained from a cinema sequence of 200 frames of instantaneous 

velocity fields shows us a typical laminar separation bubble flow structure on upper surface of the 

NACA633-421 rectangular wing at Re=1.2E5 and α=0°. Flow has separated from surface at x=0.55c, 

evolving into separated shear layer subsequently and attaches to the airfoil approximately at x=0.74c again. 

A 20%c long and 1.5%c high closed bubble-like structure of flow separation is generated. On the right of 

figure 4, the strong rotational flow zone of large vorticity presents the separated shear layer. It is observed 

that time-averaged flow in our study behaves in keeping with classical LSB model proposed by 

Horton(1968).  

The instantaneous velocity magnitude distribution over up surface flow of the NACA633-421 

rectangular wing is depicted in figure 5, which gives us some details about the laminar-to-turbulent 

transition process in the separated shear layer. We can see that the separated shear layer is not so stable as 

time-averaged result actually and it develops downstream along with the presence of roll-up vortices at 

x=0.68c. Further downstream, roll-up vortices start shedding and come into a breakdown approximately at 
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the position of reattachment. During this process, the separated shear layer comes into swaying at x=0.68c 

due to K-H instability. Furthermore, shear layer flaps to the surface quasi-periodicly to form a time-

averaged reattachment. Thus, it can be concluded that the process of transition and reattachment is 

accompanied by the roll-up and decay of vortex structures, in which case the investigation on the dynamic 

behavior of separated shear layer becomes very necessary. 

As revealed in the time-averaged PIV measurement results given in Figure 4, small disturbances from 

Micro-SJ control have altered the flow structure on upper surface of NACA 633-421 wing significantly. 

After flow control, laminar separation is dismissed (in ConA and ConB) or delayed (in ConC) compared 

with flow field without control at low Reynolds numbers. In ConA and ConB of which control frequency 

is f=10.5U∞/c, shear layer adjoins the wall instead of flapping violently far away wall which always results 

in a terrible handling characteristic for air vehicles. In addition, phase-locked flow filed PIV visualization 

also shows us that the shear layer takes a stable and time-periodic fluctuation up and down within a 

narrow range close to the wing surface. In ConC of which control frequency is f=28.1U∞/c, laminar 

separation bubble structure still exists while the length of LSB is shortened by 7%c. Obviously, active 

flow control by Micro-SJ achieves a remarkable effect in LSB suppression and forces flow to be stable at 

low Reynolds number. Furthermore, it is also concluded that control frequency plays an important role in 

control effect by contrasting three different conditions. When forcing frequency is fit for separated shear 

layer, the perturbation will make a difference in flow field even if it was so tiny (see ConA). 

3.2 Profile of velocity shape  

 

(a) x=0.47c (b) x=0.55c (c) x=0.626c (d) x=0.708c (e) x=0.708c 

Figure 6:  Profile of velocity shape at different streamwise positions with and without Micro-SJ control 

Figure 6 shows the profiles of the mean streamwise velocity extracted from PIV measurement along 

the normal direction from the airfoil surface at x=0.47c~0.8c. For the case of the basic wing, a thin 

boundary-layer flow is formed at x=0.47c, but the flow is detached from the wall at x=0.55c, showing that 

separation occurs between x=0.47c and 0.55c. In the case of high-frequency Micro-SJ control 

(f=28.1U∞/c), the near-wall velocity gradient at x=0.47c is a little larger and the shear-layer thickness after 

separation (at 0.626c and 0.708c) is smaller than those in the case of the basic wing, implying that 

separation is slightly delayed owing to the high-frequency forcing. The separation region is limited very 

near the wall because the flow has a high momentum outside. Because of flow control, the separated shear 

layer in the case of high-frequency forcing reattaches to the wall earlier than in the case of the basic wing; 

the shear layer reattaches at x=0.708c in the case of high-frequency forcing, as shown in figure 6. 

In case of the relative low-frequency control (f=10.5U∞/c), the flow maintains laminar boundary-

layer characteristics up to x=0.626c, i.e. a thin boundary layer and non-broadband power spectrum (see 

below). Besides, the separation region disappears near the wall because the shear layer moves downstream 

nestled against the wall and flow has a high momentum outside. Note that the profiles of velocity shape 

are almost the same in the case of ConA and ConB, even though the jet velocity amplitude is much higher 

in the latter case, indicating that the streamwise velocity is nearly insensitive to the forcing amplitude, at 

least in the range of 0.005≤vamp/U∞≤0.2. 
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3.3 Dynamic performance of LSB 

   

(a) x=0.57c (b) x=0.625c (c) x=0.675c 

   

(d) x=0.704c (e) x=0.737c (f) x=0.775c 

Figure 7:  Profile of velocity fluctuation near wall at different chord positions with 

and without Micro-SJ control 

As mentioned above in PIV result discussion, the flow structure of a LSB is actually an averaged consequence 

of the process of vortex formation, vortex shedding and vortex decay, so it is necessary to explore the dynamic 

performance of LSB. Figure 7 shows the profiles of the root-mean-square velocity fluctuations (urms) measured with 

a hot-wire probe along the normal direction from the upper surface at x=0.57c~0.78c. In the basic case without 

control, when the shear layer separates from wall at the beginning, it keeps in laminar flow of which velocity 

fluctuation is very small and urms increases slowly along streamwise. At x=0.675c, when the normal distance from 

wall y’ <0.8mm, urms decreases as y’ increases due to the effect of wall. When 0.8mm<y’ <2mm, the high level of 

velocity fluctuations represents the intense shear of separated flow, corresponding to a separated shear layer of LSB. 

At x=0.704c, urms has a sharp augment which indicates the flow transits into turbulence and the width of separated 

shear layer zone becomes greater owing to the development of roll-up vortices scale. When downstream to 0.737c, 

the level of urms further increases and the shear layer reattaches to the surface in turbulent status. At x=0.775c, the 

significant increase of urms compared with x=0.737c can be attributed to the severe flap of shear layer, inducing 

violent momentum exchanges in the flow field near wall. 

 

 
Figure 8:  Maximum of velocity fluctuation near wall at different chord positions with and 

without Micro-SJ control 
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In case of Micro-SJ control, the high-level velocity fluctuation zone still exists but close to wall, 

demonstrating none of obvious separation. Due to the reduced swing scope of shear layer after control, the 

velocity fluctuations have an apparent drop with respect to the case without control from x=0.737c to 

x=0.817c (see Figure 8), showing that shear layer is forced to keep stable relatively in the case of time-

periodic forcing from Micro-SJ. Figure 8 shows the maximum of urms variation along the streamwise 

direction, which can help us judge the various stages in the process of the LSB structure formation clearly. 

In the first stage of x<0.675c, the maximum of urms keeps in a very low level without apparent increase 

downstream, indicating laminar separated shear layer. At 0.675c<x≤0.775c, the maximum of urms increases 

rapidly on behalf of the second stage of transition into turbulence, and the energy from free stream is taken 

in under the intense shear stress. x＞0.775c is the last stage, showing the reattachment of separated shear 

layer. Obviously, the discussion about LSB structure on the basis of its dynamic behavior is consistent 

with PIV visualization result. 

   

(a) x=0.57c (b) x=0.625c (c) x=0.675c 

   

(d) x=0.704c (e) x=0.737c (f) x=0.775c 

Figure 9  Power spectra of the streamwise velocity at the location of having maximum urms 

ConA: fc/U∞=10.5, vamp/U∞=0.0045; ConB: fc/U∞=10.5, vamp/U∞=0.2; ConC: fc/U∞=28.1, vamp/U∞=0.2 

At each position, the streamwise velocity signal at the normal location where urms is maximum is 

Fourier-transformed to obtain its power spectrum. Figure 9 shows the power spectra of velocity 

fluctuation at x=0.57c~0.775c for Re=1.2E5 at α=0° for the case of the basic and Micro-SJ control case. 

For the basic wing, figure 10 shows the characteristics of laminar and transitional flows and two distinct 

peaks at f0=8.8U∞/c, 12.3U∞/c observed for x=0.675c clearly indicate the roll-up vortices frequency, which 

is same with the frequency of shear layer instability. In particular, disturbances within a band of 

frequencies, centered at a fundamental frequency f0 are amplified in the separated shear layer. The initial 

growth of the disturbances is followed by the generation and growth of harmonics and a sub-harmonic of 

the fundamental frequency, which is indicative of nonlinear interactions between the disturbances, Dovgal 

1 10 100
-40

-20

0

20

40
 Uncontrolld

 ConA

 ConB

 ConC

P
o

w
er

 S
p

et
ru

m
(d

B
)

fc/U


 

 

f0 

fA， fB 

fC 

f0 

1 10 100
-40

-20

0

20

40

P
o

w
er

 S
p

et
ru

m
(d

B
)

fc/U


 

 

f0 

fA， fB fC 

1 10 100
-40

-20

0

20

40

P
o
w

er
 S

p
et

ru
m

(d
B

)

fc/U


 

 

f0 

fA， fB fC 

1 10 100
-40

-20

0

20

40

P
o

w
er

 S
p

et
ru

m
(d

B
)

fc/U


 

 

1 10 100
-40

-20

0

20

40

P
o

w
er

 S
p

et
ru

m
(d

B
)

fc/U


 

 

1 10 100
-40

-20

0

20

40

P
o

w
er

 S
p

et
ru

m
(d

B
)

fc/U


 

 

192



AV (1994). This is followed by a rapid laminar-to-turbulent transition, with a ‘classical’ turbulence 

spectrum observed in the aft portion of the separated flow region.  

For the Micro-SJ control of ConA and ConB, the peaks are found at the control frequency and its 

harmonic frequencies. In ConB, the shear layer flow is more likely to be a laminar-to-turbulent process 

without separation, and the energy at forcing and its harmonic frequencies increases very rapidly from 

x=0.57c and the spectrum becomes broadband between x=0.675c and x=0.704c, which indicates that 

fluctuations rapidly increase at all scales along the shear layer, resulting in the total transition to 

turbulence of the flow on the wing surface. In ConA, the increasing rate of forcing control signal in shear 

layer appears slower with respect to ConB and its spectrum totally becomes broadband up to x=0.737c. 

For the case of ConC, both the peak at critical frequency f0 and the peak at forcing frequency fC are found 

in the power spectra, and the transition point is brought forward from x=0.675c (basic case) to x=0.625c 

(ConC), indicating that the high-frequency Micro-SJ forcing promotes the transition of separated shear 

layer. However, the energy of forcing frequency fC decreases downstream in shear layer from 

x=0.57c~0.704c. 

 

4 Conclusion 

In the present study, an active flow control over a rectangular wing was conducted for LSB 

suppression using micro synthetic jets at a sub-critical Reynolds number of Re=1.2E5. Both the static 

performance and dynamic behavior of LSB flow structure with and without control were investigated to 

explore the effects of Micro-SJ time-periodic forcing to flow field.  

By contrasting instantaneous and time-averaged velocity field, it is shown that the shear layer 

becomes unstable travelling downstream after separation, inducing the formation of roll-up vortices, 

further leading to the separated shear layer flapping along with vortices shedding and vortices decay at the 

critical frequencies of f0=8.8U∞/c, 12.3U∞/c. The sharp flapping to the wall of shear layer results in the 

flow reattaching to upper surface, with the ending of flow separation, forming a bubble-like flow structure 

at low Reynolds numbers.  

The time-periodic Micro-SJ forcing is proved to be beneficial to the flow field over the rectangular 

wing, eliminating laminar separation totally (ConA and ConB) or shortening the length of LSB by 7%c. 

Forcing frequency of Micro-SJ seems to play a highly important role in control effects. When control 

frequency f approaching to the critical frequency of shear layer instability f0, Micro-SJ even if with very 

small jet velocity amplitude still makes difference in LSB suppression, driving shear layer swaying 

weakly close to the wall instead of separating.  
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Abstract
Membrane wings are known to exhibit desirable aerodynamic performance in low Reynolds number flows,
in part because they can passively adapt to flow conditions, delaying stall to significantly higher angles of
attack. Rigid wings, on the other hand, often rely on active flow control mechanisms to maintain attached
flow at high angles of attack, injecting momentum to induce or strengthen vortex roll-up in the separating
shear layer. Here, we demonstrate successful active flow control with a membrane wing comprised of a
dielectric elastomer which is actuated so that it can dynamically change its compliance. The performance
of a sinusoidally-actuated membrane wing is characterized for a range of actuation frequencies, freestream
velocities, and angles of attack. Force measurements show lift enhancement of up to 20%. Dynamic mode
decomposition is used to identify vortical structures being shed from the leading edge in phase with the
actuation. The effect of actuation frequency, the location of shear layer, and fluid-induced damping are also
discussed.

1 Introduction
A rich body of literature reports on techniques to control the flow that has separated from a thin wing at high
angles of attack (e.g. Greenblatt and Wygnanski, 2000; Glezer et al., 2005)). Techniques range from steady
suction or blowing to unsteady methods, which utilize acoustic pressure waves, synthetic jet or plasma
actuators. However, these techniques are difficult or impossible to implement on membrane wings.

Compliant membrane wings are known to have excellent aerodynamic performance at low Reynolds
numbers (Song et al., 2008; Waldman and Breuer, 2017), achieved by passively adapting to the flow condi-
tions. Although compliance allows the wing to delay stall to significantly higher angles of attack (relative
to rigid wings or inextensible membrane wings), little can be done to reattach or control the flow following
separation. In this work, an approach to effective control is described.

A dielectric elastomer actuator (DEA) may be used as the lifting surface for a low aspect ratio mem-
brane wing. Applying a voltage relaxes the membrane tension, thus allowing the camber to be dynamically
adjusted. Both DC (Hays et al., 2012) and AC (Curet et al., 2014) excitation have shown improvements in
aerodynamic performance, although the flow mechanisms behind the changes are still unclear. In this paper,
the performance of unsteadily-actuated dielectric elastomer membrane wings will be examined in further
detail. Particle image velocimetry (PIV) flow field analysis is combined with 3D time-resolved membrane
kinematics to understand the fluid-structure interactions, and lift/drag data is analyzed for actuated and un-
actuated wings.

2 Experimental Methods

The membrane wing was constructed from a rigid acrylic frame (180×90×3.175 mm3), with two symmetric
openings (76×76 mm2) for the membrane. The membrane was an acrylic elastomer (VHB4905, 3M),
prestrained to 250%, with carbon powder electrodes applied to both top and bottom surfaces, using the
membrane’s adhesive properties. The membrane was attached to the acrylic frame, creating a rectangular
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Table 1: Summary of data collected. Dataset I includes time-resolved and synced PIV, membrane kinemat-
ics, and aerodynamic forces and torques. Dataset II includes only forces and torques.

Velocity (m/s) Angle of attack (◦) Frequency (Hz)
Range Increment Range Increment Range Increment

Dataset I 10-20 5 15-30 5 50, 75, 115 N/A
Dataset II 5-25 2 10-40 5 10-300 10

membrane wing with full perimeter support. The dielectric membrane actuator was actuated using a high-
voltage amplifier (Trek, model 5-80, Lockport, NY) and a sinusoidal input, V (t) =V0(1+ sin2π factt). The
actuation voltage, V0, was kept constant at 2 kV and the frequency, fact , ranged from 10 to 300 Hz.

The wing was tested in a temperature-controlled closed-loop wind tunnel (Figure 1) at Brown University,
with a test section measuring 0.61 m × 0.61 m in cross-section, and 1.22 m in length. The wing was placed
approximately in the center of the test section mounted onto a rigid fairing, and held at the desired angle of
attack with a custom-machined adapter. Freestream velocities ranged from 5 m/s to 25 m/s, and angle of
attack was varied from 10◦ to 40◦. A six-axis load cell (F/T Nano17, ATI Industrial Automation, Apex, NC)
was positioned between the angle of attack adapter and the wing, at quarter-chord, and used to measure the
aerodynamic forces and torques. Aerodynamic forces and torques were recorded at 2 kHz. For each testing
configuration, 20 seconds of data was recorded without actuation, followed immediately by 30 seconds
of data collection with the actuation in operation. In addition to aerodynamic load measurements, time-
resolved 2D-2C PIV and 3D membrane kinematics were collected for a subset of experimental conditions,
as detailed in Table 1.

Figure 1: Experimental set-up. Aerodynamic
forces and torques are measured with a six-axis
load cell, time-resolved membrane kinematics
are measured with two high-speed cameras, and
the flow field is captured with a PIV laser sheet
and two high-speed cameras. The membrane
wing is fixed in the center of the wind tunnel
cross-section with a rigid fairing and an angle
of attack adapter.

Two series of measurements were conducted.
In the first series, time-resolved and synchronized
PIV, membrane kinematics, and aerodynamic forces
and torques were acquired using a membrane under
250% pre-stretch. A range of freestream velocities,
angles of attack, and actuation frequencies (Dataset
I, Table 1) provided a detailed picture of the flow
field and the aerodynamic coefficients, as well as
their phase-locked relationship to the membrane mo-
tion. A second series of measurements was also con-
ducted, recording only the aerodynamic coefficients,
but over a wider range of actuation frequencies and
freestream velocities (Dataset II, Table 1).

3 Results and Discussion
The lift enhancement produced by the described ac-
tuation can be seen to be a function of angle of at-
tack, freestream velocity, and frequency, as shown in
Figure 2. Within this range of actuation frequencies
(50-115 Hz), significant lift enhancement is con-
sistently seen in the range of 7-15 m/s freestream
velocity and between 15◦ and 30◦ angles of at-
tack. A number of factors go into establishing this
range. The influence of actuation frequency, shear
layer susceptibility, shear layer location, and fluid
induced damping will be considered. These fac-
tors will be considered as a function of both reduced
frequency, f+ = factc/U∞, and aeroelastic number,
Ae = Eh/0.5ρU2

∞c, where E is the membrane modu-
lus, h is the membrane thickness, and ρ is the mem-
brane density.
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Figure 2: The lift enhancement, relative to an unactuated wing in the same conditions, is shown as a function
of angle of attack and freestream velocity for a wing being actuated at (a) 50 Hz, (b) 75 Hz, and (c) 115 Hz.

Figure 3: The effect of actuation frequency on the
coefficient of lift is shown, where f+ = factc/U , for
wings at 25◦ and 30◦ and 10-15 m/s.

Because this method of flow control is
thought to rely on the excitation of the global
bluff-body vortex shedding instability and/or
the local shear layer roll-up instability (Wu
et al., 1998), the frequency of actuation plays
a significant role in successfully enhancing
lift, as shown in Figure 3. Here, the lift
enhancement is plotted as a function of re-
duced frequency for several angles of attack
and freestream velocities. Angle of attack
and freestream velocity are seen to have some
effect, such that a wing at 25◦ exhibits a
broader range of optimal reduced frequencies
relative to a wing at 30◦, and the amplitude
of lift enhancement is generally higher for
lower freestream velocities. Despite these dif-
ferences, the effect of reduced frequency re-
mains fairly consistent, resulting in optimum
lift enhancement between reduced frequen-
cies of 0.5-1. This is consistent with synthetic
jets being operated at f+ ∼ O(1) (Greenblatt and Wygnanski, 2000), though effective operation can also
occur at f+ ∼ O(10) and higher (Glezer et al., 2005) through different mechanisms.

The physical cause of this optimum range of actuation frequencies can be seen using dynamic mode
decomposition (Schmid, 2010). This method decomposes time-resolved data into modes, each of which has
a single characteristic frequency. The eigenvalue analysis acts to approximate a linear operator that best
captures the dynamics of the flow (Taira et al., 2017). In Figure 4, modes are calculated from the vorticity
field in the region immediately downstream of the leading edge of the wing, and the mode corresponding
with the frequency of actuation is selected. A variety of Ae and f+ values are shown, with (a-c) showing
modes with U∞ = 10 m/s, Ae = 3.7 and (d-f) showing U∞ = 15 m/s, Ae = 1.6, at reduced frequencies ranging
from 0.114 to 1.348. It is seen that at low reduced frequencies, where lift enhancement is negligible (Fig-
ure 3), there are no coherent structures seen at the actuation frequency (Figure 4a). However, as the reduced
frequency increases, lift enhancement is observed, and coherent vortical structures are seen in the region of
the separated shear layer (Figure 4b,d,e). At a reduced frequency of 0.449, only a single pair of vortices are
seen over the chord of the wing, and as the reduced frequency increases further, the vortices become more
closely packed. Finally, as the reduced frequency is increased to 1.348, DMD continues to identify vortices
in the shear layer, though lift enhancement is very small. Because DMD is an eigenvalue analysis, the real
value of the mode’s eigenvalue can be used to estimate the mode’s growth factor. Considering the growth
factor as a function of reduced frequency (Figure 4g), it is seen that the growth factor becomes negative
at this high reduced frequency, indicating that the vortices seen in the high reduced frequency mode are
damped and do not grow in time.
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Figure 4: The DMD mode at the frequency of actuation is shown for the region immediately behind the
leading edge of the wing for a range of Ae and f+ conditions (a-f). In (g), the real part of the mode’s
eigenvalue is plotted against reduced frequency, suggesting that at high reduced frequency, the real portion
of the eigenvalue is negative and the mode is temporally damped.

Figure 5: (a) An example time-averaged flow field at 20◦ and 10 m/s freestream velocity is shown, with the
separation streamline of an unactuated wing (black solid) and a 50 Hz actuated wing (white dashed) shown,
where the separation streamline is defined as the streamline passing through a point 2 mm above the leading
edge of the wing. (b) The relative location of the separation streamlines for unactuated wings (solid lines)
and actuated wings (dashed lines) for a range of angles of attack from 10◦ to 30◦, with 50 Hz actuation and
10 m/s freestream velocity.

For successful flow control, in addition to exciting the shear layer at an appropriate reduced frequency,
the shear layer location must be such that it is susceptible to excitation. In Figure 5a, the time-averaged
unactuated flow field at 20◦ and 10 m/s is shown, with the location of the separation shear layers for the
unactuated (solid black line) and the actuated flow (dotted white line) superimposed. The shear layer location
is (arbitrarily) defined by the streamline passing through the point located two millimeters above the leading
edge. In Figure 5b, the location of this streamline is shown for all unactuated (solid lines) and actuated
(dotted lines) flows with angles of attack from 10◦ to 30◦. It can be seen that the separation streamlines
are significantly affected by membrane actuation for angles of attack between 15◦ and 25◦, such that the
separation bubble is reduced in size. At 10◦, the separation is minimal, and actuation has little to no effect
on the separation streamline. At 30◦, the flow is so massively separated that the separation streamline has
moved quite far from the surface of the wing. In this case, the effect of actuation is also minimal, presumably
because the shear layer is too far from the surface of the wing to be effectively controlled.

In addition to the factors already discussed, the amplitude of membrane motion during actuation must be
sufficient to affect the instability. One complicating factor in achieving effective actuation is fluid-induced
damping, which can be estimated here with a simple pseudo-static aeroelastic analysis, valid for intermediate
values of reduced velocity (UR =U∞/ factc) (Paı̈doussis et al., 2010), equivalent to the inverse of the reduced
frequency. The reduced velocity varies from 0.97 to 4.44 for the conditions tested in Dataset I (Table 1). For
these intermediate values, fluid-induced stiffness (k) is proportional to the inverse aeroelastic number (Ae),
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Figure 6: The relationship between (a) mode amplitude and enhanced lift and (b) mode velocity and en-
hanced lift, shown for the parameter range investigated in Dataset I (Table 1). (c) The resulting predicted
amplitude of vibration, compared with the measured amplitude of camber variation during actuation, sug-
gests flow-induced stiffness and damping are significant. Stiffness and damping are approximated with a
pseudo-static aeroelastic analysis, and the driven harmonic oscillator equation is solved.

as well as the sensitivity of the coefficient of lift to the vibration amplitude, z̃e jωt = z/c, (Paı̈doussis et al.,
2010). Similarly, the fluid-induced damping (b) is proportional to the inverse aeroelastic number (Ae) and
the sensitivity of the lift coefficient to the vibration velocity ( fact z̃) on the coefficient of lift:

k = Ae−1 ∂CL

∂z̃
, and b = Ae−1 ∂CL

∂( fact z̃)
. (1)

To estimate k and b, the relative affect of the membrane motion on the coefficient of lift must be esti-
mated. To do this, we consider the experimental relationship between the amplitude of phase-averaged CL
and z̃, shown in Figure 6(a-b) for all conditions tested in Dataset I. A reasonably good correlation is seen
between enhanced lift and vibration amplitude (∂CL/∂z̃), as well as between enhanced lift and vibration
velocity (∂CL/∂( fact z̃)). Applying a linear regression to the data, the partial derivatives in equation 1 can be
estimated to have values of 4.58 and 215, respectively.

Using these results, the expected amplitude of membrane motion can be estimated by the standard
equations of a driven damped harmonic oscillator (Kinsler et al., 1999):

Fe jωt = m
d2z
dt2 +b

dz
dt

+ kz, (2)

where m is the mass of the membrane and Fe jωt is the complex driving force of the oscillator. Solving for
the complex displacement,

z =
1
jω

Fe jωt

b+ j(ωm− k/ω)
=

1
jω

Fe jωt

Zm
, (3)

where Zm is the complex mechanical impedance. The amplitude of the displacement is given by the magni-
tude of the real part of Equation 3.

Calculating Zm from the stiffness and damping coefficients derived from Figure 6(a-b) and using an ar-
bitrary value of F , the expected amplitude of motion can be estimated and compared to the actual amplitude
of camber variation during actuation, as shown in Figure 6c. Though significant scatter is seen, the exper-
imental phase-averaged camber is seen to follow the same trend as the vibration amplitude predicted by a
driven damped oscillator. The comparison is limited by the approximate nature of the estimate of ∂CL/∂z̃,
which is certainly dependent on other parameters, most notably the reduced frequency. Indeed, the R2 values
at each fit, ranging from 0.44 to 0.62, suggest that the dynamics are not fully captured by the aeroelastic
number alone. However, the trend of reduced performance at high freestream velocities is consistent with
fluid-induced loading.
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4 Conclusions
Successful lift enhancement has been shown to be driven by instabilities in the separated flow, requiring
excitation within a range of susceptible reduced frequencies. The shear layer must be separated and located
sufficiently near the membrane to be affected by the actuation. Additionally, the excitation of instabilities
is impossible when the actuation mechanism is insufficient to overcome the fluid-induced damping of the
system. Therefore, flow control using a membrane wing requires careful attention to both f+ and Ae for
optimal performance.

The development of active flow control techniques for membrane wings will become increasingly im-
portant with the ongoing development of micro air vehicles (MAVs). Integrated active flow control, as
demonstrated here with dielectric elastomer actuator membranes, will enable MAVs to operate in a wider
range of flow conditions, respond to flow unsteadiness, and improve maneuverability. In this work, a pos-
sible mechanism for active flow control of membrane wings is presented and contributing factors to control
effectiveness are discussed. The initial results are promising, resulting in lift enhancements of up to 20%
over a range of experimental parameters.
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Abstract
The Sears function models the unsteady lift force on an airfoil in a sinusoidal gust using potential flow
arguments. However, Jancauskas and Melbourne (1983) hypothesized that increasing turbulence intensity
would improve, rather than detract from correspondence with the Sears function. In order to test this hypoth-
esis, a sinusoidal-gust generator was used to evaluate the gust response of a NACA 0006 airfoil in highly
laminar inflow conditions, with reduced frequencies between 0.095 and 0.64 and Reynolds numbers from
130,000 to 330,000. A strip of tripping tape induced a turbulent boundary layer on the airfoil’s surface. The
gust-response data from the airfoil with tripping tape converged to the Sears function significantly better
than those from the unmodified airfoil. This suggests that the turbulent boundary layer causes the flow to
remain attached to the airfoil, so that flow separation is avoided and the assumptions of Sears’ theory are
better satisfied. These results imply that the Sears function could also be applied to airfoils with turbulent
boundary layers, thereby increasing its range of use.

1 Introduction
Despite nearly one hundred years of scrutiny, the fundamental problem of an airfoil encountering a gust has
remained highly relevant to modern aerodynamics. Gust-airfoil interactions affect animal flight, helicopter
rotors, fixed-wing aircraft, and wind turbines, and in engineering design it is imperative that wind gusts do
not bring large load fluctuations to bear on critical structures. To predict the effects of gusts on the loading
of a wing, Sears (1938) developed a first-order transfer function for a thin airfoil encountering a sinusoidal
gust. This transfer function relates the dynamic lift induced by a gust with a certain gust-angle amplitude
α̂G to the lift generated across the same angle-of-attack amplitude in quasi-steady flow:

hL = ĥLe−iφ =
L̂dyn

L̂qs
e−i(φdyn−φqs) , (1)

where the subscripts dyn and qs denote dynamic and quasi-steady quantities. hL is only a function of the
reduced frequency k, defined as k = π

f c
U∞

, where c is the length of the airfoil chord and f is the gust frequency
in Hz, as given in Leishman (2006). Application of the model requires that the assumptions of thin-airfoil
theory hold, and that the gust disturbances remain small. An important characteristic of the transfer function
is that it decreases monotonically from a value of unity at k = 0, suggesting that at no reduced frequency
will the fluctuating loads be amplified above their quasi-steady values. The theory has been extended by
Goldstein and Atassi (1976) and Lysak et al. (2013), among others, to cover more complex flow conditions.

Because of the general applicability of the gust-interaction problem, a number of studies have attempted
to determine the validity of the Sears function under experimental conditions. The majority of these (e.g.
Sankaran and Jancauskas (1992), Larose (1999), and Hatanaka and Tanaka (2002)) used velocity and force
spectra to extract a range of reduced frequencies from a single turbulent inflow condition. Studies using a
thin airfoil showed general agreement with Sears’ theory, while studies with a cross-section of a bridge deck
showed significant deviation from theoretical predictions.
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In contrast, relatively few studies have attempted to model the actual flow condition imposed by Sears:
sinusoidal velocity oscillations normal to the profile. Most of these were inconclusive, with the notable ex-
ception being the work of Jancauskas and Melbourne (1983). They produced well-characterized sinusoidal
gusts up to a reduced frequency of k = 0.33 using a pair of controlled-circulation airfoils, and gust-response
measurements on a NACA 0006 airfoil demonstrated a near-perfect correspondence with the Sears function.
The authors also observed a significant deviation from the theory that remarkably decreased with increased
turbulence intensities when testing the cross-section of a bridge deck. They thus hypothesized that introduc-
ing turbulence into the free-stream flow delayed separation from the airfoil, thereby maintaining the Sears
inflow conditions more closely. This hypothesis is intriguing because it suggests that the nominally laminar
theory of Sears performs better under turbulent gust conditions, which are also found far more frequently in
applications than laminar flows with gusts.

This study aims to test this hypothesis directly. The assumption that turbulence facilitates flow attachment
implies that the boundary layer is somehow affected by the turbulent inflow conditions. Therefore, in these
experiments, the boundary layer itself is directly influenced, and the gust conditions are controlled to match
the assumptions of Sears as closely as possible. A fully two-dimensional active grid is used to project sinu-
soidal gusts onto a NACA 0006 airfoil, and a thin strip of tripping tape just behind the leading edge of the
airfoil is used to induce transition in the nominally laminar boundary layer. The sinusoidal gusts are char-
acterized using two-component hot-wire probes, and two-camera stereoscopic particle image velocimetry
(stereo PIV) allows flow separation to be identified. Through this procedure, the effects of boundary-layer
turbulence on the Sears function are experimentally quantified, and the hypothesis of Jancauskas and Mel-
bourne can thus be generalized to lifting profiles with turbulent boundary layers.

2 Experimental Setup
The experiments reported in this study were carried out in a closed-loop wind tunnel at the University of
Oldenburg (cf. Knebel et al. (2011)). The test section had a cross-sectional profile of 1.00× 0.80 m2. An
active grid was installed in the tunnel at the front of the test section, 1.1 m upstream from the quarter-chord
point of the airfoil. It was composed of six 3D-printed paddles, each with a NACA 0016 cross-sectional
profile with 78 mm chord and 0.8 m span. The paddles were installed on the left and right sides of the
grid, which kept the wakes of the paddles from influencing the test airfoil. The turbulence intensity in the
middle of the tunnel, computed from hot-wire data, was less than 0.3%. The paddles were pitched about
their quarter-chord point in sinusoidal profiles with a given amplitude and frequency, though the paddles
near the walls were prevented from rotating toward the walls in order to avoid reflecting gusts off the walls.
A diagram of the wind tunnel and active grid is shown in Figure 1.

The active grid was characterized using two-component hot-wire anemometry probes. The amplitude
of the angle-of-attack fluctuations produced by the grid, denoted by α̂G, was measured across a large range
of free-stream velocities, grid frequencies, and grid paddle amplitudes. A power-law fit was applied to
the gust-angle amplitude (α̂G) versus grid paddle amplitude (θ̂) data for each combination of frequency
and free-stream velocity. These fits allowed the grid paddle amplitude to be selected in order to produce a
desired gust-angle amplitude for a given reduced frequency. In this manner, the gust-angle amplitude could
be precisely controlled.

The flow conditions were additionally quantified with a LaVision stereo PIV system, composed of two
Phantom Miro M320S high-speed cameras, each with a maximum recording duration of approximately
5 seconds, mounted above and below the test section. A Litron LDY-303 Nd:YLF dual-cavity high-speed
pulsed laser illuminated the suction side of the airfoil from the rear of the tunnel. Images were recorded with
LaVision’s DaVis software at a rate of 500 Hz. The images were correlated using the software PIVview3C
from PIVTEC Gmbh with 16×16-pixel interrogation areas, 50% overlap, and outlier interpolation.

To serve as the test profile, a NACA 0006 airfoil with a 202 mm chord and 800 mm span was constructed
at the TU Darmstadt. It was composed of two carbon-fiber shells attached to an aluminum spine, so that
the airfoil was both smooth and rigid against torsion. This profile was selected to conform to the thin-airfoil
assumption of Sears and to serve as a comparison with the experiments of Jancauskas and Melbourne. A
thin strip of fluorescent foil at the location of the laser sheet reduced surface reflections.

A pair of K3D120 3-axis force balances and a TS110 moment sensor from ME-Messsysteme allowed
forces and moments to be measured at the airfoil’s quarter-chord point. 30 seconds of force data were
collected for each measurement. Stereo PIV and force measurements were started simultaneously via a
trigger provided two seconds after the active-grid protocol was started.
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Figure 1: Top view of the Oldenburg active-grid wind tunnel, showing active grid in motion (with the top two
paddles limited in amplitude to avoid directing flow into the walls), NACA 0006 airfoil, and approximate
location of the stereo PIV field of view.

3 Design of Experiments
In order to produce the Sears function, a range of active-grid frequencies and free-stream velocities was
selected. The airfoil was held at an angle of attack of αm = 0◦. A fixed gust-angle amplitude of α̂G = 2◦
was chosen in order to avoid flow separation on the thin airfoil, as predicted in the steady case by XFOIL.
This choice of α̂G also maintained a significant signal-to-noise ratio over a wide reduced frequency range.
The active-grid paddle amplitudes θ̂ were set based on the hot-wire data fits to maintain this value of α̂G.
Velocities of U∞ = 10, 15, 20, and 25 m/s were combined with frequencies between 4 and 10 Hz to obtain a
reduced frequency range from k = 0.095 to k = 0.64. Out of the 18 reduced frequencies shown in this study,
six critical cases were selected for analysis with stereo PIV.

The row of 18 distinct measurements were carried out on the unaltered NACA 0006 airfoil and the same
airfoil with two thin strips of tripping tape, 3.5 mm in width and 0.1 mm thick, laid directly behind the
leading edge of the airfoil on either side at around x/c = 0.05.

To compute transfer function values from experimental data, the force data were first shifted from the
airfoil frame of reference to that of the wind tunnel. The first two seconds of each data set were discarded
in order to remove start-up effects. A Fourier transform of the signal yielded the magnitude of the lift force
fluctuations, corresponding to L̂dyn from Equation 1. The quasi-steady lift amplitude L̂qs was interpolated
from steady lift curves LU∞

using the relation

L̂qs = f (U∞, α̂G,αm) =
1
2
(
LU∞

(αm + α̂G)−LU∞
(αm− α̂G)

)
. (2)

The data points were validated using both force-balance data and, for the six cases in which stereo PIV
was employed, phase-averaged velocity vector fields. Error bars were computed from the standard deviation
of the phase-averaged lift-force signal and the standard deviation of the gust-angle amplitudes from hot-wire
data. For data taken at U∞ = 10 m/s, no hot-wire data was available, and therefore gust-angle amplitudes
were extracted from the stereo PIV vector fields and errors were estimated.

It was expected that the Fourier transformed lift-force data would show a single large peak at the fre-
quency of gust generation, but occasionally smaller peaks at other frequencies were observed. If any of these
secondary peaks were over 20% as large as the main peak, this suggested that the lift force was not purely
sinusoidal. These data sets were then removed from the transfer function plot, so that the resulting data only
represented single frequency sinusoidal gusts. One such phase-averaged lift-force signal and corresponding
Fourier transform is shown in Figure 2(a).

A criterion for flow separation was developed using the fact that turbulent flows have much stronger
three-dimensional character than laminar flows. Each stereo PIV vector field was thus divided in half diag-
onally, as shown in Figure 3, so that the airfoil and its wake region lay in one section and the other section
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and a range of airfoil angles of attack.

Figure 2: Validation criteria for experiments, based on (a) force spectrum data and (b) stereo-PIV data.

contained nominally undisturbed flow. The magnitude of the spanwise velocity component |vz|was averaged
across each region, and the ratio of these values was taken for each vector field as Cz(t) = |vz| f oil/|vz| f low.
Finally, the amplitude of this quantity was computed over a single phase-averaged period, yielding the sep-
aration criterion Ĉz.

The parameter Ĉz thus provides a comparison between spanwise velocity components near the airfoil
and in the free stream, and thereby can be used to quantify the relative presence of separation in a given
stereo PIV image pair. For laminar flows, Ĉz ≈ 0. The values of this criterion are shown for gusts with
amplitude α̂G = 1.24◦ are shown in Figure 2(b) for a range of mean angles of attack. For these cases, the
separation criterion reflected the anticipated amounts of separation quite well. For the cases with zero mean
angle of attack, however, it was not sensitive enough in its current implementation to distinguish between
cases. This criterion was therefore not used to remove data from the transfer function plots. However,
its accurate characterization of unsteady separation across a range of mean angles of attack suggests that
the criterion could perform well for airfoils with zero mean angle of attack if the velocity vector fields are
filtered to remove noise.

4 Results and Discussion
The measured values for the magnitude of the transfer function on the unmodified airfoil and the airfoil with
tripping tape are shown in Figures 4(a) and 4(b) respectively. The R2 value, a measure of the goodness of fit
between the data and theoretical prediction, is significantly higher for the data recorded with tripping tape
than for those recorded on the unmodified airfoil (R2 = 0.737 vs. R2 = 0.475), showing that the spread of the
data is greatly reduced in the presence of tripping tape. The data points taken at U∞ = 10 m/s consistently
fall below the Sears curve. The gust-angle amplitudes for these cases, however, were not validated with
hot-wire measurements. The slight upward trend visible at U∞ = 15 m/s and the high values at U∞ = 25 m/s
are most likely due to the onset of flow separation and dynamic effects. In order to verify this conjecture,
the separation criterion discussed previously will need to be tuned to detect smaller separation regions close
to the airfoil’s surface.

The turbulence intensity of the Oldenburg wind tunnel was significantly smaller than that of Jancauskas
and Melbourne’s experiment (< 0.3% vs. 0.6%). Their hypothesis that increased turbulence intensity leads
to better correspondence with the Sears function makes sense of the fact that their data converge more
cleanly than those presented in this study.

The demonstrated influence of the presence of tripping tape further confirms this hypothesis. With a
turbulent flow field produced by a passive grid and disturbed by sinusoidal gusts, as in the experiments of
Jancauskas and Melbourne, it is harder to say exactly what effect the background turbulence has on the
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Figure 3: Stereo PIV vector field, with dashed black line indicating the division of regions for calculating the
separation criterion Ĉz, for a 10-Hz gust with α̂G = 2◦ and U∞ = 15 m/s. αm = 9◦, the highest investigated,
is displayed to show that the upper region is representative of the free stream in all cases.

airfoil. In contrast, this study induced transition to turbulence on the airfoil’s surface itself. Since a turbulent
boundary layer stays attached longer to a surface than a laminar boundary layer, the turbulent flow on the
airfoil with tripping tape will follow the profile more closely, and therefore more closely match the potential-
flow conditions imposed by Sears’ theory. It can thus be inferred that the turbulent boundary layer present
on the airfoil is directly responsible for the better convergence of the data to the Sears function.

The purpose of this study is not to determine the physical difference between turbulent gusts on an airfoil
and nominally laminar gusts on an airfoil with a turbulent boundary layer. Rather, the experiments show that
the effects of these two flow conditions are similar in terms of their effect on gust-response data. In addition
to the flow-attachment argument put forth by Jancauskas and Melbourne, it is possible that the impulse from
gust to airfoil is better transmitted under turbulent conditions. Further experiments are required to obtain a
better understanding of the flow physics at work in this problem.

5 Conclusion
This study sought to verify the Sears function on a NACA 0006 airfoil, and test the hypothesis that intro-
ducing a turbulent boundary layer could improve experimental convergence with theoretical predictions.
Inducing turbulent transition using tripping tape near the airfoil’s leading edge showed that the turbulent
boundary layer does indeed shape the flow conditions to conform to Sears’ assumptions, thereby leading to
better agreement with the theory despite clear violation of potential-flow theory assumptions.

Further work on the separation criterion introduced in this paper will allow the effects of turbulence on
flow separation and dynamic stall to be more precisely investigated. More comprehensive measurements
of the flow on the surface of the airfoil using an infrared camera would enable the fluid dynamics of the
boundary layer itself and its interactions with the oncoming gusts to be quantified and analyzed. Lastly, the
current experimental apparatus allows other models for unsteady aerodynamics, such as those of Atassi and
Lysak, to be validated and explored.

The finding that a turbulent boundary layer can increase correspondence with the Sears function has
implications for the theory’s applicability to real-world situations. A turbulent boundary layer exists nat-
urally on many airfoils because of their shape and surface roughness. The results presented here suggest
that, though these airfoils may not fulfill the requirements of potential-flow theory, the Sears function may
nevertheless represent their gust-response characteristics quite well. Since most gust-loading applications
involve turbulent flow, the Sears function may be applicable in practice to a much larger range of situations
than its assumptions would imply.
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Figure 4: Experimental data for the Sears transfer function, organized by free-stream velocity, for (a) the
unmodified NACA airfoil and (b) the airfoil with tripping tape.
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Abstract 

The development of controlled disturbances in the straight wing boundary layer by means of hot-wire 
anemometry technic is studied. Oscillations of a three-dimensional surface region of the model with large 
amplitude generate two types of perturbations: localized longitudinal structures and wave packets. 
Downstream, the intensity of localized longitudinal structures decreases. The wave packets appear in the 
region of an unfavorable pressure gradient near the fronts of a longitudinal localized structure. In the 
region of flow separation, an exponential growth of the amplitude of the wave packets is observed. 
 
Introduction  

Recently, to investigate a boundary layer laminar-turbulent transition, the method of introducing 
controlled disturbances is widely used. Yatskikh et al. (2015), Vaganov et al. (2016), and Westin et al. 
(1998), Katasonov et al. (2005) carried out investigations on the excitation of controlled longitudinal 
structures and wave packets in the boundary layer in conditions of supersonic and subsonic velocities of 
the oncoming flow. The advantage of this approach is the ability to study in detail the characteristics of 
artificially introduced perturbations with the phase information preservation, that is, to quantitatively track 
the dynamics of the development of a particular perturbation at all it stages. Boiko et al. (2002) and 
Katasonov et al. (2005) have used the blowing-suction technique to simulate the perturbations arising in 
the boundary layer under the influence of an enhanced free stream turbulence level. Another method of 
introducing perturbations, by means of pulsed oscillations of the three-dimensional surface, was used for 
investigations in the Blasius boundary layer by Chernorai et al. (2000), and on the straight wing by 
Chernorai et al. (2001). It was established in these experiments that longitudinal localized (streaky) 
structures are generated in the boundary layer. It was found out that, the high-frequency wave packets 
begin to appear in the unfavorable pressure gradient region, and then they grow downstream (Chernorai et 
al. 2001). This study had a qualitative nature, so it demanded continuation. The present paper is aimed the 
modeling of perturbations that arise in the boundary layer under the action of vortices from the oncoming 
flow and is extension of the study of Chernorai et al. (2001). Boundary layer disturbances were modeled 
by the impulse action of a limited surface area. In the present experiment, the development of longitudinal 
localized structure and wave packets in the regions of a favorable and unfavorable pressure gradient, as 
well as in the separation region, was quantitatively studied. 
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Experimental technique  

Present investigations were carried out in a low-turbulent wind tunnel T-324 of ITAM SB RAS. The wind 
tunnel test section size was 4×1×1 m. The flow around of the straight wing with chord of C = 476 mm and 
span of L = 1000 mm was studied. The wing was mounted at the angle of attack α= 1°. The free stream 
velocity was U∞ = 7.5 m/s. Free stream turbulence level did not exceed Tu = 0.04% U∞. The source of 
controlled disturbances was a square form flexible membrane with size of 14×14 mm, glued to the wing 
surface in the region of a favorable pressure gradient, see Figure 1. The membrane was driven by pressure 
pulsations created by a loudspeaker, which was hermetically connected to it by a pipe line. Square signal 
with duration t= 200 ms and period T=500 ms was sent to the loudspeaker. As a result, the membrane was 
cyclically deviated from the surface by 0.35 mm.  
 

 
 

Figure 1: Experimental setup. 1 – straight wing, 2 – membrane, 3 – loudspeaker, 4 – pipeline. 

The longitudinal component of the mean velocity U and velocity fluctuations u were measured by the 
constant temperature anemometer (CTA) AN-1003 with a single-wire sensor. The CTA sensor was 
relocated in the measurement area by automatic traverse system. The movement accuracy was 20 μm for 
the x and z coordinates and 5 μm for the Y coordinate. The free stream velocity was measured by a Pitot-
Prandtl tube connected to electronic pressure transducer. The analog signal from the CTA was collected in 
the personal computer by means of analog-to-digital converter NI-6023. The desired signal was 
synchronized with the pulse generator supplied the loudspeaker. The methods of results collecting and 
processing were described in detail by Katasonov et al. (2012, 2014). 
 
Results 

Flow investigation outside the boundary layer of the model identified specific regions on the wing, Figure 
2. The region from x/C = 0 to x/C = 0.4 of favorable pressure gradient (accelerating flow) was observed. 
On the other hand, there was a region of unfavorable pressure gradient (deceleration flow) from x/C = 0.4 
and later. In the region of the deceleration flow, from x/C = 0.7, a horizontal segment in the distribution of 
mean velocity was observed, which was characterize the flow separation.  
Figure 3 shows the mean velocity distribution along the normal to the surface coordinate (y) inside the 
boundary layer for different coordinates x. It is seen that for x/C = 0.71, the velocity profile has an 
inflection point, which also confirms the presence of the flow separation. Velocity profiles at x/C = 0.64-
0.85 demonstrate the separation flow region. The presence of the separation area is characteristic for flow 
around of a wing at a small attack angles and low Reynolds numbers. Actual Reynolds number for the 
presented study is Rec = 2.3 × 105. 
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Figure 2: Distribution of the mean velocity along the wing chord.  
Measurements were made outside the boundary layer. 

 
 

 
 

Figure 3: Mean velocity profiles. 
 

Deviating from the model surface, the membrane took effect on the boundary layer. Result of this 
influence is shown in Fig. 4 as contours of the equal velocity fluctuations in z-t and y-t planes for x/C = 
0.22. The local action of the membrane leads to the formation of a characteristic disturbance in the 
boundary layer. The duration of the disturbance corresponds to the length of the pulse controlling the 
membrane (200 ms). The parameters of this disturbance correspond to longitudinal localized structures or 
so-called "streaky" structures, which were investigated in more detail by Westin et al. (1998). These 
perturbations were observed in visualization patterns illustrating the flow within the boundary layer under 
conditions of enhanced or high free stream turbulence level. Figure 5 shows the distribution of the 
intensity of the longitudinal localized structure while it develops downstream. It can be seen that the 
amplitude of the longitudinal structure decreases in the investigated region (from x/C = 0.22 to 0.57) from 
3.2% to 1.8% U∞. Alfredsson at al. (2001) and Katasonov et al. (2014) also noted the fact in previous 
studies, that the amplitude of artificial longitudinal localized structure is fade. 
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Figure 4: Contours of equal velocity fluctuations at x/C=0.22.  
(a) in z-t plane at y=yumax; (b) in y-t plane at z/=0. 

 
 

 
 

Figure 5: Downstream distribution of the amplitude of localized streak at y = yumax. 
 

In previous experiments by Chernorai et al. (2001) and Katasonov et al. (2014), it was observed that the 
wave packets appeared near the fronts of longitudinal localized structures while they introduced into the 
boundary layer. At present study, wave packets began to appear from x/C = 0.7. In Figure 6 (a) and (b) 
they are shown as contours of equal velocity fluctuations after applying of a filtration procedure, which 
consists in forward and inverse Fourier transform in the frequency range of 70 <f <350 Hz, see Katasonov 
et al. (2012). It can be seen that the wave packets are time-separated corresponding to the length of the 
longitudinal disturbance (200 ms) and are located near the leading (120 <t <160 ms) and the rear (300 <t 
<340 ms) front of the longitudinal localized structure. Gorev and Katasonov (2004) identified such high-
frequency disturbances as Tollmien-Schlichting wave packets in experiment. Figure 6 (c) shows the 
distributions velocity fluctuations (rms) for wave packets along the normal to the surface coordinate. It 
can be seen that the amplitude of the wave packet near the leading edge is in 10 times weaker than at 
trailing. Three distinct maxima are distinguishable in rms distributions. The first maximum is positioned at 
the boundary of the circulation region in the boundary layer separation area, near the surface, at y/ = 0.2. 
The second maximum is located in the region of the largest velocity gradient at y/ = 0.6 and exceeds the 
other maxima in amplitude. The third maximum is near the outer border of the separated boundary layer at 
y/ = 1.1-1.3. These extremes are clearly distinguishable for both wave packets. This distribution of 
fluctuations in the boundary layer coincides with the results of work of Boiko et al. (2002) in which 
development of the Tollmina-Schlichting wave in separated flow was studies. 
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The characteristic power spectra of the disturbances are shown in Figure 7 (a). Peak at f≈160 Hz 
corresponds to wave packets near the leading and trailing fronts. Peak near f = 0 corresponds to low-
frequency oscillations in the separated boundary layer. 
Figure 7 (b) shows the distribution of the wave packets amplitude along the wing chord. The wave packets 
amplitude begins to increase sharply in the region of the unfavorable pressure gradient, starting from the 
beginning of the separation region (x/C = 0.7). Comparison of the growth rate of the packets with each 
other indicates that the amplitude of the wave packet on the leading front begins to increase at x/C = 0.7 
and for the trailing at x/C = 0.76. 
 

 
 

Figure 6: x/C=0.8, frequency range 70<f<350 Hz. (a) – contours of equal velocity fluctuations in  
z-t plane at y=yumax, (b) – in y-t plane at z/=0, (с) – rms distribution of the velocity fluctuations  

along the normal coordinate, (1) wave packet at the leading (1) and trailing (2) front. 
 

 
 

Figure 7: Power spectrum at x/C=0.8, z/=0, y=yumax, (a) and downstream distribution of the  
wave packets amplitude near the maximum (b), at the leading (1) and trailing (2) front. 

 

Conclusion 

It is shown that the vibrations of a three-dimensional surface with a large amplitude lead to the formation 
of two types of disturbances in the boundary layer: longitudinal localized structures and wave packets 
located near their fronts. 
It is shown that the intensity of longitudinal localized structures decreases downstream. On the contrary, 
the amplitude of the wave packets grows rapidly if they fall into the flow separation region. The spatial 
development of high-frequency disturbances coincides with the development of a Tollmien-Schlichting 
wave under the similar conditions. 
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Abstract 
In the wind tunnel of small subsonic velocities, simulation of hydrodynamic perturbations in the boundary 
layer of the swept wing by means of vibrations of a localized surface region and investigation of their 
development under conditions of low turbulence of the incoming flow were carried out. The results are 
obtained using the method of hot-wire anemometry. It is found that the vibrator's work generates a 
disturbance consisting of a localized longitudinal structure and wave packets on its fronts. The influence 
of the secondary flow, which arises in the presence of a glide angle of the wing, on the development of the 
generated perturbations in the boundary layer of the model is studied. It is shown that the longitudinal 
structures observed in the disturbed flow change the trajectory of their motion and deform. 
 
Introduction  
The understanding of the laminar-turbulent transition mechanism is closely related to the physical 
processes that arise in the boundary layer. In recent years, researchers have paid special attention to the 
study of longitudinal localized perturbations in the boundary layer, denoted by the term "streaky 
structures." Disturbances in the incoming flow act on the boundary layer, as a result of which stream-
oriented structures are formed that include flow regions with a high and low longitudinal velocity 
component. The amplitude of these structures increases as they propagate downstream, which leads to the 
emergence of turbulent spots, and as a result of the destruction of spots, the flow in the boundary layer 
changes from a laminar state to a turbulent one (Boiko et al. 2002, Westin et al. 1994). The non-modal 
enhancement of hydrodynamic perturbations leads to the formation of streaky structures, which goes 
beyond the traditional model of instability of flows with a velocity shift with respect to elementary waves 
(Dovgal et al. 2017). Streaky structures are quasi-stationary deformations of the shear layer oriented along 
the flow and limited in a transverse direction. 
The origin and development of packets were studied in detail in previous experimental studies in the 
modeling of streaky structures of the boundary layer in various ways. Such methods include the 
generation of structures by blowing-in by air through the slits in the streamlined surface, its localized 
vibrations, and perturbation of the vorticity of the incoming flow in gradient and gradient flows (Kozlov et 
al. 2017, Chernorai et. al. 2001, Katasonov et. al. 2017). 
It is known that when flowing over a swept wing, the streamlines on the outer boundary of the boundary 
layer acquire an S-shaped shape under the action of a transverse pressure gradient. As you dive into the 
boundary layer, the curvature of the streamlines increases, resulting in the formation of a so-called 
transverse or secondary flow. In works of Gorev (2006) and Gorev (2007), the modeling of streaky 
structures by the blow-in-suction method on the swept wing model is described in detail. This work was 
entirely devoted to the study of the origin and development of localized perturbations (streaky structures) 
in the boundary layer of the swept wing. Vibrations of the localized surface region generated 
hydrodynamic perturbations in the boundary layer of the model. 
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Research Methodology  
Experimental studies were carried out in a low-turbulent wind tunnel T-324 ITAM named after SA 
Khristianovich SB RAS (Novosibirsk). This closed circuit type wind tunnel has a closed working section 
of a square section of 1 × 1 m and a length of 4 m. The level of turbulence is 0.04% of the incoming flow 
U∞. The wind tunnel is designed for experiments at low subsonic flow velocities up to 70 m/s. The 
experiments were carried out on the swept wing model, which was installed in the working section at zero 
angle of attack relative to the incoming flow (see figure 1). The wingspan was 980 mm, the chord C was 
890 mm, and the slip angle was 30 °. The speed of the oncoming stream was U∞= 6.5 m/s and did not 
change later. The Reynolds number was Rec=3.8*105. Perturbations in the boundary layer were generated 
by low-frequency controlled oscillations of an elastic lavsan membrane of square shape with a side of 16 
mm. The membrane was installed at a distance of 50 mm from the leading edge of the wing model. The 
dynamic loudspeaker brought the membrane into motion, which was hermetically connected to it by a 
pipeline. Rectangular electric pulses with a frequency of 1 Hz and a duration of 0.3 s were fed to the 
loudspeaker through a low-frequency amplifier, resulting in the reciprocating motion of the membrane. 
The maximum deviation of the membrane was 0.6 mm. 
Measurements of the time-average U and pulsation u components of the longitudinal component of the 
flow velocity were measured by the method of thermoanemometry using a single-wire sensor. In this work 
we used a constant temperature thermometer of A. A. Lab. Systems Ltd, model AN1003. The 
programmable traversing system carried out a spatial displacement of the sensor in the measurement 
region with an accuracy of 0.02 mm in the longitudinal, transversal directions and 0.005 mm along the 
normal to the model surface. The velocity of the oncoming flow in the working section of the wind tunnel 
was measured by the pneumometric method, using a Pitot-Prandtl nozzle connected to an electronic 
micromanometer. The thermo-anemometer sensor was calibrated in a free flow opposite the Pitot-Prandtl 
tube at flow velocities rate of 3-20 m/s, so that the error was less than 2%. The signal from the thermo-
anemometer sensor, digitized via an analog-to-digital converter with a sampling frequency of 10 kHz, was 
stored in the memory of the personal computer with averaging of the oscillograms over the ensemble to 
improve the signal-to-noise ratio. Averaging was performed for 5-10 individual implementations, 
depending on the levels of the signal and noise. The experimental data were a set of oscillograms recorded 

Figure 1: a. Experimental model of swept wing. b. Scheme of set-up: 1- wing, 2- membrane (16 x 16mm), 
3- loudspeaker, 4- pipeline, 5- traversing system and hot-wire sensor. 
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at various measurement points near the surface of the model. The duration of a single oscillogram was 1 
second. The processing of measurement results, filtering of the signal were carried out using programs for 
space-time Fourier analysis in the selected frequency range. Using the direct Fourier transformation of the 
oscillograms of the original signal from the thermo-anemometer sensor, the spectral composition of the 
pulsations was obtained. Next, the frequency range corresponding to the perturbation under study, 
neglecting other spectral components, was set. The inverse Fourier transform of the frequency spectrum 
thus modified allowed the signal to be reconstructed in the amplitude-time coordinates. 
 
Results 
Velocity profiles of undisturbed flow near the wing surface inside the boundary layer are presented in 
figure 2. There is detached laminar boundary layer in the region from x=100mm to x=450mm and 
separation area from x 450mm to 530mm. Longitudinal localized structure and wave packets are presented 
in the figure 3. 

y,
 m

m
 

U, m/s 

x=100 mm 

Figure 2: The profiles of the average velocity along the normal to the surface inside the boundary layer, along 
the chord of the swept wing for x = 100, 200, 300, 400, 450, 485, 500, 515, and 530 mm in unperturbed flow. 
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b) 

Figure 3: Contours of velocity fluctuations at the point x = 300 mm along the chord of the wing in the 
planes: a) y-t (z' = -19 mm); and b) z'-t. Red and blue lines- positive and negative deflection of the 
longitudinal velocity component respectively.  

t, ms 

215



 
The downstream behavior of the longitudinal localized structure (the distribution of it intensity along the 
x-axis) is shown in the figure 4 and figure 5. The amplitude of the longitudinal structure decreases at the 
distance from x = 100 to 530mm. The most interesting case is plotted at the figure 6, where the 
dependence of the r.m.s. oscillation amplitude on the longitudinal coordinate is presented. At the adverse 
pressure gradient area (x>300 mm) the wave packets amplitude starts grow at x=450 mm in the separation 
area. The disturbance growth at the leading and rear fronts of the streaky structure is near-exponential. 

x, mm 

ΔU
, %

U
∞
 

Figure 4: The deviation of the velocity from the undisturbed flow in the region of the localized 
longitudinal structure. 

x, mm 

z, mm 

Figure 5: The development of a longitudinal localized structure in the boundary layer of the swept 
wing. 1 and 2 - negative and positive deflection of the longitudinal velocity component respectively. 

Figure 6: The perturbation amplitude (RMS) along the chord of swept wing for wave packets at the forward 
front (1) and rear front (2) of the longitudinal localized structure. The frequency range is 50-300 Hz. 
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The time trace at the maximum of disturbance in normal coordinate (y) together with it power spectra in 
section x=500mm is presented in figure 7. Wave packets in the section x=500mm were obtained by means 
of filtration procedure, consisting in the forward and backward Fourier transform (see figure 8). Those 
wave packets are positioned exactly near the forward and rear fronts of the streaky structure. 

f, Hz 

t, ms 

U
, m

/s
 

a) 

b) 

Figure 7: a) The characteristic oscillogram of the perturbed flow, and b) the amplitude spectrum in the 
region of forward front (1) and rear front (2) of the longitudinal structure at x = 500 mm. 

Figure 8: Contours of velocity fluctuations along the normal to the model surface for the wave packet on 
the forward and rear fronts of the localized longitudinal perturbation. Red and blue lines- positive and 
negative deflection of the longitudinal velocity component respectively. The frequency range is 50 - 300 
Hz. x=500mm. z' = - 45 mm. 
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Conclusion 
It was found that low-frequency oscillations of the three-dimensional surface lead to the formation of two 
types of perturbations in the boundary layer of the swept wing with a low degree of turbulence of the 
incoming flow: quasistationary longitudinal localized structures and wave packets. As you move 
downstream, the longitudinal structure is damped. The wave packets are damped in the region of the 
favorable pressure gradient. In the region of a weak unfavorable pressure gradient, the attenuation ceases. 
Starting from the region of separation of the boundary layer, the amplitude of the wave packet increases 
by a factor of 10 for the rear front and 25 times for the forward front. Due to the rapid growth of the 
amplitude of wave packets, the flow goes from laminar to turbulent flow. Investigations of streaky 
structures generated by vibrations of a localized surface area on a plate, a straight and a swept wings, have 
shown that longitudinal structures and wave packets on their fronts are formed and develop in a similar 
way. It can be concluded that general physical laws can be traced in all three cases. 
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Abstract
The laser-optical measurement of flow velocity typically relies on techniques, which infer their measured
signal by adding tracer particles to the flow. Despite the successful application of techniques like LDA,
PIV, or DGV over the past decades, certain flaws such as window contamination by seed particles (resulting
in reduced testing periods) or the provision of homogeneous seeding concentrations are still persistent. In
this regard, the molecular scattering based filtered Rayleigh scattering (FRS) technique may prove a viable
option. For the first time in the literature, an FRS velocimeter is reported, which has the capability to
simultaneously acquire time-averaged pressure, temperature as well as three-component velocity fields.

1 Introduction
The precise knowledge of flow velocities is of great importance in various scientific fields, engineering
as well as industrial design processes. Several laser-optical techniques for the measurement of velocities
in gaseous flows emerged over the past decades, prominent examples including point wise laser Doppler
anemometry (LDA) Tropea (1995), particle image velocimetry (PIV) Willert (1997) or Doppler global ve-
locimetry (DGV) Meyers and Komine (1991). However, as flow velocity is not measured directly but is
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Figure 1: Light scattered at excitation frequency ν0 (black) is Doppler shifted by an amount of ∆ν (red),
which is proportional to the projection of v onto o− l. Mie/geometric scattering is removed by the molecular
filter (dashed-dotted), while portions of spectrally broadened Rayleigh scattering pass through and form the
FRS signal (shaded areas below the curves). Reprinted with permission from Doll et al. (2017), OSA
Publishing.
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inferred from laser light scattered by seed particles added to the flow, the tracer has to be carefully chosen in
order to follow the actual flow as well as to withstand potentially harsh flow conditions Raffel et al. (2013).
In addition, seed particles tend to form deposits on windows, which, due to the degrading quality of optical
access to the experiment, in turn leads to reduced testing periods.

Relying on molecular scattering rather than scattering from tracer particles, the filtered Rayleigh scatter-
ing (FRS) technique Miles and Lempert (1990), extended by the method of frequency scanning (FSM-FRS)
Forkey (1996); Doll et al. (2014) is capable to simultaneously provide time-averaged planar information
on pressure, temperature and flow velocity. In recent years, the technique matured into a viable tool in the
characterization of aero-thermal properties of technical flows, with applications ranging from precision lab-
oratory experiments Doll et al. (2015, 2016a) to measurements at large-scale high-pressure testing facilities
related to turbomachinery research Schroll et al. (2016); Doll et al. (2016b).

Measuring flow velocities by FRS is based on the optical Doppler frequency shift

∆ν =
ν0

c
(o− l) ·v , (1)

with ν0 as the laser’s output frequency, c as speed of light, o as observation vector, l as laser direction and
v as three-component flow velocity vector. The impact of flow velocities on the FRS signal is illustrated
in Fig. 1. If the ideal gas law is assumed, shape, amplitude and width of the Rayleigh scattering’s spectral
distribution are associated with pressure and temperature Mielke et al. (2005). Mie scattering from large
particles and geometric scattering from surfaces/windows is absorbed by the molecular filter, while portions
of spectrally broadened Rayleigh scattering pass through and are integrated on the respective camera sensor
element. If now the observed ensemble of gas molecule is moving with a certain velocity, and pressure and
temperature stay unchanged, the Rayleigh curve as well as Mie scattering are Doppler shifted to higher or
lower frequencies. While the absorption is still sufficient to effectively attenuate intense particle scattering,
similar to the DGV technique Meyers and Komine (1991), ∆ν is transformed into an intensity change, which,
according to Eq. 1, represents the projection of flow velocity.

Whereas in previous implementations of the FSM-FRS technique the assessment of flow velocity was
limited to a single Doppler frequency shift measurement, which was then interpreted as velocity from some
prior knowledge concerning the flow field Forkey et al. (1996); Boguszko and Elliott (2005); Doll et al.
(2014), this contribution follows an alternative approach: in observing the plane of interest by means of an
multiple-branch image fiber bundle from three different directions, respective detected Doppler frequency
shifts are varied Nobes et al. (2004); Willert et al. (2005), while temperature and pressure for every camera
position stay the same. Hence, in addition to temperature and pressure data, the three measured Doppler
frequency shifts can be used to reconstruct a three-component velocity vector at each camera pixel element
Doll et al. (2017). The method is applied to characterize the aero-thermal flow properties in the near-field as
well as the far-field of turbulent air jet.

2 Experimental setup
In Fig. 2, the experimental arrangement of both the turbulent jet flow’s near-field as well as far-field char-
acterization is depicted. A subcritical nozzle is fed with pressurized air, which expands into ambient at
pressure p0 = 1011 hPa through a circular nozzle with 20 mm exit diameter and an area contraction ratio
of 9. Total pressure and temperature are measured in a settling chamber before the expansion. Hence, tem-
perature and main velocity component in the jet’s potential core can be calculated from isentropic relations,
which is 314 K and 82 m/s for the set operating point, respectively.

The FSM-FRS implementation is founded on a Coherent Verdi V5 continuous wave single-frequency
laser, emitting at 532 nm with a bandwidth < 5 MHz. In order to perform precise scanning of the laser’s
output frequency, the laser system features three options: a temperature controlled intra-cavity etalon can
be used to coarsely adjust the frequency to reach the vicinity of a suitable molecular transition. In ad-
dition, by issuing control voltages onto two piezoelectric elements, the resonator length can be altered.
Frequency monitoring and controlling is realized by two nested control loops based on a HighFinesse WSU
10 wavelength-meter, resulting in relative frequency deviations below 2 MHz as well as excellent long term
frequency stability. To monitor the laser’s output power, a small amount of laser light is deflected from
the main beam by means of a thin glass plate and is directed onto a photodiode behind a rotating diffusion
disc. The laser beam is then formed into a light sheet utilizing an optical scanner arrangement and finally
illuminates the plane of interest.

221



ICEFM 2018 Munich

Figure 2: Optical arrangement of near-field (left) as well as far-field (right) measurements. The laser prop-
agates along l, vectors o1, o2, o3 point towards the respective observer. Light entering the detection unit
is passed through two camera lenses in retro-arrangement with iodine filter as well as a bandpass filter in-
between. Each camera view belongs to a quadrant in the calibration image in the upper left corner. Reprinted
with permission from Doll et al. (2017), OSA Publishing.

Light scattered from the measurement plane is gathered by a multiple-branch image fiber bundle. The
latter is made up of four individual branches, which can each be equipped with standard C-mount lenses.
Every branch has a light sensitive area of 6× 5 mm2, containing 600× 500 single fiber elements. The
multiple views are transferred through the individual branches and spliced at the fiber bundle’s exit. The
exit plane is then imaged onto the camera sensor. The upper left corner of Fig. 2 shows a calibration pattern,
which is placed in the plane of interest and observed from different directions through the multiple-branch
image fiber bundle. The image is divided into four equally sized quadrants, each representing one of the
four camera views. Methods given in Willert (2006) are used to calibrate camera positions as well as to
map the data onto a common Cartesian grid. As indicated by the transparent box, the quadrant is not used
in the experiments. After being collected by either a single camera lens or by the multiple-branch wound
image bundle, light scattered from the plane of interest enters the detection unit’s transfer optics, which is
composed of two additional camera lenses in retro-arrangement, with the molecular iodine filter as well as
a bandpass filter (Barr, FWHM 1 nm) placed in-between. The filtered radiation is finally accumulated by a
Hamamatsu C9100-13 EM-CCD camera.

3 Data evaluation procedure
In FSM-FRS, scanning the laser’s output frequency ν0,k along the molecular filter’s transmission curve
results in intensity spectra for each camera sensor element i j, which can be described by the formulation
Forkey (1996); Doll et al. (2014, 2017)

Si jkl(ν0,k, pi j,Ti j,∆νi jl,Θi jl) = I0ni jRi jl

∞∫
−∞

ri jl(ν−ν0,k, pi j,Ti j,∆νi jl,Θi jl)τ(ν)dν .

The incident laser intensity is denoted by I0, R is the optical setup’s efficiency. The FRS intensity corre-
sponds to the convolution between the Rayleigh scattering’s spectral lineshape r and the molecular filter’s
transmission curve , multiplied by the number density n. The term incorporates dependencies of the mea-
sured signal with regard to laser’s output frequency ν0, pressure p, temperature T as well as the Doppler
frequency-shift (due to flow velocity) ∆ν. The scattering geometry is expressed through the scattering angle
Θ = arccos(o · l), which is the angle between observer direction o and laser light direction l. Finally, the
subscript l is added to denote for a variation of observer position with respect to the multiple-branch image
fiber bundle.
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Figure 3: Single pixel evaluation: (top) The measurement model of Eq. 2 (solid) is fitted to the measured
data points (×) in a least-squares sense. The three camera views are color coded (o1: blue, o2: red, o3: yel-
low). The box shows pressure, temperature and respective Doppler frequency shift results of the regression
procedure. (bottom) Residuals between measurement model and data points.

Data acquisition is carried out at scanning frequencies around the two neighboring absorption features
(-3 GHz and 0 GHz) visible Fig. 1, which, by raising the number of scanning frequencies, is significantly
lowering the uncertainty limit of all measured quantities Doll et al. (2014). Scanning frequencies at both
absorption lines are limited to regions, where the molecular filter is optically thick so that contributions from
Mie or geometric scattering can be neglected Doll et al. (2014). With a step size of 0.002 cm−1 (∼ 60 GHz)
between two consecutive frequencies, this results in a total of 87 (29 for each camera view) intensity values
at each sensor element.

FSM-FRS data is evaluated by applying a background correction method as well as a calibrated analyt-
ical Rayleigh lineshape model both introduced in Doll et al. (2016a). A non-linear Levenberg-Marquardt
regression algorithm is used to fit the measurement model of Eq. 2 to the measured data points Vetterling
et al. (1992); Doll et al. (2014). The outcome of the fitting procedure for a single sensor element is depicted
in Fig. 3. The major difference to previous implementations Forkey (1996); Boguszko and Elliott (2005);
Doll et al. (2014) lies in the combination of three different camera views in one single data fitting procedure,
resulting in the five unknowns pressure, temperature (which are the same for each camera view) and three
Doppler frequency shift belonging to the respective branches of the image fiber bundle. Residuals at the
bottom represent the goodness of the fit and can be seen as a measure of signal-to-noise-ratio (SNR), which
is of the order of 215 for the current data set. Using the methods to asses random uncertainties summarized
in Doll et al. (2016a), this results in 0.7 hPa, 0.5 K and 0.8 m/s for pressure, temperature and flow velocity,
respectively Doll et al. (2017).

In the evaluation of near-field data, the standard model equation of Eq. 2 is applied. However, as stability
issues with regard to the optical setup were identified between reference run and the actual measurement at
operating conditions, the far-field data is evaluated based on a modified model equation, resulting in rising
pressure uncertainties of about two orders of magnitude Doll et al. (2016a).

4 Results
Fig. 4 shows simultaneously acquired time-averaged pressure, temperature and 3C velocity maps of the
turbulent jets near-field. Velocity and temperature map exhibit a typical near-field distribution: values in the
jet’s potential core are constant, while strong gradients in the growing top and bottom shear layers emerge.
Outside the jet, almost ambient conditions are reached. The weak upward orientation of depicted velocity
vectors is associated with a slight misalignment of the jet axis with regard to the measurement plane. As the
jet expands into ambient air, the pressure should be constant throughout the imaged area. However, a slightly
increased pressure inside the potential core is in line with the findings of Doll et al. (2016a), where, after
applying the calibrated analytical Rayleigh lineshape model, a deviation between reference and FSM-FRS
pressure results of up to 15 hPa is still persistent. Finally, the artifact in the pressure map visible at x/d = 2
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Figure 4: Main velocity component vx (left), temperature (middle) and pressure fields (right) of the near-
field characterization. Velocity vectors indicate vx and vy velocity components. Reprinted with permission
from Doll et al. (2017), OSA Publishing.
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characterization. Velocity vectors indicate vx and vy velocity components.Reprinted with permission from
Doll et al. (2017), OSA Publishing.

can be attributed to a contamination of the sheet optics between reference run and actual measurement.
The results of the far-field characterization are visualized in Fig. 5. Compared to near-field results,

the far-field pressure data expresses a heightened spatial variation of ±19 hPa caused by the use of the
modified model equation. Velocity and temperature, however, exhibit the typical Gaussian topology of a
fully developed turbulent jet flow. The slight upward orientation of the vector field is again attributed to the
misalignment between nozzle axis and light sheet.

5 Conclusion
The contribution summarizes recent efforts in order to realize an FRS velocimeter. Based on a multiple-
branch image fiber bundle, the plane of interest is observed from multiple directions. The resulting variation
of Doppler frequency-shifts for each camera view enables the reconstruction of a three-component velocity
vector at each sensor pixel. Hence, FRS offers a viable alternative to existing (seeding based) velocimetry
approaches, providing three-component velocity fields as well as temperature and pressure distributions
simultaneously.
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Abstract
An experimental setup applying the rainbow schlieren measurement technique is developed to visualize and
quantify the heat and mass transfer in single- and multiphase systems. The method is capable of measuring
the projected density gradient field directly by means of measuring the light deflection angle due to inho-
mogeneities from, e.g., concentration or temperature differences. An optical schlieren-based technique has
the advantage of high temporal and spatial resolutions, enabling an in situ and non-invasive observation of
a spatial region in real time. The presented research introduces the experimental setup, which applies con-
cepts of earlier publications concerning schlieren-based techniques, and shows a proof of concept for the
mass transfer in established liquid/liquid reference systems. Different ways of validating the setup, includ-
ing simple mass transfer cases, free-convection heat transfer and numerical approaches, will be presented in
the future.

1 Introduction
The experimental determination of the spatial distribution of a state variable, such as local temperature, pres-
sure or concentration, in inhomogeneous single or multiphase systems is a challenging yet important task.
Optical measurement techniques based on the change of the refractive index due to density differences,
namely shadowgraphy, interferometry or schlieren-based techniques, have the advantage of being applica-
ble in situ with high spatiotemporal resolution. This allows non-invasive real time measurements of a state
variable of concern, as long as an optical access is possible and the observed media are not opaque (Settles,
2001). Thus they can be applied to a wide range of substances. They come at a relatively low cost compared
to, e. g., laserinduced fluorescence, Raman spectroscopy or tomographical approaches such as nuclear mag-
netic resonance tomography (NMR). One has to keep in mind though, that the experimental results have an
integrational character and the quantitative evaluation is restricted to certain symmetric boundary conditions
or a tomographic approach is needed (Greenberg et al., 1995).

Schlieren methods have been used for the visualization of various phenomena in the past. An extensive
overview concerning the historical background and research milestones, e. g. in flight research, achieved by
applying refraction-based optical measurement techniques is given in (Settles, 2001). Settles and Hargather
(2017) review recent developments which are the result of technical advances in, e. g., illumination tech-
nology, namely LEDs, and digital photography as well as the huge impact of digital image processing and
evaluation (Kulkarni and Rastogi, 2016). These advances brought especially quantitative refractive index
measurements to attention of an increasing number of researchers and expand the application of schlieren
techniques from flow visualization to the quantification of heat and mass transfer in transparent media, see
e. g. (Panigrahi and Muralidhar, 2012). Panigrahi and Muralidhar (2013) as well as Settles and Hargather
(2017) give an overview regarding recent studies on quantitative heat and mass transfer. While referencing
the whole field of publications dealing with schlieren imaging is beyond the scope of the present work, it is
evident, that the majority of publications concerning quantitative refraction-based measurements consider
gaseous systems (Jain et al., 2016). Additionally, flow and heat transfer studies are much more prevalent
than mass transfer studies.
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The present paper focuses on the development of an experimental setup applying the rainbow schlieren
measurement technique, also referred to as color schlieren. The aim is to visualize and quantify the concen-
tration fields in the continuous phase of disperse immiscible liquid/liquid systems in situ, non-invasive and
in real time. The evaluation of local concentrations near the interface is an important aspect for understand-
ing and describing interfacial mass transfer and can give an insight into the occurring transport phenomena.
To get a deeper understanding of the mass transfer in liquid/liquid systems, especially in the presence of
surfactants, a deeper insight into the prevalent interfacial phenomena is needed. Some qualitative optical
investigations in liquid/liquid systems have been conducted, see, e. g., (Sawistowski, 1971) for an overview
or (Agble and Mendes-Tatsis, 2000; Arendt and Eggers, 2007; Wang et al., 2011) for more recent results.
These qualitative observations led to a deeper insight into interfacial convection and the occuring Marangoni
effects, also considering surfactants to some extent.

Expanding the qualitative to a quantitative approach concerning mass transfer measurements, e. g., Al-
Ammar et al. (1998) and Pasumarthi and Agrawal (2003) measure the concentration field in a helium jet
emitted into ambient air. Srivastava (2013) evaluates the crystal growth in a liquid environment in combina-
tion with a tomographic approach to consider asymmetric distributions. Considering the analogy between
heat and mass transfer, several authors conducted successful refraction-based temperature field measure-
ments in a multitude of experimental implementations, e. g., in gaseous systems for heated gas jets (Agrawal
et al., 1998) or for the free convection from heated bodies, namely horizontal or vertical plates (Alvarez-
Herrera et al., 2009; Martínez-González et al., 2017; Hargather and Settles, 2012) in surrounding air. Tanda
et al. (2014) and Jain et al. (2016) show interesting results by determining local temperatures for the heat
transfer due to free convection from a plate to surrounding water or nanofluids respectively.

The qualitative results obtained for liquid/liquid mass transfer and the increasing success to use refraction-
based techniques quantitavely in recent years pose a promising combination for a deeper understanding of
the underlying transport phenomena which make the prediction and theoretical and numerical description of
liquid/liquid mass transfer a challenging task.

2 Measuring principle
The measuring principle of schlieren deflectometry is based on collimated light rays, which are refracted
due to local density differences in the observed media. These differences result from, e. g., inhomogeneous
temperature or concentration distributions and cause a variation in refractive index, which the light rays
propagate through. The relation between the cumulative deflection angle α and the spatial distribution of
the refractive index n = f (y,z) is based on the integration of the refractive index gradient field as shown in
equation 1, where L represents the length of the integration path (Goldstein, 1983).

α(y,z) =
∫ L

0

1
n

∂n(y,z)
∂y

dx (1)

Figure 1(a) shows the measuring principle schematically. An exemplary light ray propagates through a
transparent medium. Inhomogeneities in refractive index lead to a deflection of the light ray. Thus, the light
exits the inhomogeneous region with the deflection angle α relative to the undisturbed reference ray, which
represents the integrated deflection along its path through the refractive index gradient field. After leaving
the measuring volume, the undisturbed parallel light rays are focused by a collecting lens or parabolic
mirror onto the focal point of the respective optic, while the deflection of the disturbed light rays depends
on their respective refraction angle which results from the propagation through the inhomogeneous region.
Consequently, as shown in figure 1(a), the disturbed light rays experience a displacement ∆y in the focal
plane relative to the focal point.

The rainbow schlieren technique applies filters with a varying gradation of color, as shown exemplary
in figure 1(b), for the visualization and quantification of the displacement and thus, the refractive index
gradients are accessible. The offset between the focal point and the deflected light ray results in a color
change as can be seen in figure 1(a) and 1(b), which can be evaluated by comparing the color values of the
undisturbed reference image and the schlieren image pixelwise. By calibration, the difference in hue value
can be correlated with the displacement on the filter in the focal plane. Thus, the cumulative refraction angle
distribution can be extracted from the experimental data and in combination with equation 1 the refractive
index gradient field is accessible experimentally. Details concerning the color scale filter shown in figure 1(b)
are presented in section 3.

For a detailed description of the physical principles which found the basis for qualitative and quantitative
refraction-based measurement see (Goldstein, 1983; Settles, 2001).
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tion of refractive index
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Figure 1: Schematic of light deflection (a) and a color scale filter of 20 mm color gradient width (b)

3 Experimental setup
The experimental setup as shown in figure 2 applies the rainbow schlieren measurement technique as de-
scribed in the previous section. The optical components are aligned on a X95 optical aluminum rail as a
main axis. For illumination purposes a fiber-coupled broadband LED is used as light source. The fiber optic
patch cable is connected to an optical cage system, which centers the light source in vertical and horizontal
direction and allows easy alignment of the different optical components by reducing the degree of freedom
to one, since only an alignment in axial direction is necessary. The diameter of the fiber determines the size
of the light source, which can be reduced further by applying slit or pinhole apertures at the fiber outlet. To
reduce optical aberration at the outer regions of the applied lenses, an iris diaphragm is used to control the
diameter of the light beam emitted through the apparatus.

z

x

y

LED

fiber

point light source
with aperture

iris diaphragm

collimating lens
measuring volume

collecting lens color scale filter highspeed camera
with objective

computer

f1 f2

Figure 2: Schematic of the experimental setup

The applied setup uses the described point light source positioned in the focal point of an achromatic
lens with a focal length of f1 = 250 mm for collimation. The focal length of the collimating lens f1 fits the
numerical aperture of the fiber (NA= 0.22) and determines the optical magnification of the focal point in
conjunction with the focal length of the collecting lens f2. A second achromatic lens is used for refocusing
the collimated light rays. The measuring volume as indicated in figure 2 is located between the collimating
and the collecting lens and is flexible in size. Thus, different setups with an optical access can be incor-
porated into the apparatus. The beam diameter determines the horizontal and vertical dimensions and the
distance between the two lenses determines the depth of the measuring volume.

In case of rainbow schlieren, a color scale filter is positioned in the focal plane of the collecting lens.
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Inspired by Greenberg et al. (1995) one-dimensional color scale filters with a linear change of hue value h
in one direction and constant hue values in the other direction as shown in figure 1(b) are applied. The hue
values used in the 1D filters, which have been manufactured by digital print on a diapositive, range from
h = 0 to 0.9. Since the sensitivity is determined by the gradation of color, different filters with varying gra-
dation are applied by changing the width of the filter between 20 and 0.5 mm, resulting in a color gradation
of 4.5 ·10−2 to 1.8 hue/mm. The other parameters in the applied HSV color scheme, namely saturation s and
value v, stay constant at s = 0.7 and v = 0.8 respectively.

The application of color scale filters necessitates the application of a light source with a broad spec-
trum in the visual range and thus achromatic lenses have to be used to reduce chromatic aberrations. The
digital printed color scale filter is mounted into a YZ-translation mount for rectangular optics, which is
post-mounted and positioned in the focal plane of the collecting lens inside of the optical cage. The trans-
lation mount enables the calibration procedure as given by Greenberg et al. (1995) to obtain the correlation
between the YZ-position of the focal point on the filter and the resulting color impression h = f (y,z).

For imaging purposes a colored 4 MP CMOS-highspeed camera Vieworks VC-4MC-C180EO-CM is
used in conjunction with different camera lenses, depending on the focal length of the collecting lens and the
intended magnification. From the resulting images the hue value of each pixel can be extracted and compared
to the respective values in the undisturbed reference image. Using the calibration curve obtained during the
calibration procedure h = f (y,z), the difference in hue values between the experimental and the reference
image can be correlated to the displacement on the filter ∆y or ∆z respectively and thus the quantitative
evaluation of the projected refractive index gradient field is possible. As mentioned before, to determine,
e. g., the temperature or concentration from the experimental data, specific symmetrical conditions have to
apply and a correlation between the refractive index and the state variable of concern is needed as well as
the other state variables influencing the refractive index to stay constant.

4 Proof of concept
As mentioned in section 1, the rainbow schlieren technique can be used for a variety of substances. As a
proof of concept, measurements in numerous transparent liquid/liquid systems were conducted. Water was
usually the polar phase while, e. g., 1-octanol, toluene and cyclohexanol were used as organic phases. Acetic
acid and acetone were chosen as transfer components and the surfactants SDS, Triton X-100, DTAB and
butyldiglycol (C4E2) were considered to study the influence of surfactants on the interfacial mass transfer.
Overall, the qualitative effects described in the literature, see section 1 for references, could be visualized
with the presented experimental setup with high spatial and temporal resolution. Additionally, the images
taken show an improved quality and, moreover, the color distribution can be accessed for quantitative eval-
uation.

Figure 3 shows the refractive index gradient field of the surfactant butyldiglycol around a stagnant 1-
octanol droplet in water. Water and 1-octanol have been presaturated and the transfer component is initially
located in the disperse phase, thus enabling mass transfer from the disperse to the continuous phase (d→ c).
A glass cuvette with planar 50x50 mm surfaces was used as test cell. The octanol drop was generated through
a stainless steel cannula (outer diameter 0.52 mm), which is located in the bottom part of the images (vertical
black bar) and attached to a syringe pump. Due to the curvature of the drop surface, refraction increases
with distance from the center. Therefore, the drop appears mainly black because the refracted light passes
the filter plane outside of the colored part of the filter. Due to weaker deflection, the colored gradation of
the filter is visible in the center of the drop. The investigations have been done applying a collecting lens
with a focal length of 100 mm and a color scale filter with a horizontal gradation of hue h = 0 to 0.9 over a
length of 5 mm. Image acquisition at 3 fps was sufficient and realized with a 12x zoom lens. In figure 3, four
images taken at different times after the drop production are displayed. The refractive index gradient field
around the drop can be seen clearly. The light deflection at the air/glass- and glass/water interface before
passing the concentration boundary layer of the drop can be neglected since the collimated light rays pass
orthogonally through the cuvette’s wall. For quantitative analysis, refraction at the end of the cell has to be
taken into account. Discussing qualitative results, the deflection when exiting the cuvette can be neglected
as well.

After formation of the drop, high concentration gradients next to the interface of the octanol drop occur.
This results in high refractive index gradients, accordingly. Therefore, the area close to the drop appears
black. During the first few seconds after drop formation, small convection cells develop and combine.
These cells can be seen in figures 3(a) and 3(b) at the liquid/liquid interface. After combination of these
small cells, the refractive index gradient field, visualized by the colored aureole-like shape, envelopes the
octanol drop. This symmetrical diffusion is occasionally interrupted by global eruptions, which lead to

229



ICEFM 2018 Munich

(a) t = 0 s (b) t = 1 s (c) t≈ 30 s (d) t≈ 90 s

Figure 3: Rainbow schlieren images of the system 1-octanol/butyldiglycol/water at different times after drop
formation was completed, mass transfer direction d→ c.

higher concentration gradients near the liquid/liquid interface and higher mass transfer rates accordingly. In
the presented system, the aureole-like shape increases in size over time, which represents expected behavior
for diffusional mass transfer and indicates an increase of concentration boundary layer thickness. In contrast,
other examined systems showed stochastic vibrations or oscillation with high transfer rates of the respective
transfer component, e.g. in the system toluene/acetone/water with high mass fractions of acetone in the
organic dispersed phase. The described effects represent characteristic behavior in case of the occurence
of interfacial phenomena and can be found in the literature, see e. g. Sawistowski (1971) for a profound
description. The main driving force for these interfacial effects are differences in interfacial tension, which
result in interfacial movement from areas with lower interfacial tension to those with higher interfacial
tension and are often referred to as Marangoni instabilities (Sawistowski, 1971). These differences can,
e. g., be generated by differences in concentration or temperature.

The Marangoni effect can distort the boundary layer or even lead to oscillation of the drop at the capillary.
In figures 3(c) and 3(d) it can be observed that, due to distortion of the boundary layer, concentration
gradients increase locally which benefits the local mass transfer. Additionally, these figures show that in
case of strong distortion of the boundary layer, mass transfer phenomena at the surface of newly generated
drops can reoccur. Especially in figure 3(c) small cells are visible at the liquid/liquid interface at the left side
of the drop.

5 Conclusion
This publication proves the applicability of rainbow schlieren measurements for qualitative analysis of con-
centration fields near liquid/liquid interfaces. The color values can be easily extracted from the images, thus
a successful quantitative evaluation of the concentration fields in situ with high spatiotemporal resolution
is feasible. The experiments show that qualitative observations are reproducible. Quantitative repeatability
has to be examined, e.g., time dependence of local concentrations, because of the highly coincidental char-
acter of the transient and inhomogeneous interfacial phenomena. Nevertheless, an non-invasive quantitative
experimental access to the concentration field with high spatial and temporal resolution has the potential
to greatly benefit the description of mass transfer phenomena and the influence on mass transfer rates con-
nected to their occurence. Additionally, a determination of concentrations near the interface could enable an
improved modeling and validate numerical approaches for the quantification of liquid/liquid mass transfer.

For validation purposes, the temperature field around different test bodies and simple mass transfer
systems will be evaluated in the near future. Additionally, a ray tracing model will be incorporated into
a CFD model for numerical validation and estimation of the errors connected to, e. g., the asymmetric
character of the interfacial transport phenomena.
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Abstract

A large-field focusing schlieren system was designed for non-intrusive measurements in complex high-
speed flows. Different image acquisition techniques were investigated, evaluating the system performance
with respect to depth of focus, sensitivity, and field of view. The influence of these parameters was shown
based on the analysis of a separated 24◦ compression ramp interaction at Mach 2.5, also demonstrating the
advantages of the focusing schlieren technique when analyzing three-dimensional flow fields. Variations
of the flow topology in the spanwise direction become distinguishable by focusing on different spanwise
planes. In order to optically resolve dynamic flow phenomena, time-resolved series of images were recorded
with a high-speed camera at a frame rate of 20 kHz. The suitability of the recorded image sequences for
post-processing with dynamic mode decomposition to extract the dynamically relevant structures as well as
their characteristic frequencies is demonstrated and discussed.

1 Introduction

One of the major issues in aerospace transportation, especially in the context of transonic and supersonic
flight, is a stable and predictable flow configuration. Shock wave boundary layer interactions (SWBLI) are
phenomena which inescapably occur in these flight regimes. Turbulent boundary layers interacting with
oblique shock waves are susceptible to flow separation, creating a highly unsteady three-dimensional flow
field, potentially leading to buffeting or severe local thermal loads (Délery and Marvin (1986)). Since these
interactions occur in various applications such as transonic airfoils and inlets of air-breathing engines, they
are a research topic of high interest. To be able to effectively control and alleviate the detrimental effects
of shock induced separation, we require a better understanding of the mechanisms that govern such in-
teractions. Coherent turbulent structures and low-frequency phenomena characterize these flows (see for
example Dupont et al. (2006); Clemens and Narayanaswamy (2014) and Délery and Marvin (1986)). To
optically resolve such events, we required an experimental setup producing sharp time-resolved visualiza-
tion sequences of two-dimensional planes across the entire flow field. Based on these images, we intend
to a) analyze the instantaneous and averaged flow topology, and b) analyze the governing flow dynamics
by applying Dynamic Mode Decomposition (DMD) (Schmid et al. (2011)). Schlieren techniques, which
are based on the visualization of density gradients in transparent media, have the advantage of not interfer-
ing with the considered flow field (Settles (2001)). Previously, conventional schlieren arrangements were
applied for the visualization of large-field wind tunnel flows. While these systems are relatively easy to
set up, they typically require large-scale optics of extraordinarily high quality (Burton (1949)). An aspect
of even greater importance is that these system are characterized by an enormous depth of field, resulting
in an integrated image of all schlieren phenomena occuring along the optical path (Kantrowitz and Trimpi
(1950)). This precludes the detailed examination of highly three-dimensional flows such as SWBLI (Fish
and Parnham (1951)). To overcome this, we designed a focusing schlieren system, that gives optical access
to selected spanwise planes across the flow field and thus allows to identifiy spanwise variations in the flow
topology (Weinstein (1993)). To assess the true benefits of the newly designed system, the characteristics are
compared to a classical schlieren approach in terms of sensitivity, depth of focus (DOF) and the obtainable
field of view (FOV), and a 24◦ compression ramp interaction at Mach 2.5 is analyzed.
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Figure 1: Schematic of the focusing schlieren arrangement with optical relay system (sL=623mm,
sG=3189mm, s′G=591mm, sF=1510mm, s′F=787mm, and sC=1032mm

2 Experimental setup and conditions

2.1 Wind tunnel facility and model

All experiments were performed in the trisonic wind tunnel at the Institute of Aerodynamics, RWTH Aachen

University, at a Mach number of 2.5 and a Reynolds number of 9.96 ·106 1/m. The intermittent wind tunnel
allows to perform measurements at subsonic, transonic and supersonic flow conditions. Supersonic Mach

numbers are set with the variable Laval nozzle. Using vacuum tanks with a total capacity of 4 x 95 m3, the

indraft facility is operated with dried air from a reservoir with a volume of 165 m3. The ambient conditions
determine the stagnation pressure and temperature, the selected Mach number thus sets the Reynolds num-
ber. With the present setup and conditions a stationary measurement period of approximately 3.5 seconds

is obtained. The facility has a rectangular test section of 400 x 400 mm2. Optical access is provided by
circular windows with a diameter of 280 mm on both side walls. A fully-separated SWTBLI is generated
by installing a 24◦ compression ramp on a flat plate model installed on the test-section center line.

2.2 Focusing schlieren optical system

Schlieren arrangements based on extended grids illuminated by correspondingly large illuminated surfaces
instead of point-shaped light sources were discussed in great detail with regard to the intrinsic advantages by
Schardin (1942) as early as in the 1940s. These systems were originally devised to cover a field of view larger
than the aperture of the employed optics. Fish and Parnham (1951) were the first to provide a mathematical
study of the properties and limitations of such systems. Similar arrangements based on multiple light sources
were devised by Burton (1949) as well as Kantrowitz and Trimpi (1950). Boedeker (1959) first proposed
the use of a Fresnel lens, leading to a dramatically increased light intensity. Weinstein (1993) devised an
approach to generate a modern-type version with the characteristic ability to bring specific planes along
the optical axis into focus (Settles (2001)). This feature allows the differentiation and investigation of
narrow slices within the flow field and simultaneously prevents disturbances, such as striation in lenses,
from influencing the image (Alvi et al. (1993)).

The layout of our focusing schlieren system is shown in Figure 1. A back-lit source grid is mapped onto
a corresponding plane coinciding with the cutoff grid position. This secondary grid resembles an accurate
negative image of the source grid, whereby an infinitely variable adjustment of the amount of cutoff is
obtained (Fish and Parnham (1951)). In this manner many individual pairs of source slits and corresponding
opaque stripes in the cutoff region work as independent schlieren systems (VanDercreek et al. (2010)).
Consequently, the test section is intersected by a large number of light cones, each of them working at a
different inclination with reference to the optical axis. Irregular light rays, distracted from their original
path by density gradients, either pass the individual ”knife-edges” or are blocked, dependent on the amount
and orientation of deflection. These rays appear as brighter or darker points on the screen. Due to the
multiple-source approach, objects in the flow field are reproduced by a number of superposed images. For a
fixed position of the screen, the points of one specific object plane coincide exactly, forming an utterly sharp
image (Kantrowitz and Trimpi (1950)). Objects outside of the focal plane appear blurred, which results in
the characteristic limited depth of field. Weinstein (1993) quantified the focusing effect, introducing the
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depth of sharp focus DS and the depth of unsharp focus DU . The latter term (see eq. (1)) takes into account
that the focusing effect is primarily determined by the ratio l/A, with the distance l between the object under
investigation and the main focusing lens and the clear aperture A of this lens. (Fish and Parnham (1951)).

DU ∝
sF

A
(1)

The system performance is defined by the detectability limit of changes in the refractive index. Weinstein
(1993) defined the sensitivity

εmin = 20626
asG

s′G(sG − sF)
arcsec, (2)

which corresponds to the smallest detectable angular deflection of light rays, based on the assumption that
the lowest perceptible change of brightness is 10%. a is the height of the light slit above the cutoff. For the
remaining quantities see Fig. 2.

The setup of the current focusing schlieren setup was influenced by numerous factors and requirements
related to the flow field and desired field of view, as well as geometric constraints in the experimental
facility. Another major aspect was the availability of adequate optical components, which determine the
system performance in terms of resolution, sensitivity and depth of focus.

Figure 2: Left and middle: Focusing schlieren setup, including the extended light source, Fresnel lens,
source grid, main focusing lens, cutoff grid and the optical setup projecting the image into the camera.
Right: Flat-plate and compression ramp model installed in the wind tunnel test section.

An evenly illuminated, large-scale field of view covering the entire compression ramp interaction and
parts of the upstream boundary layer was realized with large-scale light source grids, consisting of alternat-
ing clear and opaque stripes (see Figure 2 (left)). The quadratic source grids with a side length of 690 mm
are custom made of light-tight black adhesive foil attached to 4 mm thin sheets of white glass, reducing the
loss of light to a minimum. The large mirrors used in conventional schlieren (Settles (2001)) are substituted
with a single plano-convex schlieren lens with a focal length of 500 mm and a clear aperture of 150 mm.
This lens projects a rescaled image of the source grid onto the image plane, where the illuminated stripes
are partially blocked by a corresponding cutoff grid. This cut-off grid needs to be an exact photographic
negative of the source grid (see Weinstein (1993)). To obtain the best possible accuracy, the grid was gen-
erated by exposing photosensitive sheet films (4x5 inch medium sensitive b/w films (Ilford Delta 100)) with
the sharply focused image of the source grid. An extended light source consisting of a 3x3 array of Cree
XLamp 15 W cool-white high-power LEDs was designed such that its sharp image covers the entire clear
aperture of the main lens when refocused by the 470 mm Fresnel lens. A Meanwell HLG-120H constant
current source with a maximum output of 10 A and 120 W was used for constant and intense illumination of
the field of view. A Photon Fastcam SA5 CMOS camera was used to record images with a spatial resolution
of 704× 520 pixels at a frame rate of 20 kHz. This is sufficient to capture the low-frequency oscillation of
the shock and separation bubble system as well as the large-scale turbulent structures in the boundary layer
(see Dupont et al. (2006)).

3 Validation of the system

3.1 System characteristics

The image sensitivity in our current setup reaches a value of εmin = 6.14 arcsec. The general system per-
formance depends partially on the image-capturing technique. The largest possible field of view with a
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Figure 3: Focusing schlieren images of a jet of compressed air directly focused on the camera sensor at
different spanwise locations (z = 0 corresponds to the jet center line).
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Figure 4: Classical (left) and focusing schlieren images focused on the model center line (right) of a 24◦

compression-ramp interaction at Mach 2.5.

diameter of 280 mm can be reached when directing the entire cone of light into the camera with a system
of lenses (see Figure 1). This is congruent with the FOV of a conventional schlieren setup. A major dis-
advantage of such a relay lens is an increase in depth of focus. To achieve the minimal depth of focus, the
image can be focused directly onto the camera sensor. This leads, however, to a significant reduction of the
field of view, since only a small image region is covered by the sensor. To visualize the defocusing ability
of the system, the expanding jet of an airgun is depicted in Figure 3. For a fixed focal position, the airgun
was incrementally moved in the spanwise direction. Significant blurring of flow features begins with an
axial shift of 8 mm, defined structures are no longer detectable for an offset of 40 mm. This agrees with the
calculated focusing performance and DU of the present system.

3.2 Application in a separated compression-ramp interaction

To assess the quality of the developed system in the desired field of application, complex compressible
flows, measurements were carried out in a separated 24◦ compression-ramp interaction at Mach 2.5. A
classical schlieren image and a focusing schlieren image taken with the setup including the relay lens (larger
FOV) are shown in Figure 4 (left) and (right), respectively. In both cases, the incoming boundary layer and
the typical structure of separation and reattachment shocks can be observed. The lambda shock structure
is more distinct and less smeared out in the focusing schlieren image. Flow disturbances and weak Mach
waves induced by small local discontinuities in the model surface (pressure taps, for example) outside of
the focusing plane, however, are much less prominent in the focusing schlieren image, while the classical
schlieren image contains all disturbances occurring along the entire light path. The more relevant features
of the flow topology are thus easier to recognize in the focusing schlieren image. Note that the classical
schlieren image was taken with a Canon EOS 550D reflex camera and is therefore more crisp than the
focusing schlieren images taken with the Photon Fastcam SA5.

The relevance of a limited depth of field becomes even more obvious when considering the strongly
three-dimensional flow field of a SWBLI with separation control. In order to decrease shock-induced flow
separation, small air jets were injected into the boundary layer from circular orifices in the model surface
upstream of the interaction, which introduced longitudinal vortices. As a result, the separation line is not
only shifted, but strongly corrugated, as can be observed from the cutouts of oil surface-flow visualizations
in Figure 5 (left), showing the separation line. The local shock position thus varies in the spanwise direction.
While all local shock locations are depicted equally strong in a classical schlieren image due to the nature
of the technique (not shown), the minimum and maximum shock location is visible in the two focusing
schlieren images shown in Figure 5 (center and right). These images were projected onto the camera sen-
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Figure 5: Left: Oil-flow visualization cutouts of the separation line upstream of the ramp corner. White
arrows mark the location of jet orifices. Center and right: Focusing schlieren images of the separation shock
at spanwise locations downstream of a jet orifice (right) and far away from the control inlet (center).
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Figure 6: Exemplary dynamic modes (real part only) representative for the motion of the separation shock.

sor directly to profit from the narrower depth of focus. For the image in Figure 5 (center), the system was
focused on a plane far away from the model center line, where no air jets were introduced. Consequently,
the separation shock at its furthest upstream location (x/δ0 = −4.4) is most distinct. In the image in Fig-
ure 5 (right) on the other hand, which was focused on the jet orifice on the model center line, this shock is
only a rather weak shadow, while the shock at the local focusing plane is nicely visible (x/δ0 =−3.6).

3.3 Post-processing with DMD

To assess the suitability of our data for further analysis of the flow dynamics, we applied a dynamic mode
decomposition (DMD), as introduced by Schmid et al. (2011) and Jovanović et al. (2014), to a recorded
image sequence of the uncontrolled compression ramp interaction. DMD allows for a modal analysis of
a data sequence without requiring an underlying model and is therefore applicable to experimental data.
The resulting modes represent the dominant dynamic behavior of the flow field captured in the snapshots,
providing both their spacial shape and characteristic frequency. Schlieren images give access to one flow
quantity only and do therefore not allow an investigation of the complete dynamic behavior of the flow as
numerical data sets would. The strong density gradients across the shock wave, however, can be nicely
captured with schlieren visualizations. This gives access to the dynamics of the shock system and thus the
phenomenon of the low-frequency shock unsteadiness, which is one of the central phenomena of interest
related to shock wave / boundary layer interactions with separation.

We apply DMD to a sequence of 300 schlieren snapshots recorded at the model centerline, equispaced in
time with a delay of dt = 50 µs, and thus allowing to resolve Strouhal numbers between 0.012 ≤ StL ≤ 0.46.
The sampling interval was chosen such that the low-frequency unsteadiness, which occurs typically around

StL = 0.03 (Dupont et al. (2006)), could be captured. StL =
f ·L
U∞

was calculated based on the separation length

L, which was determined from surface oil-flow visualizations. Two dominant DMD modes for StL = 0.0317
and StL = 0.0396 are shown in Figure 6. The modes do indeed represent the up- and downstream motion
of the shock system. Several modes in the range around StL = 0.03 contribute to this motion, which is a
typical observation for this phenomenon (see Nichols et al. (2016).) The quality of the focusing schlieren
images yields very distinct spatial mode representations at the respective spanwise location. Analyzing
three-dimensional flow fields, and possible spanwise variations therein, is therefore feasible.
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4 Conclusion

A focusing schlieren system to visualize complex high-speed flows was designed and applied to a separated
compression-ramp interaction at Mach 2.5. The system resolves spanwise variations in such flow fields,
which are inaccessible for classical schlieren methods. We recorded image sequences for various spanwise
locations with a high-speed camera. The suitability of the image sequences for post-processing with dynamic
mode decomposition was demonstrated and the low-frequency unsteadiness of the shock system could be
clearly extracted. This shows the potential of the measurement technique for the analysis of the dynamics
of such three-dimensional flows at much lower cost and experimental effort than with other techniques.

Acknowledgements

This work was funded by the German Research Foundation (DFG) in the framework of the Emmy Noether
Programme (grant SCHR 1566/1-1). The authors wish to thank Ivo Mayr (Department of Visual Arts) for
his support related to the film development process and Volker Hansen for the programming of the flash
exposure panel. The contributions of Nick Capellmann and the workshop are gratefully acknowledged.

References

Alvi FS, Settles GS, and Weinstein LM (1993) A sharp-focusing schlieren optical deflectometer. 31st
Aerospace Sciences Meeting

Boedeker LR (1959) Analysis and construction of a sharp focussing schlieren system. Master’s thesis. Mas-
sachusetts Institute of Technology

Burton RA (1949) A modified schlieren apparatus for large areas of field. J Opt Soc Am 39:907–908

Clemens NT and Narayanaswamy V (2014) Low-frequency unsteadiness of shock wave/turbulent boundary
layer interactions. Annual Review of Fluid Mechanics pages 469–492

Délery JM and Marvin JG (1986) Shock-wave boundary layer interactions, agardograph no.280. Technical
report. NATO Advisory Group for Aerospace Research and Development
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Abstract
The application of momentum balance over a planar control volume is ubiquitous in experimental fluid
mechanics. The classical formulation relies on an assumption of two-dimensional flow which is routinely
violated in turbulent or transitional flows. The additional terms required for an exact momentum balance
are evaluated herein. It is shown that the divergence-free condition on the velocity field in incompressible
flow may be invoked to account for a subset of the additional three-dimensional terms, enabling an increase
in accuracy. The derived formulation is verified using instantaneous and mean planar control volume load
estimations on direct numerical simulation and experimental particle image velocimetry data for flow over
a cylinder in a turbulent wake regime. The main result is the demonstration of the significance of the area
integrals involving out-of-plane velocity and gradients on the instantaneous load estimates. The findings
highlight a possible cause of difficulties in obtaining consistent estimates of instantaneous sectional loads
for three-dimensional flows using control volume methods, and provide guidelines for minimizing method-
ological or user dependant errors in experiment.

1 Introduction
The measurements of flow-induced loading is a fundamental component of aerodynamic testing, as the re-
liable estimation of structural loads is of primary interest for engineering design. There are three common
approaches to measuring loads, namely, (i) full-body, direct measurements with a force balance, (ii) integra-
tion of surface stresses (i.e., pressure and/or wall shear stress), and (iii) analysis of field measurements, e.g.,
control volume (CV)-based methods, (Unal et al., 1997a; van Dam, 1999; Rival and van Oudheusden, 2017).
Each approach can offer an advantage in simplicity or accuracy depending on the experimental context, and
each poses specific challenges and limitations. The present study is focused on load estimation from CV
analysis.

A large number of formulations are possible based on classical CV analysis. For instantaneous loading
estimates, time-resolved velocimetry is generally required in order to evaluated the unsteady terms within the
volume. Analytically, the simplest method is the classical integral momentum balance, (Unal et al., 1997a),
where the pressure term is typically estimated from pressure fields obtained using measured velocity fields
(e.g.,(Unal et al., 1997a; van Oudheusden, 2013)). If near-wall velocity data is missing or significantly
erroneous and the flow is incompressible, a derivative-moment transform may be applied to the unsteady
volume integral term to transform it into a contour integral (Wu et al., 2005); however, the resulting unsteady
term demands increased spatial resolution to maintain accuracy (Mohebbian and Rival, 2012). These two
formulations for instantaneous load estimation may be widely grouped as integral momentum equation
approaches, and have been applied in numerous studies (Unal et al., 1997b; van Oudheusden et al., 2006,
2007; Kurtulus et al., 2007; Spedding and Hedenström, 2009; David et al., 2009; Ragni et al., 2012; Kotsonis
et al., 2011; Tronchin et al., 2015; Villegas and Diez, 2014; Gharali and Johnson, 2014). Alternatively,
loading estimates may be derived from the concept of hydrodynamic impulse (Lin and Rockwell, 1996;
Poelma et al., 2006), which eliminates the need for pressure field estimates at the expense of vorticity field
estimates (Saffman, 1992; Noca et al., 1999a; Wu et al., 2006; Kriegseis and Rival, 2014; DeVoria et al.,
2013; Rival and van Oudheusden, 2017; Guissart et al., 2017; Graham and Babinsky, 2017; Limacher et al.,
2018). Recently, another alternative to the classical integral momentum balance has been developed which
utilizes the concept of the Lagrangian drift volume to estimate unsteady loads for added mass dominated
flows (McPhaden and Rival, 2018).

Despite the wide-spread use of CV-based methods for load estimation, concrete experimental method-
ology guidelines remain largely unresolved. As a consequence, the source of bias and random errors in load
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estimations is not always clear (van Dam, 1999; Bohl and Koochesfahani, 2009; Kurtulus et al., 2007; van
Oudheusden et al., 2007). In contrast, verification studies for CV-based instantaneous and mean load esti-
mations from two-dimensional direct numerical simulations (DNS) give close agreement with solver values
(David et al., 2009; Noca et al., 1999b; Mohebbian and Rival, 2012). In the present study, a general CV
formulation for three-dimensional flows is considered and the effect of flow three-dimensionality is investi-
gated. The exact formulation for sectional load estimation on a planar CV is derived, and the dependency
of the associated instantaneous and mean load estimates on flow three-dimensionality is deduced for a syn-
thetic PIV data set sampled from DNS data and a matching experimental PIV experiment for cross-flow
over a circular cylinder.

2 Conservation of linear momentum for a planar CV

The conservation of linear momentum over V ⊂ IR3 for a stationary, non-deforming CV in a single-phase
flow with velocity uuu(xxx, t) = (u(xxx, t),v(xxx, t),w(xxx, t)), density ρ(xxx, t) and pressure p(xxx, t) fields is:

∑FFFCV =
d
dt

(∫∫∫
V

ρuuudV
)
+

∫∫
Ω

ρuuu(uuu ·dAAA) (1)

where V denotes the fluid volume and Ω denotes the boundaries of V . For the case of a single stationary
body inside the CV, the force vector FFF = (Fx(t),Fy(t),Fz(t)) acting on the body is:

FFF =− d
dt

(∫∫∫
V

ρuuudV
)
−

∫∫
S

ρuuu(uuu ·nnn)dA−
∫∫

S
pnnndA+

∫∫
S
(τττ ·nnn)dA−

∫∫∫
V

ρ fff dV (2)

where fff denotes an arbitrary body force, τττ denotes the viscous stress tensor field, and S now denotes the
outer boundary of the doubly-connected domain, V .

For the momentum balance on a two-dimensional plane, it does not suffice to only evaluate equation 2
with the projected two-dimensional flow. Instead, area integrals of the three-dimensional terms are necessary
for momentum conservation. This implies that volumetric measurements surrounding an immersed body
are required for sectional load estimation (Equation 3), which may not be feasible in practice. However,
for planar, two-component measurement configurations in incompressible flow, the three-dimensional terms
can be made partially tractable through the application of the divergence-free constraint on the velocity field
(Equation 4). To benchmark the accuracy of different possible measurement methodologies, the following
three formulations are compared in the present study.

FFFSSS =−
d
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(∫∫
S

ρuuudA
)
−

∮
l
ρuuu(uuu ·nnn)dl−
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(
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+ρuuu
∂w
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(
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−
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ρuuu(uuu ·nnn)dl +
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FFFSSS =−
d
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(∫∫
S

ρuuudA
)
−

∮
l
ρuuu(uuu ·nnn)dl−

∮
l
pnnndl (5)

Equations (3) and (4) are referred to as the exact and approximate formulations, respectively, and represent
volumetric measurement and planar measurement in incompressible flow. Equation (5) is representative of
the classical planar CV formulation.

3 Test Cases
Two data-sets were employed of flow over a circular cylinder in a turbulent vortex shedding regime, namely,
three-dimensional DNS results at Re = 1575, and experimental, planar, two-component data for Re = 1900.
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Figure 1: (a) DNS computational mesh configuration and (b) experimental PIV measurement configuration.

Details of the DNS are included in McClure and Yarusevych (2017b) and the computational mesh is
shown in Figure 1a. The DNS data were sampled in two ways to facilitate the analysis. First, a fully
three-dimensional data set was sampled, where both pressure and velocity fields from the DNS results were
directly interpolated onto a three-dimensional Cartesian grid with spatial resolution ∆x/D= 0.01 and tempo-
ral resolution facq/ fS = 217.4, where D and fS are the cylinder diameter and the vortex shedding frequency,
respectively. Second, a noisy planar data set was constructed, where the velocity data were interpolated
onto a two-dimensional grid with spatial resolution ∆x/D = 0.03 and temporal resolution facq/ fS = 27.3,
and synthetic errors were added to the interpolated velocity fields according to the two parameter model
presented in McClure and Yarusevych (2017a). The model prescribed error proportional to the local norm
of the velocity gradient tensor, up to a maximum standard deviation of 0.25U0, along with flow independent
error, with a standard deviation of 0.036U0. The errors were generated to be correlated locally in space,
modelling the effect of PIV interrogation window overlap of 75% (Azijli and Dwight, 2015).

The experimental PIV measurements were obtained in the water flume facility at the University of Water-
loo (figure 1b) on a 25.4mm inch diameter acrylic cylinder model at Re = 1900. The PIV system comprised
of a single 1024× 1024px Photron SA4 camera, equipped with a 50mm Nikkor lens with the numerical
aperture set to f/5.6, and a Photonics high repetition rate Nd:YLF laser. The flow was seeded with 10µm
diameter hollow glass spheres, with specific gravity of 1.05. The particle images were acquired in single-
frame mode at facq = 100Hz (147 fS), and were processed in DaVis 8.4 using an iterative, multi-grid cross-
correlation algorithm with window deformation. The final interrogation window size was 16× 16 pixels,
overlapped by 75%, and yielded a vector pitch of approximately ∆x/D = 0.03.

The Poisson equation (6) was employed to estimate the pressure fields (e.g., Gurka et al., 1999) from
both the PIV and simulated planar velocity fields with noise extracted from the DNS data set.

∇
2 p = ∇ ·

(
−ρ

Duuu
Dt

+µ∇
2uuu
)

in S,

∇p ·nnn =

(
−ρ

Duuu
Dt

+µ∇
2uuu
)
·nnn on Γi,

p =
1
2

ρU2
0 −

1
2

ρ(uuu ·uuu+uuu′ ·uuu′) on Γ j,


(6)

The source terms and pressure gradients in equation 6 were evaluated with a central difference approxima-
tion. Neumann-type boundary conditions were prescribed at the outflow domain boundary and the cylinder
surface, and an extended form of Bernoulli’s equation (de Kat and van Oudheusden, 2012) was used on the
inflow and top/bottom side boundaries, where flow was approximately steady and irrotational. The relative
spatial resolution of the PIV data is ∆x/λx = 13.6 where λx is twice the shear layer thickness, and the PIV
data were down sampled to a relative temporal resolution of facq/ fS = 13.4. These resolutions coincide with
optimal ranges identified in McClure and Yarusevych (2017b) that minimize the propagation of random and
truncation errors to the pressure solution without the use of low-pass filtering techniques.

4 Results
Figures 2(a) presents instantaneous snapshots of the pressure field obtained directly from DNS (figure 2a),
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Figure 2: (a) Instantaneous pressure fields p̂ = 2p/ρU2
0 for direct interpolation of the DNS solver pressure,

Poisson solution on the down sampled DNS velocity fields with synthetic noise, and Poisson solution on the
PIV velocity fields. Transverse profiles of (b) mean pressure, and (c) RMS of the pressure fluctuations at
multiple streamwise locations.

the Poisson solution on the noisy planar DNS (figure 2b), and the Poisson solution on the experimental
planar PIV data (figure 2c). The instantaneous fields indicate qualitative similarity between the cases, and
highlight that the synthetic noisy DNS data serves as a reasonable approximation of experiment. Figures
2(b) and 2(c) plot transverse profiles of the mean and RMS pressure at several streamwise locations. The
results show a good agreement between the three cases, indicating the minor Re difference does not have a
significant effect on the comparison between the DNS and experimental data. Deviations in the estimated
pressure relative to the DNS solver pressure are attributed primarily to omitted three-dimensional terms in
the Poisson source term (Violato et al., 2011; Ghaemi et al., 2012; McClure and Yarusevych, 2017b), in
regions of pronounced three-dimensional flow (x̂ = x/D > 1.5). As well, random errors inflate the pressure
RMS statistic near the cylinder wall boundary, due to the sensitivity of the Neumann boundary condition.
The errors in the estimated pressure field are higher near the cylinder wall boundary for the noisy planar
DNS data than the errors encountered in experiment (figure 2b). This is due to the synthetic error model,
which concentrates the synthetic PIV errors in high gradient near-wall regions. The prescribed maximum
standard deviation of the errors of 0.25U0 in the near-wall region over predict the error actually realized in
the current experiment.

Equations (3)-(5) predict the sensitivity of the approximate (4) and classical (5) momentum equation to
flow three-dimensionality. Analysis of the three-dimensional velocity statistics from DNS indicates the onset
of significant three-dimensionality beyond x̂ > 1.5. Hence, to clearly demonstrate the three-dimensional
effect on instantaneous loading estimates, figure 3 presents the time history of the sectional drag and lift
coefficients obtained by applying the exact (3), approximate (4), and classical (5) formulations to the direct
DNS data set for two different CV sizes. The first CV (figure 3a, LCV = 4.0), includes regions of significant
three-dimensional flow, in contrast to the second CV (figure 3b, LCV = 1.9), which includes only regions of
predominantly two-dimensional flow. Here, LCV is the side length of the square CV, which is centred at the
cylinder centre. The results demonstrate that the exact CV formulation (3) is the correct linear momentum
conservation law for the planar CV, with force estimates matching the surface integrated results from the
DNS solver for both CVs. On the other hand, when three-dimensional flow regions are present within the CV
(figure 3a), simplified formulations (4) and (5) can lead to significant errors in instantaneous force estimates.
Specifically, the classical formulation (5) yields significantly erroneous instantaneous results for both the lift
and drag forces, and while the use of the approximate form (4) yields some improvement over the classical
formulation, significant instantaneous deviations remain. As expected, when the CV is constructed to bound
minimal flow three-dimensionality (figure 3b), the approximate and classical formulations approach the
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Figure 3: Time evolution of CV sectional drag coefficient CD(t) = 2Fx(t)/ρU2
0 D and sectional lift coeffi-

cient CL = 2Fy(t)/ρU2
0 D estimates using equations (3), (4), and (5) on the DNS data compared to surface

integrated loads from the DNS solver: (a) corresponds to LCV = 1.9, and (b) corresponds to LCV = 4.0.

Figure 4: RMS lift forces evaluated using equations (3), (4), and (5) for variable CV size (LCV ) for (a) direct
DNS and noisy, planar DNS at Re = 1575 and (b) PIV experiment at Re = 1900.

DNS reference data as well. Note that the pressure term for the direct data set used in figure 3 remains
sampled from the exact DNS solver pressure, such that all deviations present are solely due to the three-
dimensional momentum flux terms in equation (3) in this case.

To more comprehensively characterize and quantify the accuracy of the CV formulations in the presence
of three-dimensional flow and experimental errors, the CV size (LCV ) is systematically varied, and loading
estimates obtained by applying the different formulations to the test data sets are compiled. All estimates
from DNS are compared to the surface integrated forces from the DNS solver, while all estimates from the
PIV experiment are compared to sectional forces derived from force balance measurements and spanwise
correlation measurements in the same facility (McClure and Yarusevych, 2016).

Figures 4(a) and 4(b) compare the results for the RMS lift statistics (C′L) for DNS and experimental
data, respectively. The results from the exact formulation based on three-dimensional DNS data match
the direct force results. Furthermore, all formulations using the exact data exhibit close agreement to the
DNS solver RMS lift if the CV size is small (figure 4a), but the approximate and classical formulations yield
progressively increasing deviations in the RMS lift statistic when LCV starts to encompass three-dimensional
flow regions, with errors reaching up to 1000% for the largest CVs. In the cases of the planar DNS and PIV
data, which include errors in the velocity fields, the propagation of random error from the velocity fields
through the CV formulation is also significant, even for small CV sizes. The influence of the random error
on the instantaneous force estimates motivates the use of zero-phase temporal low-pass filtering for each
term in the formulation for the estimations from the PIV data set (figure 4b). Here, a low-pass, equiripple
finite-impulse response filter with a pass band at 1.5 fS and a 60dB stop band at 15 fS is employed, and the
results in figure 4(b) show the improved accuracy of the estimates once the fluctuation energy at the vortex
shedding frequency is isolated. Note that the high errors displayed here are due in part to the relatively
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Figure 5: Mean drag forces evaluated using equations (3), (4), and (5) for variable CV size (LCV ) for (a)
direct DNS and noisy, planar DNS at Re = 1575, and (b) PIV experiment at Re = 1900.

low magnitude of the fluctuating lift coefficient, where the lift force is determined through a cancellation of
much larger magnitude transverse momentum terms and unsteady momentum terms for large CVs. Hence,
for different flow cases, the three-dimensional terms may appear less significant simply due to their relative
magnitude, such as in the case of moving bodies, where lift coefficients commonly reach up to 1.0-2.0.

Figure 5(a) plots estimates of mean drag for the three-dimensional and planar DNS data sets, while
figure 5(b) plots mean drag estimates from the PIV experiment. In both the numerical and experimental data
sets (figures 5a,b), the classical and approximate CV formulations show dependency of the mean drag on
the CV size, while the exact formulation is insensitive to CV size and exhibits universal agreement with the
DNS solver drag (figure 5a). The disagreement of the approximate and classical formulations with the DNS
solver drag is primarily a matter of statistical convergence. In particular, the random errors induced by the
three-dimensional terms are so significant relative to the mean drag (> 100%CD), that the estimate of the
mean does not achieve a sufficient convergence over the time sample of DNS data, which is accounted for
in the estimated error bars. For the noisy planar DNS data, the mean drag is underpredicted compared to the
exact DNS data set, even for small CV sizes (figure 5a). This is ascribed to truncation error accumulation
due to the lower spatial resolution employed. A similar trend is seen for the experimental case (figure 5b);
however, the disparity between the mean drag estimates becomes more pronounced with increasing CV size
compared to the numerical case. In the experimental case, the means are better converged due to a longer
time sample compared to the DNS. Here, the disagreement with the force balance data suggests a high
sensitivity of the CV force estimates to slight flow three-dimensionalities present in experiment.

5 Conclusion
Loading estimates based on the integral momentum equation over a planar CV are tested for their sensi-
tivity to three-dimensional flow conditions for a cylinder wake flow. In comparison to the classical, two-
dimensional formulation (5), the full three-dimensional formulation (3) includes area integrals involving the
out-of-plane velocities and gradients associated with the out-of-plane momentum flux and viscous forces.
The formulation is validated on a prototypical cylinder wake flow in a turbulent shedding regime using a
combined analysis of DNS and experimental PIV data. The results reveal the significant implications flow
three-dimensionality has on both instantaneous and mean sectional load estimation methodologies common
in aerodynamic testing. Failure to account for the three-dimensional terms leads to instantaneous and mean
errors on the order of 50%, and are shown to be the cause of loading estimates sensitivity to CV location.
Invoking a divergence-free condition for incompressible flow allows the estimation of a subset of the ex-
panded three-dimensional terms, yielding a minor increase in accuracy over the classical two-dimensional
formulation for the test case considered. The cumulative results suggest that, when only planar velocity
measurements are possible, it is best to strategically select a CV to avoid encompassing three-dimensional
flow regions, employ temporal filtering to mitigate random error propagation, and use the approximate CV
formulation (4) to enable instantaneous loading estimates with the highest precision. Regions of three-
dimensional flow can be identified in planar measurement, for example, through a comparative analysis of
the planar divergence statistics over the domain.
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Abstract 

A new method to estimate and suppress the PIV random noise in the turbulent intensity profiles is proposed 

based on the PIV transfer function. The method consists in processing the images recorded two times with 

two different interrogation window sizes at the final pass. The proposed method was validated on two 

different PIV experiments conducted in the LMFL boundary layer wind-tunnel, a 2C2D and a stereo set-

ups. For both experiments, several sizes of final interrogation window size were used to determine the noise 

of both PIV experiments with the suggested procedure. All the estimation were the same even for 

interrogation windows up to 1.6 times bigger showing the robustness of the proposed method. Finally, for 

the stereo case, the noise predicted is in very good agreement with the noise estimated thanks to the common 

region of the two stereo-PIV set-ups composing the 3C2D test case. 

 

1 Introduction  

Particle Image Velocimetry (PIV) is nowadays a reliable tool to study turbulent flows. However for 

turbulent boundary layer (TBL) statistical characterization, hot-wire anemometry is generally preferred 

probably due to larger bandwidth and a smaller noise than PIV. Recently, Willert et al. (2017) have shown 

that high magnification PIV can over-performed hot-wire for obtaining Reynolds stresses profiles in 

turbulent pipe flow up to Reτ = 40000. However, the profiles suffer from PIV random error which 

overestimate by up to 2.5% the streamwise Reynolds stress profile which is partly compensated by the 

filtering effects (Atkinson, et al. 2014). To obtain accurate turbulent intensity profiles from PIV, an 

estimation of both the random noise and filtering effects has to be obtained. For random noise estimation, 

some methods have been proposed for 2D2C set-ups (for example image matching Sciacchitano et al. 

(2013), comparison with a higher dynamical range system, Sciacchitano et al. (2014) among other). When 

two set-ups are used with a common region, Kostas et al. (2015) were also able to estimate the noise even 

for stereo PIV but only in the common region. 

In the present contribution, an alternative method to estimate and remove PIV noise in the Reynolds stresses 

statistics is proposed based on PIV transfer function and 1D spectrum in the continuity of the work proposed 

by Foucaut et al. (2004). 

 

2 PIV transfer function and noise estimation  

Based on the 3D transfer function of PIV given by Atkinson et al. (2014), the 3D energy spectrum 

𝐸(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) obtained by PIV follow equation (1), where 𝐸𝑡𝑟𝑢𝑒 is the true 3D energy spectrum and 𝐸𝑛a 3D 

white noise and where the filtering effects due to the time separation between two frames dt is neglected as 

it corresponds to smaller displacements than the interrogation window size IWx along x, or IWy along y or 

IWz along z (consider here as the light sheet thickness).  
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𝐸(𝑘𝑥, 𝑘𝑦, 𝑘𝑧) = (𝐸𝑡𝑟𝑢𝑒 +  𝐸𝑛). 𝑠𝑖𝑛𝑐2 (
𝑘𝑥.𝐼𝑊𝑥

2
) . 𝑠𝑖𝑛𝑐2 (

𝑘𝑦.𝐼𝑊𝑦

2
) . 𝑠𝑖𝑛𝑐2 (

𝑘𝑧.𝐼𝑊𝑧

2
)  (1) 

 

The 1D PIV energy spectrum 𝐸11
1 in streamwise direction can then be obtained by integrating the 3D 

energy spectrum given by PIV (equation (1)) on all 𝑘𝑦 and 𝑘𝑧 wavenumbers. This leads to equation (2).  

 

𝐸11
1 = ∬ (𝐸𝑡𝑟𝑢𝑒 +  𝐸𝑛). 𝑠𝑖𝑛𝑐2 (

𝑘𝑥.𝐼𝑊𝑥

2
)

𝑘𝑦,𝑘𝑧
. 𝑠𝑖𝑛𝑐2 (

𝑘𝑦.𝐼𝑊𝑦

2
) . 𝑠𝑖𝑛𝑐2 (

𝑘𝑧.𝐼𝑊𝑧

2
) 𝑑𝑘𝑦. 𝑑𝑘𝑧  (2) 

 

Manipulating equation (2) leads to equation (3) where 𝐸11
1

𝑦,𝑧
 is the 1D energy spectrum affected by the 

filtering due to interrogation window size along y and light sheet thickness along z for a streamwise PIV 

plane and 𝐼 =  ∫ 𝑠𝑖𝑛𝑐2(𝑢)𝑑𝑢
+∞

−∞
. The streamwise Reynolds stress 𝑢′2̅̅ ̅̅ ̅ is obtained by integrating equation 

(3) for all 𝑘𝑥 wavenumbers, resulting to equation (4) with 𝑢′2̅̅ ̅̅
𝑡𝑟𝑢𝑒𝑥,𝑦,𝑧

 the noise free variance attenuated by 

the filtering of PIV in the three directions and 𝜎𝑛𝑜𝑖𝑠𝑒 the PIV random noise. 

 

𝐸11
1 = (𝐸11

1
𝑦,𝑧

+  
𝐸𝑛.4.𝐼2

𝐼𝑊𝑦.𝐼𝑊𝑧
) . 𝑠𝑖𝑛𝑐2 (

𝑘𝑥.𝐼𝑊𝑥
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𝑢′2̅̅ ̅̅ =  ∫ 𝐸11
1

𝑦,𝑧
. 𝑠𝑖𝑛𝑐2 (

𝑘𝑥.𝐼𝑊𝑥
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𝑡𝑟𝑢𝑒𝑥,𝑦,𝑧
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Processing all the PIV fields recorded with two different final interrogation window sizes with same 𝐼𝑊𝑥  but 

slightly different 𝐼𝑊𝑦 (i.e. 𝐼𝑊𝑦 and 𝐼𝑊𝑦′ with 𝐼𝑊𝑦′ close to 𝐼𝑊𝑦 so that the filtering can be consider to be 

nearly the same) allows then the estimation of the noise (i.e. the 𝑢′2̅̅ ̅̅  computed on the two sets have the same  

𝑢′2̅̅ ̅̅
𝑡𝑟𝑢𝑒𝑥,𝑦,𝑧

 but differs due to different 𝜎𝑛𝑜𝑖𝑠𝑒
2 ). As equation (4) shows that the PIV noise which 

overestimates the variance is of the form k/𝐼𝑊𝑦 with k a constant (𝑘 =
𝐸𝑛.8.𝐼3

𝐼𝑊𝑥.𝐼𝑊𝑧
 with 𝐼𝑊𝑧 and 𝐼𝑊𝑥 fixed), the 

difference between 𝑢′2̅̅ ̅̅
𝐼𝑊𝑦

 and 𝑢′2̅̅ ̅̅
𝐼𝑊𝑦′ is k. (1/𝐼𝑊𝑦 −  1/𝐼𝑊𝑦′). With this determination of k values, the 

noise profile can be estimated and then subtracted from the variances. The white noise 𝐸𝑛 can also be 

extracted from k and depends only on the experiment characteristics (size of particle images, concentration, 

out-of-plane motion, velocity gradient, etc.).  

 

3 Experimental set-ups for the validation 

For validating the method, two different PIV experiments were carried out in the LMFL boundary layer 

wind tunnel at 6.8 m from wind tunnel entrance and at a free-stream velocity U∞ = 9 m/s. This facility has 

a 20 m long test section fully transparent 2 m wide and 1 m in height which allows the generation and study 

of a thick boundary layer (about 24 cm at the end of the test section) at high Reynolds number. This facility 

is designed for intensive use of optical metrology. In the following, x is the streamwise axis, y the wall 

normal one and z is spanwise. The first experiment is a streamwise wall-normal 2C2D set-up composed of 

a sCMOS camera equipped with a 300 mm lens to obtain a magnification of 0.43 (field of view of 32 mm 

along x and 33 mm along y) at 1.03 m working distance (extension tube of 140 mm). The f# number was 

set at 8 to obtain particle of about 2 px to optimize the accuracy (Foucaut, et al. 2003) and a displacement 

of about 20 px in the upper part of the field of view was selected to obtain good turbulence statistics. Also, 

to be sure of good convergence statistics, 10000 fields were recorded. The light sheet thickness was 0.3 mm. 

Figure 1 gives a picture of the experiments. The images were processing with the modified version of 

MatPIV at LMFL. The analysis was done with a multipass approach ( (Willert et Gharib 1991), (Soria 
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1998)) ending with 24 x 24 interrogation window size (corresponding to 0.36 mm x 0.36 mm or about 8 

wall-units) which was found as good compromise between noise and filtering. Before the final pass, image 

deformation was used to improve the quality of the data ( (Scarano 2002), (Lecordier et Trinité 2004)).  

 

 
Figure 1 : Picture of the 2C2D set-up 

The second experiment was a double stereo PIV systems (3C2D) one on the top of the other and composed 

of four sCMOS cameras equipped with a 135 mm lens at f# 8. The field of view obtained is 26.5 cm in 

streamwise direction and 32 cm in wall normal one in order to obtain the full boundary layer properties 

(magnification of 0.083). The displacement was set at about 13 px at the top of the field of view and 10000 

fields were also recorded to unsure good turbulence statistics. The light sheet thickness was 0.6 mm. The 

reconstruction used is the one proposed by Soloff et al. (1997) and a self-calibration similar to Wieneke 

(2005) was applied. The analysis was done with MatPIV again with a multipass approach. The final 

interrogation window size was 18 x 24 (corresponding to 1.9 mm x 1.9 mm or about 45 wall-units) which 

was found to be a good compromise between noise and filtering. Before the final pass, image deformation 

was also used to improve the quality of the data. Figure 2 shows a picture of the set-up. 

 

Figure 2 : Picture of the 3C2D experiment 

4 Results 
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For the two experiments, several PIV processing were realized with only changing the final interrogation 

window size in wall-normal direction at the final pass. For the 2C2D set-up, data with interrogation windows 

of 24 pixels in streamwise direction and 20, 24, 26 and 32 pixels in wall-normal one were then generated to 

test the proposed method. For the 3C2D one, the data available are 18 pixels in streamwise direction and 

18, 24, 26, 28 and 32 pixels in wall-normal one. For every set, the Reynolds stresses were computed and 

the corresponding profiles were obtained by averaging all the profiles in the streamwise direction supposing 

homogeneity to improve the convergence. From two sets with different interrogation window sizes (𝐼𝑊𝑦 

and 𝐼𝑊𝑦′), the noise on the streamwise Reynolds stress is then computed with the proposed model by 

computed the difference between 𝑢′2̅̅ ̅̅
𝐼𝑊𝑦

 and 𝑢′2̅̅ ̅̅
𝐼𝑊𝑦′. The method shows, if we neglect the difference in 

filtering due to very close interrogation windows, that the obtained difference profile can be modeled 

by k. (
1

𝐼𝑊𝑦
−

1

𝐼𝑊𝑦
′), with k a constant when the interrogation window size in x and z (light sheet thickness) 

are fixed. This allows the computation of the profiles for the parameter k. The noise of 𝑢′2̅̅ ̅̅
𝐼𝑊𝑦

 is then 

obtained by 
k

𝐼𝑊𝑦
 and the streamwise random PIV noise with it square root. Figure 3 shows the streamwise 

PIV noise estimated for both set-ups and for various interrogation window sizes in wall normal direction. 

The good match of every curves demonstrates the validity of the proposed model to estimate PIV noise in 

Reynolds stresses. For the two first points the curves differ probably linked to the proximity of the wall 

which can introduce spurious behaviors due to laser reflection which are not took into account in the present 

method. To also support the method, the estimated noise in Figure 3 b) is compared for the 3C2D case with 

the noise estimation in the common region as proposed by Kostas et al. (2015). The agreement is again very 

good.  

a) b)  

Figure 3: Streamwise PIV noise profile estimated with several IWy’ for a) the 2C2D set-up with 24*24 interrogation 

windows and b) the 3C2D set-up with 18*24 ones. 

Finally, Figure 4 gives the streamwise and wall-normal Reynolds stresses profiles obtained with both set-

ups in wall units with and without noise.  The good agreement at the end of the field of view of the 2C2D 

case with the 3C2D one, especially on the wall-normal component, becomes bad when the noise is removed 

indicating that the noise was compensating the filtering effects (for the 2C2D the interrogation window size 

is 8+ so the filtering is very weak compared to the 45+ of the 3C2D). The proposed method is then necessary 

to avoid these biased conclusions in order to evidence only the filtering effect in the Reynolds stresses 

profiles provided. The noise provided in Figure 3 for both set-ups is of the order of 0.1 pixel which 
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corresponds to good PIV measurements (Foucaut, et al. 2003).  In Figure 4, for 2C2D case, the difference 

is less marked between the raw profiles and the de-noised ones than for the 3C2D set-up. This can be 

explained by the higher dynamics range of the 2C2D set-up where the noise corresponds 0.1 to 0.8 % for 

the streamwise Reynolds stress and 1 to 2.5 % for the wall-normal component, compared to 2 to 4 % (or 

more of course when 𝑢′2̅̅ ̅̅  goes to zero) for the streamwise Reynolds stress of 3C2D case and 4 to 9 % for 

the wall-normal one. The higher relative noise for the wall-normal component is explained by the fact that 

this quantity is about 3-4 times smaller than the streamwise one 𝑢′2̅̅ ̅̅ . This quantity is then difficult to measure 

accurately as it is more sensible to noise and then require more care in noise estimation for judging the data 

quality.  

a) b)  

Figure 4: Reynolds stresses profiles in wall units of both set-ups with and without noise a) streamwise component 

and b) wall-normal one 

5 Conclusion 

A new method to estimate and suppress the PIV random noise in the turbulent intensity profiles is proposed 

based on the PIV transfer function. The method consists in processing the images recorded two times with 

two different interrogation window sizes at the final pass. The proposed method was validated with two 

different PIV experiments, a 2C2D and a stereo ones. For the stereo case, the noise predicted by this new 

procedure is perfectly in agreement with the noise estimated thanks to the common region of the two 3C2D 

set-ups. Now focus will be set when there is a homogenous direction to obtained noise free spectrum and to 

estimate the filtering effect thanks to the PIV transfer function. Also the method have to be tested with very 

small interrogation windows to see if it is robust against spurious vectors so that the effects of filtering can 

be attenuated by the use of small interrogation windows. 
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Abstract

A PTV-based method for estimating high-resolution turbulence statistics is presented, with a focus on
the mean velocity, the mean velocity gradient and the isotropic dissipation rate. The theoretical basis
of the method is derived from Taylor expansions of velocities and the assumptions that particles are
homogeneously seeded and their positions are independent of the flow field. We show that averaging
the Taylor expansion equation after some manipulations leads to many desired statistics. In particular,
the dissipation estimation relies on the fact that the velocity difference between two closely positioned
particles infers the local instantaneous flow strain rate. A PTV simulation using synthetic isotropic tur-
bulence has been performed to validate the method and to understand relevant errors. It is found that
the two key parameters that affect the achievable spatial resolution and the accuracy are the total num-
ber of sampling times and the seeding density. In addition, the errors associated with particle tracking
contribute usually negligible rms fluctuations to the mean velocity and the mean velocity gradient, but
they always appear as a positive bias to the dissipation. With the understanding of the errors, we also
briefly discuss the strategy to reliably extract a desired statistical quantity.This PTV-based method com-
plements the so-called ‘bin-average’ method that has been employed to estimate the mean velocity and
the Reynold stress. It also opens the way to many other hard-to-measure statistics that are important for
understanding and modeling turbulence.

1 Introduction

Dissipation rate is a key statistic for understanding turbulent kinetic energy (TKE) budget, energy cas-
cade and turbulence scaling. The TKE dissipation rate is given by εT = ν〈u′

i , j u′
i , j 〉+ν〈u′

i , j u′
j ,i 〉, wherein

u′
i , j is the derivative of a velocity fluctuation u′

i in the x j direction; ν is the fluid kinematic viscosity. The
first term on the right is the homogeneous isotropic dissipation, while the second term exists only when
the flow exhibits inhomogeneity. Precedent studies on dissipation have been mostly conducted with di-
rect numerical simulation (DNS) data (Spalart, 1988; Donzis et al., 2008) for its superior accuracy and
accessibility. Reliable measurement of dissipation is yet challenging. A common trouble encountered
by virtually any measurement technique that estimates velocity gradients by finite differencing is related
to the optimal grid spacing: dissipation is overestimated when the grid spacing is small enough so that
the random error in the measurement dominates; if one attempt to reduce the relative random error by
increasing the grid spacing, dissipation is underestimated due to unresolved velocity gradient.

In addition to the difficulty in selecting the optimal grid spacing a priori, different measurement
techniques also have their own limitations. Traditional point-wise techniques (hot wire anemometry
and laser Doppler velocimetry) rely on Taylor’s hypothesis to convert temporal derivatives to spatial
derivatives. However, the validity of Taylor’s hypothesis is not always guaranteed (Dahm and Souther-
land, 1997), and the resulting accuracy is questionable. Point-wise techniques also face the difficulty of
obtaining all nine components of the rate-of-strain tensor, with the exception of multi-sensor probes
(Wallace and Vukoslavčević, 2010). PIV allows easy evaluation of spatial derivatives by nature, especially
after decades of efforts in advancing PIV towards a fully 3-D, high-spatial/temporal-resolution and high-
accuracy tool (Adrian, 2005; Westerweel et al., 2013). However, there are very few successful dissipation
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measurements by PIV reported in the literature. Many experimentalists have observed underestimated
dissipation rate due to the insufficient spatial resolution of correlation-based PIV analysis (Sharp and
Adrian, 2001; Tokgoz et al., 2012).

In regard to spatial resolution, particle tracking analysis offers the capability ro resolve a velocity
gradient over a length scale of sub-pixel size (Kähler et al., 2012a). Moreover, the developments in cam-
era and laser technologies, in combination with the advances in particle tracking algorithms (Ohmi and
Li, 2000; Fuchs et al., 2017) and 3-D particle reconstruction algorithms (Wieneke, 2012; Schanz et al.,
2016), enable the performance of PTV to approach or even surpass PIV in many aspects. One promising
example is the capability of PTV to obtain high-resolution turbulence statistics, such as the mean veloc-
ity (Kasagi and Nishino, 1991; Kähler et al., 2012b) and the Reynolds stress (Discetti et al., 2015). This
method has been referred to as the ’bin-average’ method or ’ensemble PTV’. The basic idea is to average
particle velocities inside individual bins over a large number of ensembles to get the statistical estimate
at each bin center. An attractive feature of this method is that the achievable spatial resolution scales
inversely with the total number of sampling times, and thus the spatial resolution can be substantially
enhanced provided a sufficiently large dataset. It also circumvents the irregularity of PTV data that is not
desirable for estimating velocity gradient, vorticity, etc.

In this work, we derive the theoretical basis for the ’bin-average’ method that has been employed
in a somewhat empirical way in the past. Following the same line, we also extend the method to the
estimation of isotropic dissipation rate and mean velocity gradient.

2 Theoretical background

2.1 Mean velocity

Although the validity of estimating the mean velocity by averaging particle velocities inside a subvol-
ume (bin) seems straightforward, the derivation and discussion for the mean velocity provide a more
complete picture in terms of the truncation error, the rms error and the optimal subvolume size.

The problem is to estimate the mean velocity at a prescribed location xxx∗ using velocity estimates
from tracer particles that randomly occur in a small domain around xxx∗. Suppose, at a sampling time t (q),
particle velocity estimates within a cubic domain D centered at xxx∗ are located at xxx(p,q), p = 1, ..., P (q). The

Taylor expansion of the velocity estimate of the p-th particle, u(p,q)
i = ui (xxx(p,q), t (q)), with respect to xxx∗ is

u(p,q)
i = u∗

i +u∗
i ,l (x(p,q)

l −x∗
l )+ 1

2
u∗

i ,mn(x(p,q)
m −x∗

m)(x(p,q)
n −x∗

n )+O (L3) (1)

wherein Einstein notation is used, and the superscript asterisks indicate the quantities are taken at xxx∗.
The time dependences of asterisked variables are omitted for succinctness, and one should infer they
belong to time t (q) in Equation (1) and subsequent equations. We now define a spatial average of a
variable α(p,q) for all xxx(p,q) ∈D at t (q):

≺α(p,q) ÂD≡ 1

P (q)

P (q)∑
p=1

α(p,q). (2)

We also define the long time average for a variable β(q) in its conventional way:

〈β(q)〉T→∞ ≡ lim
Q→∞

1

Q

Q∑
q=1

β(q) (3)

Applying the spatial and time averaging to Equation (1), we eventually obtain

〈≺ u(p,q)
i ÂD〉T→∞ = 〈u∗

i 〉+O (L2) (4)
There are two necessary assumptions used in the derivation of Equation (4). The first one is that flow
variables are independent of spatial variables, so, for instance,

〈u∗
i ,l ≺ x(p,q)

l −x∗
l ÂD〉 = 〈u∗

i ,l 〉〈≺ x(p,q)
l −x∗

l ÂD〉. (5)
The second assumption is homogeneous seeding, so the right hand side of Equation (5) vanishes, and
only the second-order term is left in Equation (4). Equation (4) represents a method to estimate the mean
velocity with second-order accuracy, namely the truncation error is proportional to L2.

Moreover, we can subtract the mean gradient term to achieve faster convergence. In principle, the

first-order term 〈u∗
i ,l ≺ x(p,q)

l −x∗
l ÂD〉 is identically zero when homogeneous seeding is assumed. How-
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ever, in a realistic situation when the time/ensemble average is calculated using finite number of sam-
ples, it becomes a zero-mean term whose rms fluctuation is proportional to 〈u∗

i ,l 〉. Therefore, an im-
proved procedure to estimate the mean velocity is to subtract the mean velocity gradient term before
time/ensemble averaging, i.e.

〈≺ u(p,q)
i −〈u∗

i ,l 〉(x(p,q)
l −x∗

l ) ÂD〉 =〈u∗
i 〉+〈u′∗

i ,l 〉〈≺ x(p,q)
l −x∗

l ÂD〉+O (L2)

=〈u∗
i 〉+O (L2) (6)

2.2 Mean velocity gradient

Following the same line, it will be seen that the mean velocity gradient is also obtainable. Subtracting the

mean velocity 〈u∗
i 〉 from both sides of Equation (1) and multiplying the equation by (x(p,q)

l ′ −x∗
l ′) give

(u(p,q)
i −〈u∗

i 〉)(x(p,q)
l ′ −x∗

l ′) = u′∗
i (x(p,q)

l ′ −x∗
l ′)+u∗

i ,l (x(p,q)
l −x∗

l )(x(p,q)
l ′ −x∗

l ′)+O (L3) (7)
Under the same assumptions as stated for the mean velocity, averaging Equation (7) in space and time
leads to

12

L2 〈≺ (u(p,q)
i −〈u∗

i 〉)(x(p,q)
l ′ −x∗

l ′) ÂD〉T→∞ = 12

L2 〈u′∗
i 〉〈≺ x(p,q)

l ′ −x∗
l ′ ÂD〉+〈u∗

i ,l 〉δl l ′ +O (L2)

= 〈u∗
i ,l ′〉+O (L2) (8)

wherein δl l ′ is the Kronecker delta arising from the identity 〈≺ (x(p,q)
l −x∗

l )(x(p,q)
l ′ −x∗

l ′) ÂD〉 = δl l ′L
2
/

12.
Here xl and xl ′ are also assumed to be independent when l , l ′. Equation (8) represents a method to
estimate the mean velocity gradient with second-order accuracy. The mean velocity is subtracted in
Equation (8) with a consideration of the rms fluctuation similar to that for the mean velocity. It becomes
clear now that the evaluation of the mean velocity and the mean velocity gradient, given in Equation (6)
and (8), respectively, can be implemented reciprocally and iteratively to improve their both accuracies.

2.3 Dissipation rate

We now derive the theoretical basis for estimating the isotropic dissipation rate,
ε= ν〈u′

i ,mu′
i ,m〉 (9)

To have the local instantaneous strain rate, we consider the differential between two simultaneous ve-
locity estimates at xxx(p,q) and xxx(p ′,q). Write Equation (1) for both velocities and calculate their difference:

u(p,q)
i −u(p ′,q)

i −〈u∗
i ,l 〉(x(p,q)

l −x(p ′,q)
l ) = u′∗

i ,l (x(p,q)
l −x(p ′,q)

l )+O (L2). (10)
The mean velocity gradient is subtracted from the above equation to reveal the fluctuating velocity gra-
dient responsible for dissipation. For succinctness, we use G∇u′

i
to denote the left side of Equation (10),

i.e.
G∇u′

i
= u(p,q)

i −u(p ′,q)
i −〈u∗

i ,l 〉(x(p,q)
l −x(p ′,q)

l ) (11)

Squaring Equation (10) and averaging in space and time yield

〈≺G∇u′
i
G∇u′

i
ÂD〉T→∞ = 〈u′∗

i ,mu′∗
i ,n〉〈≺ (x(p,q)

m −x(p ′,q)
m )(x(p,q)

n −x(p ′,q)
n ) ÂD〉+O (L4), (12)

wherein the spatial average of a variable α(p,p ′,q) = α(xxx(p,q),xxx(p ′,q), t (q)) involving two positions in D at
the same time t (q) is defined as

≺α(p,p ′,q) ÂD≡ 2

P (q)
[
P (q) −1

] P (q)∑
p,p ′=1
p<p ′

α(p,p ′,q) (13)

If, for a more general case, we specify the size of D to be L1 ×L2 ×L3, then we have the identity

〈≺ (x(p,q)
m −x(p ′,q)

m )(x(p,q)
n −x(p ′,q)

n ) ÂD〉 = δmnL2
m

/
6. (14)

Thereby, the homogeneous isotropic dissipation is obtained by letting Lm = L:
6

L2 〈≺G∇u′
i
G∇u′

i
ÂD〉T→∞ = 〈u′∗

i ,mu′∗
i ,m〉+O (L2) = ε+O (L2) (15)

Equation (11) and (15) represent a method to estimate the homogeneous isotropic dissipation.
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3 Numerical validation with synthetic turbulence

3.1 Mean velocity and mean velocigy gradient

We validated the method and studied relevant errors using a PTV simulation with synthetic turbulence.
The isotropic synthetic turbulence is generated from the random Fourier model proposed by (Kraich-
nan, 1970). One of the virtues of the random Fourier model is that many turbulence statistics are well
defined, such as the rms velocity, ur ms , the transverse Taylor microscale, λg , and the dissipation rate,
ε= 15νu2

r ms

/
λ2

g . In addition, a mean shear flow in the x-direction is superposed to the turbulence field
to introduce mean velocity gradient. We generated a total of Q = 1e05 independent turbulence fields in
a cubic domain of size 10λg , i.e. x, y, z ∈ [−5λg ,5λg ]. Particles are randomly distributed with a seeding
density C = 0.55 particles per λ3

g cube. 4-pulse particle tracks are calculated for each particle by numeri-
cally solving .

xxxp (t ) =uuu[xxxp (t ), t ] (16)
Three types of error are of our interests in the simulation: (1) rms fluctuation associated with finite time
averaging; (2) PTV bias error arising from particle trajectory interpolation; (3) PTV random error due
to random particle locating noise. To study the effect of PTV random error, particle positions are per-
turbed by Gaussian noise with the locating rms error, (δxp )r ms , ranging from 10−4λg to 10−2λg . This
corresponds to 1.6e-03 to 1.6e-01 voxel with a reconstruction resolution of 64 vox/mm.

Applying the PTV method to the mean velocity, Figure 1 illustrates the relative mean velocity error,
|δ〈u〉|

/
ur ms , as a function of the normalized domain size, L

/
λg . The results from the lowest and the

highest locating noise are shown. It is clear that, at relatively large L, the error is dominated by the
truncation error and decreases as L2. When L reduces to below certain value, the error deviates from the
L2 line and starts to raise and wiggle, which is a direct result from the dominance of the rms fluctuation,
(〈u∗〉T )r ms (〈·〉T denotes a finite time average). It is understood that, when L is very small, the number of
independent velocity fields in which at least one particle is found in D dramatically decreases, resulting
in poor convergence of the mean and the dominance of (〈u∗〉T )r ms . If we assume Poisson distribution
for particle occurrence in a given volume, then the rms fluctuation is given by

(〈u∗〉T )r ms =
{

(u∗
i )r ms

/√
Q, forΛÀ 1

(u∗
i )r ms

/√
QC L3, forΛ¿ 1

(17)

Figure 1: Mean velocity estimation at (x, y, z) =
(0,0,0). The black dashed line indicates the L2

trend; the red dash-dot line is (〈u∗
i 〉T )r ms given

in Equation (17). The green and blue dotted
lines are the rms fluctuations of PTV random
error at two noise levels; the orange dashed line
represents the PTV bias error.

Figure 2: Effects of Q and C on the estimation
accuracy. Displayed is in logarithm scale.
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wherein Λ = C L3 is the averaged number of particles in D. Equation (17) is plotted as the red dash-dot
line in Figure 1, which predicts the simulation result well. With the understanding of the competition
between the truncation error and the rms fluctuation, the optimal L for evaluating the mean velocity
should be taken before the rms fluctuation becomes significant. For the simulation result shown in Fig-
ure 1, Lopt ≈ 2.5λg and the resulting accuracy is |δ〈u〉|

/
ur ms ≈ 2%. It is also evident in Figure 1 that the

PTV random and bias error only contribute rms fluctuations with negligible amplitudes to the mean ve-
locity, even when the locating rms is as high as 0.16 vox ((δxp )r ms = 10−4λg ). This finding should be
generally true in many experiments since nowadays recording highly temporally and spatially resolved
PIV data becomes more realistic than ever before.

Based on the above discussion, it now becomes clear that Q and C are two key parameters affecting
the achievable accuracy and resolution. Their effects are schematically illustrated in Figure 2: increasing
Q lowers the overall rms fluctuation amplitude, and increasing C moves the turning point of (〈u∗

i 〉T )r ms

(Lt p ∼ C−1/3, see Equation (17)) towards small L. Both of them allow using a smaller L to evaluate the
mean velocity, namely improving the accuracy and the spatial resolution. These findings for the mean
velocity estimation also apply to the mean velocity gradient.

3.2 Dissipation rate

Figure 3 presents the estimation of dissipation rate from the simulation. At a lower noise level when the
PTV error is insignificant (Figure 3a), we observe a similar behavior as in the mean velocity estimation:
ε̂ ( [̂·] denotes an estimated quantity) asymptotically approaches the true value until the rms fluctuation
becomes dominant. When the PTV error is considerable, as shown in Figure 3b, it constitutes an always
positive bias error that scales as L−2. This is a consequence of the square operation and the multiplica-
tion by L−2 in the calculation of dissipation (see Equations (12) and (15)). This finding is verified with the
simulation result in Figure 3b – if we subtract the L−2 PTV error, the same asymptote as in the low noise
case is recovered.

The above discussion clearly reveals the importance of reducing PTV error (both bias and random).
On the other hand, when experimental conditions do not allow sufficiently low PTV noise, the under-
standing of the error also suggests a strategy to extract the dissipation rate. In brief, one could use the
data at small L to determine the multiplier before L2, which is an estimate of the PTV error, and sub-
tract the PTV error to obtain the asymptote. The reliability of this strategy relies upon sufficiently large
Q and C to mitigate the influence of the rms fluctuation. Our test with the simulation data showed the
dissipation error is below 2%, which can be further reduced by increasing Q.

(a) (δxp )r ms
/
λg = 1.9e-04 (b) (δxp )r ms

/
λg = 1e-02

Figure 3: Dissipation estimation at different noise levels. The true normalized dissipation, 15, is indi-
cated. The ’PTV error’ line in (b) follows L−2.
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4 Concluding remarks

As PIV approaches its 35th anniversary, numerous efforts have been made to enable PIV to become a
versatile and robust experimental tool for fluid mechanics research. While PIV gained its fame as a ve-
locity field measurement tool, the limitations on spatial resolution compared to point-wise techniques
and on data accessibility and accuracy compared to DNS are well recognized. Thanks to the substantial
development of PTV techniques, this work demonstrates a good chance for PTV to break through the
limitations and become more attractive than ever before.
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Abstract

The effect of porous lamination on zero pressure gradient flow over a flat plate is analysed using experiments
from a separation control perspective. The porous lamination is modeled as an array of cylinders placed
downstream of a backward facing step. The porosity of the lamination, φ, is calculated using the distance
between the cylinders and values of φ = 0.65 and 0.8 are studied at Re = 391, 497 and 803, based on the
characteristic length of the porous lamination and the free stream velocity in the wind tunnel. The temporal
( ·̄ ) and Representative Elementary Volume averaged ( 〈 · 〉 ) values of the flow properties are compared
with those for the flat plate boundary layer flow to comprehend the influence of the porous layer. The flow
dynamics at the fluid-porous interface is investigated with focus on the interfacial slip velocity, Uslip, and its
dependence on φ and Re. The velocity measurements confirmed the existence of a non-zero slip velocity

at the fluid-porous interface, by virtue of the porous lamination. 〈U slip〉 was found to increase with φ and
Re. A passive suction-blowing velocity was also observed at the fluid-porous interface at higher φ and Re,
which resulted in flatter velocity profiles over the porous lamination. Numerical analysis is carried out to
analyse the φ and Re outside the scope of the experimental investigation and provided necessary data to
substantiate the experimental analysis. The presence of the slip wall and the flatter velocity profiles suggest
a stabilization of the flow and indicate separation delay. Hence, we propose the use of porous lamination as
a passive separation control strategy.

1 Introduction

The boundary layer flow over a porous laminated flat plate is investigated using experimental and computa-
tional methods to understand the flow dynamics at the fluid-porous interface. The existence of a slip velocity
at this interface has been demonstrated through laboratory and numerical experiments (Beavers and Joseph,
1967; Brinkman, 1949; Larson and Higdon, 1987; Sangani and Yao, 1988; Tachie et al., 2003; Zhang and
Prosperetti, 2009). However, the relationship of this slip velocity with the porous media or flow parame-
ters is not elucidated. It was observed that an accurate understanding of the influence of the porous media
parameters such as porosity (φ), thickness of the porous layer (h) etc. and the flow Reynolds number on
the slip velocity at the fluid-porous interface is not reported in the available results. Hence, our aim is to
understand the influence of the above parameters on the slip velocity and explore the scope of such porous
laminations in flow separation control.

The problem has been extensively studied using analytical and numerical investigations, few among
them being : Brinkman (1949); Saffman (1971); Taylor (1971); Larson and Higdon (1987); Sahraoui and
Kaviany (1992); Ochoa-Tapia and Whitaker (1995); Zhang and Prosperetti (2009). Beavers and Joseph
(1967) were the first to experimentally confirm the existence of slip velocity at the interface of the porous
medium and the overlying free fluid layer. They conducted experiments using commercially available metal
foams lined on one side of a rectangular channel and measured the flow rates inside the porous layer and in
the free fluid layer at different pressure gradients across the channel. They proposed an ad-hoc boundary
condition based on the intuition that the velocity gradient at the fluid-porous interface is proportional to the
slip velocity, as

∂u

∂y

∣

∣

∣

∣

y=0

=
α
√

κ
(Uslip – UD) (1)

where, α is a slip parameter, κ is the permeability of the porous medium, Uslip is the slip velocity at the
fluid-porous interface and UD is the Darcy velocity inside the porous medium. Their data was consistent with
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(a) (b)

Figure 1: Illustration of the flow over the porous laminated flat plate with the slip velocity at the fluid-porous
interface marked as, Uslip; (a) schematic of actual porous lamination, (b) porous lamination modeled as array
of cylinders.

the proposed boundary condition, Eqn. 1, but the value of α or its relationship with the porous parameters
could not be determined. Beavers and Joseph (1967) suggested the randomness in the structure of the porous
samples for the elusive definition of α and concluded that α is dependent solely on the structure of the porous
medium. This motivated the modeling of porous media using simple in-line or staggered arrays of cylinders
or rods of varying cross-sections and diameters as verified by the large number of later works (Saffman,
1971; Taylor, 1971; Larson and Higdon, 1987; Sangani and Yao, 1988; Sahraoui and Kaviany, 1992; Koch
and Ladd, 1997; James and Davis, 2001; Tachie et al., 2003; Agelinchaab et al., 2006; Zhang and Prosperetti,
2009; Arthur et al., 2009).

The slip velocity at the fluid-porous interface is commonly modeled by adapting the boundary conditions
to match the exterior free fluid flow (Beavers and Joseph, 1967; Saffman, 1971; Taylor, 1971; Larson and
Higdon, 1987), or by the addition of stress equivalent terms in Darcy’s law (Darcy, 1856) to match the
order with that of Navier-Stokes equations (Brinkman, 1949; Sahraoui and Kaviany, 1992; Ochoa-Tapia and
Whitaker, 1995). These two approaches are generally used in numerical and analytical investigations, which
are found in abundance in literature. The experimental examination to infer the nature of the slip velocity
has gained momentum in recent years with the advancement of optical measuring techniques. Gupte and
Advani (1997) measured the local velocity profiles in a channel with a porous wall on one side, formed
from strands of glass woven in random fashion, using Laser Doppler Anemometer (LDA) and confirmed
the dependence of α on the porosity and microstructure of the porous medium, as reported by Beavers and
Joseph (1967). Tachie et al. (2003) reported a decrease in slip velocity with decrease in porosity through
PIV measurements at the fluid-porous interface on a Couette flow setup. They also found that the shape
of the rods and the thickness of the porous layer had minimal influence on the slip velocity. A similar
investigation by Agelinchaab et al. (2006) on a Poiseuille flow setup at low Re and 0.5 < φ < 0.9 confirmed
the dependence of the slip velocity on the porosity, spacing between the rods and the filling fraction of the
channel. In the same setup, Arthur et al. (2009) reported non-uniform velocity profiles for φ > 0.9 due to
greater flow interaction between the flow inside the porous layer and the overlying fluid layer. The PIV
measurements of Goharzadeh et al. (2005), on a bed of mono-sized spheres, found that the gradient of slip
velocity at the fluid-porous interface was a function of Re.

Almost all of the available results are for high φ (φ& 0.8) and low Re flows and are conducted on internal
flows, whose results cannot be extrapolated to exterior flows due to the bounding wall boundary condition.
In the present study, we conduct wind tunnel experiments to understand the relationship between the porous
media parameters and the slip velocity in an exterior flow which constitutes majority of the fluid dynamic
applications. We also carry out numerical simulations to investigate a larger range of φ and Re to substantiate
our experimental analysis. The experimental and numerical methodologies are discussed in Sec. 2 and the
key results are discussed in Sec. 3. We conclude and discuss the open questions in the conclusion.

2 Methodology

The reconstruction of porous media from its parameters such as porosity, permeability, inherent structural
randomness etc. poses many challenges and hence, porous models are usually designed as square or stag-
gered arrays of rods for both experimental and numerical analyses, as mentioned in Sec. 1. Figure 1 illus-
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(a) (b)

Figure 2: The experiment model of the porous laminated flat plate. (a) The 3D CAD model and, (b) the
fabricated model.
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Figure 3: The velocity measurements for φ = 0.8 at Re = 391 : (a) The time series velocity signal measured
by the LDV at the fluid-porous interface which shows the unsteady characteristic of the slip velocity at this
Re. The unsteadiness increases with higher Re and φ. (b) The Uslip measured along the fluid-porous interface
which has the spatial signature.

trates the predicted flow over the porous lamination and the modeling of this flow over the array of cylinders,
with the slip velocity over the porous lamination marked in Fig. 1(a) and 1(b). The porosity of such models

are calculated as φ = 1− (πD2/4)/S2, where the dimensions are as marked in Fig. 1(b). In the present study,
the porous lamination is laid using a square array of 1586 circular rods of uniform diameter of 2 mm, placed
transverse to the flow in the span-wise direction, as shown in Fig. 2(a) and 2(b). Figure 2(a) is the 3D model
of the porous laminated flat plate, showing the reference axis of the problem and Fig. 2(b) shows the exper-
iment model after fabrication. Only two models with porosities 0.65 and 0.8 were chosen for experiments
due to difficulty in fabrication of models with lower porosity values.

The experiments are conducted in an open-loop, suction type, low noise wind tunnel with test section
size of 0.5× 0.5× 2 m. The speed range of the tunnel is 0− 30 m/s. A one component Laser Doppler
Velocimeter (1D LDV) probe is used for the velocity measurements due to its non-intrusive characteristics.
The LDV measures the velocity at a single point in the flow field as a time series signal, as shown in Fig. 3(a),
which is time averaged using appropriate averaging window. The lowest Re that can be investigated in the
present setup is found to be Re ∼ 391, based on the characteristic length of the porous model and the
lowest velocity of the wind tunnel. The geometric structure of the porous lamination, moreover, introduces
its spatial signature on the flow properties at the fluid-porous interface, as shown in Fig. 3(b). A spatial
averaging of the flow properties, thus, becomes a necessity and an equivalent control volume known as
the Representative Elementary Volume (REV ) needs to be defined for a continuum analysis to be valid
(Whitaker, 1966, 1985, 1999). The extensive exercise to determine the REV valid for the present study is
explained in detail in Nair et al. (2018). We represent temporally averaged quantities with an over-line ( ·̄ )
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and REV -averaged quantities with angle brackets ( 〈· 〉 ). The local and REV -averaged velocity profiles are
measured for Re = 391, 497 and 803.

The porosity and Re outside the scope of our experiments are analysed computationally to understand
the nature of Uslip over a wider range of Re for different φ. The porosity values ranging from φ = 0.4 to 0.9
are chosen as only high porosity values were found in the available literature. The problem is numerically
analysed for Reynolds numbers of 25, 50, 75, 100, 150, 200, 250, 300, 500 and 1000, where Reynolds
number is defined as, Re = U0D/ν, where U0 is the free-stream velocity, D is the diameter of the cylinders
and ν is the kinematic viscosity. The computations are done using a hybrid Finite Element Method – Finite
Volume Method (FEM-FVM) solver which solves the two-dimensional Navier-Stokes and continuity equa-
tions, details of the solver can be found in Kumar et al. (2016). The computational results are validated with
the experiment results as no data is available in the literature for validation, which is discussed in Sec. 3.

3 Results and Discussion

We investigate the two-dimensional flow over a porous laminated flat plate with the aim of exploring the
scope of porous laminations for separation control. The temporal and REV -averaged u-velocity profiles are
plotted in Fig. 4(a), which clearly shows a significant non-zero slip velocity at the fluid-porous interface,
thereby confirming the generation of a slip wall at the interface due to the porous lamination. The increasing
nature of Uslip with φ can be clearly seen from the zoomed profiles in the inset of Fig. 4(a). An increase
in porosity implies an increase in the gap between the cylinders and the fluid permeation into the porous
layer increases through these wider gaps. This results in a rise in the tangential velocity at the fluid-porous

interface, Uslip, to satisfy the continuity criterion. The plot of 〈U slip〉 with Re in Fig. 4(b) shows that at the

experimentally examined φ and Re, 〈U slip〉 has a weak dependence on Re.

0 0.5 1

<  u  >

0

0.5

1

1.5

y

Blasius
profile

φ = 0.65;

Re = 391.58

φ = 0.65;

Re = 497.45

φ = 0.65;

Re = 803.57

φ = 0.8;

Re = 391.58

φ = 0.8;

Re = 497.45

φ = 0.8;

Re = 803.57

0 0.1 0.2
-0.05

0

0.05

free fluid

porous region

(a)

300 600 900

Re

0.05

0.1

0.15

0.2

<U
slip

>

φ = 0.65

φ = 0.8

(b)

Figure 4: The velocity measurements for φ = 0.65 & 0.8 at Re = 391, 497 & 803. (a) The temporal
and REV -averaged u-velocity profiles show a non-zero slip velocity at the fluid porous interface, which is
marked with the dashed line. The zoomed view near the fluid-porous interface is shown in the inset. (b) The

variation of 〈U slip〉 with Re shows that 〈U slip〉 has a weak dependence on Re at these φ & Re.

Figure 5 shows the comparison of the experimental and numerical data for the variation of 〈U slip〉 with
Re, which confirms the weak dependence at higher φ and Re. It is presumed that at higher porosities, the
effect of wider gap between the cylinders has a dominant influence on the flow dynamics at the fluid-porous

interface than the increase in Re, which results in the weak dependence of Re on 〈U slip〉. Figure 5 also
validates the numerical results with the experiment data showing similar trend, though there is a differ-
ence in the numerical values. The difference in values is attributed to the artifacts of the 3D nature of the
experiments, minute surface imperfections in the experiment models etc. It has also been found that the
vertical velocity at the fluid-porous interface alternated signs along the streamwise direction, resulting in an
alternating passive suction-blowing phenomenon at the interface. This is the reason for the flatter velocity
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Figure 5: The comparison of experiment data with numerical results for the cases studied. The error bars
represent measurement uncertainty at 95% confidence level. The variation in values is attributed to the 3D
nature of the experiments, surface roughness of the rods etc..

profiles seen in Fig. 4(a), as suction effect is known to flatten the velocity profiles (Schlichting and Gersten,
2000). Further analysis of the numerical results revealed that the shear stress and pressure gradient along the
interface promotes separation delay, which is analysed in detail in Nair et al. (2018). The existence of the
slip wall along the fluid-porous interface and the flatter velocity profiles indicate that the porous lamination
helps delay flow separation. This suggests the feasibility of porous laminations of high porosity (φ > 0.9)
for passive separation control.

4 Conclusion

The nature of the slip velocity at the fluid-porous interface had not been examined experimentally though
a vast body of literature is available on its analytical and numerical investigations. The motivation for this
study is the absence of the knowledge of flow physics at the fluid-porous interface, which could enhance
the scope of porous laminations as a passive flow control technique. We conduct wind tunnel experiments
to investigate the two-dimensional flow past a porous laminated flat plate with porosities 0.65 and 0.8 at
Re = 391, 497 and 803 and measure the velocities at the fluid-porous interface using a 1D LDV. Numerical
analysis is done for 0.4 < φ < 0.9 and 25 < Re < 1000 to support the experimental analysis. We confirm the
existence of a significant Uslip at the fluid-porous interface, which is a function of φ and Re. The Uslip shows
unsteady and non-uniform characteristics at the experimentally investigated Re, which has been confirmed
by the numerical results. An alternating passive suction-blowing phenomenon is, moreover, seen at the fluid-
porous interface at higher φ and Re, which flattens the velocity profiles over the porous laminated regions.
The presence of the slip wall and the flatter velocity profiles over the porous lamination are indications of
separation delay. We, therefore, propose that a porous lamination with φ> 0.9 could be effective as a passive
separation control technique at higher Re for external flows.
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Abstract
In this investigation, the influence of well known tripping devices on a zero pressure gradient (ZPG) com-
pressible turbulent boundary layer at a supersonic Mach number is considered. Measurements are performed
on a flat plate model with a sharp leading-edge in the Trisonic Wind Tunnel Munich (TWM) at Ma = 2.0
and friction Reynolds number in the range Reτ = 5000−6000. Velocity fields are recorded using stereo-
scopic particle image velocimetry in the wall-normal spanwise (yz) plane. The location of the transition
line with and without tripping was estimated using oil-film visualization. It was demonstrated that zag tape,
dot pattern, and solid stripes generate specific coherent vortex patterns in the near wall flow field but they
seem to have little measurable effect on the mean velocity profile and boundary layer thickness. However,
the streamwise and wall normal Reynolds stress components appear influenced by these devices in the outer
field due to the near wall disturbances in the wake of the tripping devices.

1 Introduction
Transitional devices at the leading edge of aerodynamic surface are commonly used to ensure laminar/turbulent
transition or to fix the transition location. However, these devices can produce unwanted flow features such
as longitudinal vortices or blockage that can influence coherent flow structures in turbulent boundary layer
and condition the results of a measurement if an inadequate transition or perturbation is selected (Hutchins,
2012).

The influence of tripping devices on a developing flat plat turbulent boundary layer was recently studied
experimentally at large Reynolds numbers (Reθ = 7200−34900) by Marusic et al. (2015). They tested
sandpaper, and two different diameter threaded rods. Marusic et al. (2015) conclude that the devices produce
measurable effects in the mean flow, Reynolds stress, and spectra. For the over-tripped case the effects could
persist to 2000 trip heights. Furthermore, even for more moderate tripping, the emergence of an artificial
outer peak in the spectra at lower Reynolds numbers than expected was observed. Consistent with the
aformentioned study, Rodrı́guez-López et al. (2016) tested cylindrical and saw shaped disturbances in order
to greatly thicken the boundary layer and thereby increase the Reynolds number. While these devices were
successful in thickening the boundary layer, depending on the blockage ratio of the tripping configuration,
non-canonical boundary layers were generated even after long distances downstream (100-150 trip heights)
from the tripping device.

The influence of commonly used zig-zag tape was investigate experimentally at low Reynolds number
by Elsinga and Westerweel (2012). The results reveal the presence of undulating voritices downstream
of the trip and where shown to have a signature in coherent structures up to 28 boundary layer thickness
downstream. Extending to larger Reynolds numbers, Sanmiguel Vila et al. (2017) tested various V and
zig-zag like tripping devices on a ZPG turbulent boundary layer (up to Reθ = 4000). They show that even
weak tripping can lead to deviations in the mean velocity field and strong trips produce amplified secondary
velocity fluctuations in the outer region.

Much less examined is the effect of tripping devices on supersonic turbulent boundary layers. To fill the
gap, the purpose of the experiment presented herein is to study the effect of tripping devices on supersonic
flow where the boundary layer is often very thin and thickening by means of transition device is beneficial
from an experimental point of view in order to resolve the flow better.
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2 Experiment Description

2.1 Trisonic Wind Tunnel Munich
The Trisonic Wind Tunnel Munich (TWM) is a blow-down type wind tunnel with a 300 mm × 675 mm
(w × h) test section. A two-through system consisting of an adjustable Laval nozzle and an adjustable
diffuser allows for a stable operating Mach number range from 0.2 to 3.0. The stagnation pressure is con-
trolled by a pressure regulation value and is adjustable between p0 = 1.2bar and 5.0bar. This allows to
set the Reynolds number independently of the Mach number. The corresponding Reynolds number range
is (4−80)× 106 m−1. Reynolds number and Mach number can be varied during the wind tunnel run. The
facility has two holding tanks that can be pressurized up to 20 bar above ambient pressure, with each tank
holding a volume of 178 m3 of air. This amount of air is sufficient for run times in the order of 100 seconds
for the cases discussed below. The wind tunnel’s test section is enclosed by a plenum chamber and also
has the ability to apply boundary layer suction at both the vertical and the horizontal walls independently.
Figure 1 gives an overview of the wind tunnel.

Control 

Valve 

Settling 

Chamber Laval 

Nozzle 

Test 

Section 

Exhaust 

Tower 

Diffusor 

Holding 

Tanks 

Compressors 

Figure 1: Trisonic Wind Tunnel Munich overview.

2.2 Flat Plate Boundary Layer Model and Tripping Devices
A flat plate boundary layer model was mounted in the test section of the TWM for this investigation. A
sketch of the model and coordinate system is shown in Figure 2(a). The overall length of the model in
the streamwise direction is 750 mm, resulting in a turbulent boundary layer thickness of around 4−5 mm
at the measurement location 375 mm downstream of the leading edge. The leading-edge of the plate was
sharpened to ensure that an attached shock forms on the leading-edge during supersonic inflow conditions.
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Figure 2: (a) Flat plate model used for investigation. (b) Tripping devices used, all with thickness 60µm.

Several tripping designs where tested in this investigation, which are representative of commonly used
devices throughout associated literature. The details of the zig-zag, distributed dots, and single stripe trip-
ping devices are shown in Figure 2(b). The tripping devices were custom printed on double sided tape so
that they can be easily applied and removed from the flat plate boundary layer model. The laminar bound-
ary layer thickness was estimated from the Blasius solution making the 60µm thick tripping devices round
0.5−0.7δ99L.

3 Oil Film Visualization
Oil film techniques were used to visualize the influence of the tripping devices on the transition process in
the near field. This technique it was possible to estimate the natural transition location and the footprint of
the wake, on the wall for the three transition devices described in figure 2(b).

A film of an oil mixture, consisting of petroleum oil, linseed oil, Oleic acid and TiO2 particles, was
applied to the plate in a homogeneous manner by using a industrial paint sprayer device before each wind
tunnel run. The plate surface was black anodized Aluminum which allowed for better contrast. The oil film
streaks then were captured with two side by side cameras, creating a field of view that spans the entire test
section width. The plate was illuminated with a white LED diffuse light source in order to create sufficient
contrast.
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Figure 3: Stitched side by side images of oil film visualization at Ma = 2.0 for (a) Clean (b) Dots (c) zig-zag tape and
(d) rectangular strip. Flow direction is from the top to bottom (x-direction).

Oil streak patterns at Ma = 2 for the clean, dots, zig-zag, and stripe cases are shown on figure 3(a-d),
respectively. The field of view shown here is created by stitching together both cameras so that the full
width (spanwise direction) of the test section becomes visible. From the clean case, figure 3(a), the natural,
i.e. unforced, transition location can be estimated by observing the transition wedge pattern near the leading
edge. Transition wedges can only be observed where the flow is still laminar. Therefore, the transition
location appears to be between 25 and 30 mm downstream of the leading-edge.

Keeping this in mind, transition devices were placed at different streamwise locations, before, at, and
after the transition location that was observed in the clean case. The oil streaks for these cases are shown in
figure 3(b-d). For each transition device, a long wake downstream of the tripping devices is present, even if
the tripping device is placed after the natural transition location. Especially for the dots and zig-zag patterns
this wake indicates the existence of high coherent counter rotating streamwise vorticies that persist over the
full field of view. Furthermore, it can be seen that the coherent vortex pattern is always generated no matter
which location the tripping was placed. Therefore, the tripping configuration for the following analysis
consists of one straight line of tripping across the entire spanwise direction of the plate, 30 mm downstream
of the leading-edge.

4 Stereo Particle Image Velocimetry
In order to examine if the coherent vortices/wakes influence the statistical properties of turbulent bound-
ary layer much further downstream of the leading edge, beyond thickening the boundary layer, quantitative
measurements by means of particle image velocimetry were performed. Stereo particle image velocimetry
(SPIV) measurements were performed in a yz-plane (wall-normal spanwise) approximately 375 mm down-
stream of the leading-edge or 6250 tripping step heights. In this case the out-of-plane component is the
streamwise direction. This SPIV orientation was selected in order to observe the height and spacing of ve-
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locity structures in the wall-normal and spanwise directions while at the same time recording information
about the streamwise velocity component.

In order to perform quantitative flow visualization, a global seeding system introduced tracer particles
upstream of the test section. DEHS oil particles are produced by a conventional impactor seeding generator
that creates particles with an approximately 1 µm mean diameter. The tracer particles in the test section
were illuminated in a spanwise-wall normal plane by a double pulse laser system (Evergreen Quantel) with
maximum pulse energy of 200 mJ at 15 Hz and 532 µm wavelength. The light sheet thickness was around
1−2 mm.

Particle images were recorded on two 5.5MP CMOS cameras (Imager sCMOS, PCO GmbH, LaVision).
Using 100 mm/f2.8 Zeiss objectives and Scheimpflug mounts, the resulting scaling in the center of the
FOV was ∼12.9 µm/pix. By dividing the pixel pitch of the sCMOS camera (6.5 µm/pix) the resulting
magnification in the center of the FOV was M = 0.5, corresponding to a field of view of 25 × 53 mm2. The
associated imaging parameters are listed in Table 1.

Table 1: Imaging parameters for Stereo PIV

Parameter Stereo-PIV
recording rate f [Hz] 15
scaling factor m [µm/pix] 12.9
magnification M 0.5
field of view, (FOV) y,z [mm2] 53×23
Number of samples 1000

Three-component vector fields were calculated by reconstructing the stereo images and using standard
multi-pass PIV algorithm including iterative image deformation and Gaussian window weighting. Care is
taken to filter outliers and remove spurious vectors. Finally for the mean profiles, a histogram of the velocity
fluctuations was computed for each wall normal position and fit with a Gaussian function to ensure the final
mean value is not biased by remaining outliers.

4.1 Mean Velocity Profiles
Streamwise mean velocity profiles were calculated and fit using the classical ”Law of the Wall” plus the
Coles wake correction shown in equation (1). In this case the values κ and C were set to 0.41 and 5.2
respectively.

u =
1
κ

log
(uτy

ν

)
+C+

2Π

κ
sin2

(
π

2
y
δc

)
(1)

Since the near wall region was not resolved in this measurement the near wall parameters such as uτ are
calculated from fitting the data to equation 1. The wall position was determined with sub-pixel resolution
by iteratively shifting the y-position of the velocity profile and selecting the shift that best match the profile
to equation 1. The resulting mean streamwise velocity profiles are shown in figure 4 for the clean, dots, zig-
zag, and stripe tripping case. The boundary layer parameters calculated from these profiles are summarized
in table 2. Looking at the mean velocity profile, it appears that boundary layer parameters do not change
significantly between tripping and the clean case.
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Figure 4: Mean streamwise velocity profiles at Ma = 2.0 for (a) Clean (b) Dots (c) Zig-zag (d) Stripe cases. Vector
fields generated from 24 by 24 pixel2 PIV windows.

Table 2: Boundary Layer Parameters for Ma = 2.0 p0 = 2.2 bar

Parameter Clean Dots Zig-zag Stripe
δ99 [mm] 4.31 4.32 4.37 4.27
δc [mm] 4.41 4.34 4.46 4.90
uτ [m/s] 17.0 17.2 17.6 18.0
Reθ [−] 17021 16511 17821 16582
Reτ [−] 5067 5040 5312 5965

4.2 Reynolds Stresses
While the mean streamwise velocity profiles shown in figure 4 appear to show little difference between clean
and tripping cases it is important to also look at the fluctuation fields. In figure 5 the streamwise 〈u′u′〉 and
wall-normal 〈v′v′〉 stresses are shown for the clean and all of the tripping cases. The stresses are normalized
with u2

τ and both inner and out wall normal scaling are shown on the top and bottom horizontal axis, i.e. y+

and y/δ99. All values were calculated with 24 by 24 pixel2 interrogation window.
Consistent with previous studies for incompressible flow a broadening of the Reynolds stresses appears

when using tripping devices. In figure 5(a) the 〈u′u′〉 stresses for the tripped cases are larger in the outer
region. Furthermore, the shape of the stripe profile (green) appears the most different. The zig-zag tape,
which is expected to produce streamwise oriented vortices, seems to increase the 〈u′u′〉 and 〈v′v′〉 values as
well. It should be mentioned that the Reynolds stresses plotted in figure 5 do not all converge to the same
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value once δ is reached. This could be for several reasons including measurement errors and lack of spatial
resolution. However, in the blow down facility that the measurements have been conducted, the turbulence
intensity is around 0.75% (Scharnowski et al., 2018) for the Mach number tested. This is much larger than
conventional wind tunnels and could as well contribute to the discrepancy in the fluctuations recorded in the
freestream.
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Figure 5: Ma = 2.0 Reynolds Stresses for (a) 〈u′u′〉 (b) 〈v′v′〉 for all tripping cases. Vector fields generated from 24 by
24 pixel2 PIV windows. Both inner and out wall normal scaling are shown on the top and bottom horizontal axis, i.e.
y+ and y/δ99.

5 Conclusion
A compressible Ma = 2.0 turbulent boundary layer at high Reynolds numbers was investigated with oil flow
visualization and SPIV measurements to determine the influence of commonly used leading-edge tripping
devices on the boundary layer mean velocity field and Reynolds stresses. Along with the clean case, tripping
devices consisting of spherical dots, zig-zag tape, and solid stripe were considered. The trip height was
selected so that the boundary layer was minimally or at most moderately tripped.

It was observed in all tripping cases that long wake persists along the surface of the plate, and it must be
expected that they influence the near wall flow features. For both the dots and zig-zag patterns, wake patters
evident of strong longitudinal voritices were present. However, the tripping’s influence on the outer region
of the boundary layer is negligible as demonstrated by stereo particle image velocimetry measurements in
a spanwise wall normal plane approximately 6250 trip heights downstream from the leading-edge. At this
location the wall-normal streamwise velocity profile did not indicate any large difference between the clean
and tripped cases. Most notable, the boundary layer thickness did not change.

However, the Reynolds stresses profiles show some spreading between the clean and tripped cases even
in the outer region of the boundary layer. The zig-zag and stripe tape produced the most difference between
the clean case for both 〈u′u′〉 and 〈v′v′〉. However an open question remains as to why the freestream
fluctuations do not converge in the freestream for all the tripping cases tested. Disturbances due to the
small tripping devices that propagate towards in the freestream region, causing slightly enhanced velocity
fluctuations is one possible explanation. However, measurement uncertainty and the wind tunnel turbulence
level also play a role. Nerveless, this the Reynolds stress levels suggest that there is some extra turbulent
energy in the outer region of the boundary layer induced by the tripping devices, even several thousand
trip heights downstream. This is important because it shows that small near wall disturbances can alter the
turbulent flow structures in the outer region.
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well-behaved turbulent boundary layers. J Fluid Mech 822:109138

Scharnowski S, Bross M, and Kähler CJ (2018) Estimating wind tunnel turbulence level by means of
PIV/PTV . in Fachtagung Experimentelle Strömungsmechanik, Sept. 4-6, Rostock, Germany
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Abstract 
The modifications of scale interaction in a turbulent boundary layer perturbed by a wall-mounted circular 
cylinder were observed, by hot-wire measurements executed downstream of the cylindrical element. The 
streamwise fluctuating signals were decomposed into large-, small- and dissipative-scale signatures by 
corresponding cutoff filters. The scale interaction under the cylindrical perturbation were elaborated, by 
comparing the small- and dissipative-scale amplitude/frequency modulation effects downstream of the 
cylinder element with the results observed in unperturbed case. It was obtained that the large-scale 
fluctuations perform a stronger amplitude modulation on both the small and dissipative scales in the near-
wall region. At the wall-normal positions of the cylinder height, the small-scale amplitude modulation 
coefficients are redistributed by cylinder wake. The similar observation was noted in small-scale frequency 
modulation, however, the dissipative-scale frequency modulation seems to be independent of the cylindrical 
perturbation. The phase-relationship observation indicated that the cylindrical perturbation shortens the time 
shifts between both the small- and dissipative-scale variations (amplitude and frequency) and large-scale 
fluctuations.  
 
1 Introduction  

Advances in particle image velocimetry (PIV) and direct numerical simulation (DNS), most researchers 
have paid more attentions to the outer layer region of turbulent boundary layer flows where the large-scale 
scale structures dominate, rather than the near-wall region. The large-scale structures are characterized as 
uniform momentum zones (UMZs) by presenting relatively coherent streamwise velocity, which are 
demarcated by thin shear interfaces clustered by a large proportion of vorticity (Adrian et al. 2000). A 
conceptual framework to combine the UMZs and high shear regions was proposed as hairpin vortex packets 
developed by Adrian et al. (Adrian, et al. 2000). Furthermore, the streamwise-stretched low- and high-speed 
regions alternatively occur in the spanwise direction, and the low-speed regions were explained as the zones 
between the legs of aligned packets of hairpin vortices (Tomkins and Adrian 2003). The low-speed regions 
extend several boundary layer thicknesses in the streamwise direction, and the formation was regarded as 
the streamwise alignment of hairpin packets (Zhou et al. 1999). To observe these “meandering” large-scale 
structures, Hutchins and Marusic (Hutchins and Marusic 2007) found that they extend over 20 δ in length 
(where δ is the boundary layer thickness) in high Reynolds number case, and the energy content of these 
very large-scale structures (termed as “superstructures”) increases with Reynolds number. 
More importantly, as these very large-scale structures perform an amplitude modulation on the near-wall 
cycle, it attracted many studies to quantify the amplitude modulation (AM) effect (Mathis et al. 2009). Even 
though Schlatter and Örlü (Schlatter and Örlü 2010) demonstrated that AM correlation coefficient may not 
be an independent tool to quantify the AM effect, they did believe that there exists scale interaction between 
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large and small scales in turbulent boundary layer flows, and the scale interaction effect has been supported 
by numerous following studies (Baars et al. 2015, Ganapathisubramani et al. 2012). On the other hand, the 
observation of frequency modulation (FM) has also been achieved by both discrete technique 
(Ganapathisubramani, et al. 2012) and continuous analysis (Baars et al. 2017, Baars, et al. 2015).  
Furthermore, the phase relationship between the large-scale fluctuations and small-scale 
amplitude/frequency realizations has been investigated (Chung and McKeon 2010). Baars et al. (Baars, et 
al. 2017, Baars, et al. 2015) further presented a conceptual mechanism of the scale interaction and 
arrangement in the turbulent boundary layer, which could be described from three regimes. In the near-wall 
region, a quasi-steady response of the near-wall cycle to large-scale changes in the outer flow was raised, 
and it was further proved as a “Quasi-Steady, Quasi Homogenous (QSQH)” response (Zhang and 
Chernyshenko 2016). In the intermittent region, owing to the turbulent/non-turbulent zone intermittency, a 
reversed scale-interaction phenomenon was observed in contrast to the near-wall region. Moreover, at the 
centre of the log layer, the conditionally averaging results indicated that the largest fluctuations in the small-
scale turbulence are aligned with the internal shear layers along the inclined back of low speed motions.  
From the above, it can be seen that the large-scale structures are the key ingredient, and perform as the 
determinant in the scale interaction and arrangement of the turbulent boundary layer. In other words, altering 
large-scale structures could offer an opportunity to modify the interaction of the large- and small-scale 
motions, and probably provide a potential approach to change the near-wall cycle and achieve the drag 
reduction. In the previous investigations, roughness element has been imposed in the turbulent boundary 
layer, which were meant to modify the large-scale structures (Pathikonda and Christensen 2014, Tang et al. 
2016, Tang et al. 2017, Wang et al. 2018). Following the previous investigations, the current study continues 
exploring the scales interaction in the turbulent boundary layer flow under the perturbation of a wall-
mounted cylindrical element.  
 
2 Experimental set-up 

Experiments were conducted in a closed-circuit wind tunnel. The test section of the tunnel was 2.0 m×0.6 
m ×0.8 m (length×height×width), and a boundary-layer plate was vertically fastened at the test section. 
Zero-pressure-gradient conditions were achieved by adjusting the inclination angle of the experimental plate. 
A trip wire of 2mm height and a 240-grit sandpaper trip band were utilized to accelerate the development 
of the fully-developed turbulent boundary layer. The freestream velocity was 9.0 m/s, and a turbulent 
boundary layer was developed with a thickness of 38 mm. The Reynolds number was Re# = 980. Previous 
study provides a more detailed description of this facility and flow conditions (Tang and Jiang 2018, Tang, 
et al. 2016).  
Hot-wire measurements were carried out in the turbulent boundary layer. A miniature single sensor 
boundary layer probe (TSI-1621A-T1.5) was used with a constant temperature anemometer system of IFA-
300 operating at an overheat ratio of 1.7. The tungsten hot wire has the sensitive length of 1.25 mm (the 
viscous scaled length of 𝑙) = 𝑙𝑢# 𝜈 = 32.6) and the diameter of 4 µm, corresponding to a length-to-
diameter ratio (𝑙 𝑑) more than 200. Calibration was employed by Air Velocity Calibrator over a velocity 
range of 0 to 18m/s. The hot-wire probe was translated to all the measurement locations by using a computer-
controlled translation stage. The sampling frequency and low-pass filter settings were 𝑓 = 20k  Hz 
and	𝑓45 = 10k Hz, respectively. The non-dimensional sample interval was Δ𝑡) = 0.51 (∆𝑡) = ∆𝑡𝑢#; 𝜈, 
where∆𝑡 = 1 𝑓), to ensure that the smallest scales were adequately resolved (Hutchins et al. 2009, Mathis, 
et al. 2009). The sample length of 52.4 seconds of the velocity samples were recorded at each measurement 
point, which includes 12850 boundary-layer turnover time.  
As the benchmark for comparison, unperturbed TBL-flow measurement was performed at the streamwise 
location of 𝑥 = 1.35m downstream of the leading edge, where the turbulent boundary layer was fully 
developed. This streamwise location was set as the reference position to mount the cylindrical element. As 
the experimental sketch shown in Fig. 1, the cylindrical element has a height of 𝐻 = 7mm (𝐻 𝛿 = 0.19, 
𝐻) = 180) and a diameter of 𝑑 = 12mm (𝑑 𝛿 ≈ 0.32). The present cylindrical element has a low aspect 
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ratio of AR=0.58. The coordinates x, y and z refer to the streamwise, wall-normal and spanwise directions. 
Downstream of the cylindrical element, 8 streamwise locations (𝑥 𝑑 = 𝑛, 𝑛 = 3~10) along the center axis 
of the cylindrical element were measured, starting from 3d downstream of the cylindrical element 
(comfortably downstream of the recirculation zone) to 10d within the fixed streamwise spacing of 1d.  
 
3 Amplitude and Frequency Modulation coefficients 

The amplitude and frequency modulation (AM and FM) effects of the large-scale fluctuations on small and 
dissipative scales are obtained, by computing the cross-correlation coefficients between the large scales and 
the large-scale variations of the amplitude/frequency time series on the corresponding scales (Tang and 
Jiang 2018). Fig. 1 shows the evolution of the AM and FM correlation results with zero-time-delay 
downstream of the cylindrical element perturbation. The left column presents the AM distributions of the 
small- and dissipative-scale fluctuations (𝑅FG(L, S) and 𝑅FG(L, D)), and the small- and dissipative-scale 
FM coefficient distributions are plotted in the right column. As shown, all the modulation coefficients are 
the function of the wall-normal position.  
In Fig. 1 (a) and (b), 𝑅FG(L, S) and 𝑅FG(L, D) perform the similar evolution downstream of the cylindrical 
element. By comparing with the unperturbed case as shown in black line, the cylindrical perturbation 
exhibits the obvious influence on the AM coefficients in the near-wall region and the region around the top 
of the log layer. In the near wall region, the AM correlation shows high positive coefficients at the 
downstream position of 𝑥 = 3𝑑 , then it decreases along the sateamwise direction, even lower than the 
results in the unperturbed case at the end of measurement region. The evolution of the AM coefficients 
indicates that the modulation extent of the large-scale structures on both the small and dissipative scales, 
are enhanced at first and then attenuated in the downstream locations. For the region around the top of log 
layer, AM correlation presents obvious negative coefficients under the perturbation. It indicates that the 
small scales with relatively higher amplitude occur in the low-speed zones, and vice versa. It probably infers 
that in the cylinder wake region the relatively high-speed large scales carrying the low-intensity fluids, move 
from the upper region towards the wall following the downwash flow (Pathikonda and Christensen 2014, 
Tang, et al. 2016), meanwhile, the low-speed motions with the high-intensity fluctuations in the internal 
region move upwards. This potential frame is very similar as the intermittency in the wake region, but it 
arises from the new-generated structures induced by the cylindrical element. In addition, beyond the wall-
normal height of 𝑦 𝛿 > 0.4 , the distribution of both 𝑅FG(L, S)  and 𝑅FG(L, D)  collapse at all the 
streamwise locations, which signifies that both the small- and dissipative-scale AM coefficients are 
independent of the cylindrical element impact in the current experiment.  
Fig. 1 (c) and (d) shows the frequency modulation of the large-scale fluctuations on the small and dissipative 
scales (𝑅PG(L, S) and 𝑅PG(L, D)), respectively. The small- and dissipative-scale FM coefficients have the 
different distributions under the cylindrical perturbation. In Fig. 1 (c), in the near-wall region, 𝑅PG(L, S) is 
enhanced, and then gradually decreased along the streamwise direction. At the top region of the log layer, a 
negative-FM-coefficient trend appears. This negative-coefficient distribution should be also connected to 
cylinder wake effect as explained in the AM effects (Fig. 1 (a) and (b)). In the wake region of 𝑦 𝛿 > 0.4, 
it can be seen that the cylindrical element does not affect the small-scale FM configuration. Furthermore, 
Fig. 1 (d) plots the evolution of the dissipative-scale FM. The FM coefficients under the perturbation show 
the similar distribution as the unperturbed case, but present the relatively lower correlation. This 
configuration implies that the dissipative-scale frequency modulation is attenuated downstream of the 
cylindrical element.  
Fig. 2 (a) and (b) respectively plot the evolution of the time shift of the small- and dissipative-scale 
amplitudes relative to the large scales. The time shifts have the similar evolution for the small and dissipative 
scales. For the time shift of positive coefficients (marked by squares), the time-shift value of both scales (S 
and D) is decreased under the perturbation. It indicates that the cylindrical perturbation attenuates the 
temporal lead of the small-/dissipative-scale amplitude relative to the large-scale fluctuations. For the time 
shift corresponding to the negative coefficients (marked by triangles), it can be seen that in the region of 
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𝑦) ≈ 100~300, the lag is narrowed due to the effect of cylindrical element. The cylinder influence on the 
lag phase shift lasts to the end of measurement region.  
Right column shows the time shifts of the small- and dissipative frequency signature with respect to the 
large scales, respectively. In Fig. 2 (c), the cylindrical perturbation can be noted in the near-wall region. It 
reduces the temporal lead of small-scale frequency. For the dissipative-scale frequency in Fig. 2 (d), the 
time shifts under the perturbation are around τ) ≈ 0. As convecting downstream, the time-shift distributions 
gradually get close to be the trend as shown in the unperturbed case.  
 

 

Fig. 1 Evolution of the zero-time-delay amplitude modulation (left column, (a): 𝑅RS(𝐿, 𝑆), (b): 𝑅RS(𝐿, 𝐷)) and 
frequency modulation (right column, (c): 𝑅WS(𝐿, 𝑆) , (d): 𝑅WS(𝐿, 𝐷) at different several streamwise locations (𝑥 =
3~10𝑑) downstream of the cylindrical element. The results of the unperturbed cases are marked by black line for 

comparison. Note that L, S, D represent large, small, and dissipative sales respectively.  
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Fig. 2. Evolutions of the phase shifts (𝜏); 𝜏𝑈[ 𝛿) of the (a) small-scale amplitude, (b) dissipative-scale amplitude, 
(c) small-scale frequency and (d) dissipative-scale frequency signature relative to the large-scale fluctuations 

downstream of the cylindrical perturbation. The results of the unperturbed case are also plotted for comparison. 	
 

4 Conclusion 

For the amplitude modulation and time shifts, the small and dissipative scales exhibited the similar 
distribution in the canonical turbulent boundary layer. The similarity was also found under the cylindrical 
perturbation. Downstream of the cylindrical element, there were three dominant characteristics observed on 
the AM effect: 1) in the near wall region, large-scale fluctuations perform a stronger AM effect on both 
small and dissipative scales in the case without time shifts, 2) at the region corresponding to the cylinder 
height, both S- and D-scale AM coefficients present the lower negative values, by implying a preferential 
scale arrangement probably caused by the outer/inter fluid exchange in the cylinder wake flow, 3) both the 
S- and D-scale AM time shifts with respect to the large scales are reduced in the above two regions.  
The FM effect of large scales on both small and dissipative scales were observed in the near wall region, by 
showing the obvious positive FM coefficients. In the wake region, even though the FM coefficients become 
opposite for the small (negative) and dissipative (positive) scales, the causes of both distributions could be 
attributed to the turbulent/non-turbulent intermittency. The dissipative scales were speculated to be 
connected with the background turbulence in the main flow, which are characterized as low intensity but 
high frequency, so the dissipative scales returned the positive FM coefficients in the intermittent region. As 
similar as the AM effect, the cylindrical perturbation had an impact on the S-scale FM effect in both the 
near-wall region and the region corresponding to the cylinder height, however, the dissipative-scale FM 
seemed to be independent of the cylinder impact. For the FM time shifts, it was found that the phase shifts 
between the small/dissipative scales and the large scales are shortened in the near-wall region under the 
perturbation.  
 
Acknowledgements 
This work was supported by the National Natural Science Foundation of China with Grant Nos. 11502066, 
11332006, 11732010 and 11572221, and the China Postdoctoral Science Foundation.  
 
References 
Adrian RJ, et al. (2000) Vortex organization in the outer region of the turbulent boundary layer. Journal of 
Fluid Mechanics 422:1-54  

y/d

t+

10-2 10-1 100

-100

0

100

y+

tU
µ
/d

101 102 103

-2

0

2

3d
4d
5d
6d
7d
8d
9d
10d
No_CE

(b) y+

tU
µ
/d

101 102 103

-2

0

2

(b)

y/d

t+

10-2 10-1 100

-100

0

100

y+

tU
µ
/d

101 102 103

-2

0

2

3d
4d
5d
6d
7d
8d
9d
10d
No_CE

(d)

278



ICEFM 2018 Munich 
	

	 	

Baars WJ, et al. (2017) Reynolds number trend of hierarchies and scale interactions in turbulent boundary 
layers. Philosophical transactions Series A, Mathematical, physical, and engineering sciences 375  

Baars WJ, et al. (2015) Wavelet analysis of wall turbulence to study large-scale modulation of small scales. 
Experiments in fluids 56  

Chung D, McKeon BJ (2010) Large-eddy simulation of large-scale structures in long channel flow. Journal 
of Fluid Mechanics 661:341-364  

Ganapathisubramani B, et al. (2012) Amplitude and frequency modulation in wall turbulence. Journal of 
Fluid Mechanics 712:61-91  

Hutchins N, Marusic I (2007) Evidence of very long meandering features in the logarithmic region of 
turbulent boundary layers. Journal of Fluid Mechanics 579:1-28  

Hutchins N, et al. (2009) Hot-wire spatial resolution issues in wall-bounded turbulence. Journal of Fluid 
Mechanics 635:103  

Mathis R, et al. (2009) Large-scale amplitude modulation of the small-scale structures in turbulent boundary 
layers. Journal of Fluid Mechanics 628:311  

Pathikonda G, Christensen KT (2014) Structure of Turbulent Channel Flow Perturbed by a Wall-Mounted 
Cylindrical Element. AIAA Journal:1-10  

Schlatter P, Örlü R (2010) Quantifying the interaction between large and small scales in wall-bounded 
turbulent flows: A note of caution. Physics of Fluids 22:051704  

Tang Z, Jiang N (2018) Scale interaction and arrangement in a turbulent boundary layer perturbed by a wall-
mounted cylindrical element. Physics of Fluids 30  

Tang Z, et al. (2016) Bursting process of large- and small-scale structures in turbulent boundary layer 
perturbed by a cylinder roughness element. Experiments in fluids 57  

Tang Z, et al. (2017) PIV Measurements of a Turbulent Boundary Layer Perturbed by a Wall-Mounted 
Transverse Circular Cylinder Element. Flow, Turbulence and Combustion 100:365-389 

Tomkins CD, Adrian RJ (2003) Spanwise structure and scale growth in turbulent boundary layers. Journal 
of Fluid Mechanics 490:37-74  

Wang J, et al. (2018) Modulating the Near-Wall Velocity Fields in Wall-Bounded Turbulence via Discrete 
Surface Roughness. AIAA Journal:1-11  

Zhang C, Chernyshenko SI (2016) Quasisteady quasihomogeneous description of the scale interactions in 
near-wall turbulence. Physical Review Fluids 1  

Zhou J, et al. (1999) Mechanisms for generating coherent packets of hairpin vortices in channel flow. 
Journal of Fluid Mechanics 387:353-396  

 

279



5
th

 International Conference on Experimental Fluid Mechanics – ICEFM 2018 Munich 
Munich, Germany, July 2-4, 2018 

 

 
Experimental investigation on the boundary layer 

transition characteristics of the blunt body 

Zhongjie Shao1*, Feng Ji1 and Shaofei Xie1 

1China Academy of Aerospace Aerodynamics, Beijing, China 

*shaozhongjie229@163.com  

 

Abstract 

An experimental investigation on the boundary layer transition characteristics of a typical large blunt body 

configuration of the mars lander has been conducted in the China Academy of Aerospace Aerodynamics 

FD-20a wind tunnel. Laminar, transitional, and turbulent heating data were obtained for different angle of 

attack and free stream Reynolds numbers in the air and carbon dioxide test gas. It was concluded from 

these data that for CO2 and air, the boundary layer transition rules was almost identical at different angle 

of attack. For same angle of attack and close unit Reynolds number , the boundary layer transition was 

achieved easier in CO2 than air. With the increase of angle of attack and unit Reynolds number, the lee 

side boundary layer transition was achieved more easier. Compared with air, the transition process of the 

lee side surface boundary layer in CO2 was more shorter. 

 

1 Introduction  

Mars is a planet which is closest to the earth in the solar system. For a long time, people have always 

believed that there were lives in Mars. Thus, study on evolution of Mars is of great scientific significance 

to understand evolution of the living environment of human beings in the earth in the future. Since 1960, 

the former Soviet Union and America started to launch detectors to explore the Mars. So far, the world 

just has 19 unmanned Marx explorations, and only 7 were successful, thus the technical difficult is 

obvious, especially aerodynamic heat problems. For the reasons, first, differing from earth atmosphere, 

Mars atmosphere is mainly constituted by CO2（making up about 95.7%）, and the density is just 1/100 

of earth atmosphere. To realize rapid reduction of speed and safe landing of detectors in the thin air, 

aerodynamic configuration of detectors should select big blunt body, and the generated severe 

aerodynamic heating and influence of CO2 on aerodynamic heat should be further studied. Second, with 

development of large scale Marx detectors, the number of Reynolds will increase and thus makes the 

boundary layer on the surface of detectors transit into turbulence flow in advance to greatly increase the 

heat flux on the surface, and the boundary layer transition and aerodynamic heat problems of turbulence 

also need to be studied.  

Foreign countries started the mission of Marx exploration earlier. Hollis et al studied influence of different 

appearances on heat flow distribution on the surface of Mars landers, and the results indicated that heat 

flow of stagnation point of the appearance of double curved surface is smaller, while heat flow of the 

appearance of radial sphere-cone in bigger shoulders is higher. Dyakonov et al studied influence of angle 

of attack on aerothermodynamics on the surface of Mars landers, and discovered that angle of attack could 

increase heat flow of shoulders in the windward side. Moreover, Liechty et al studied influence of 

transition/turbulence on surface of Mars detectors and aerodynamic heat of CO2 medium, obtained the test 

data of laminar flow, transition and aerodynamic heat of turbulence, and discovered that the predicted 

value of aerodynamic heat of turbulent air medium was lower than test data by 25%, while the predicted 

value of aerodynamic heat of turbulent CO2 medium was higher than the test data by 60%. Collier et al 
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used CFD to calculate aerodynamic heat of laminar flow and turbulence and compare it with the test data, 

and they discovered that for the transition area, the calculated data had a big difference with the test data. 

Compared with the dozens of years of study in foreign countries, domestic study on Mars atmosphere just 

started, and it mainly focuses on numerical modeling. Moreover, there is no experimental study or test 

data. Lv Junming et al used numerical modeling to predict aircraft entering into the airflow field of Mars 

and discovered that in the trail flow of detectors, there were complex flow separation phenomena like 

vertical motion. Meanwhile, Lv Junming et al also studied static instability of Mars landers which flied 

with a small angle of attack by use of numerical modeling, and they found that when they flied with an 

angle of attack of 2°, landers would have static instability along the track.  

Based on the research status at home and abroad, in the FD-20a gun wind tunnel of CAAA, a test about 

aerodynamic heat of typical appearance test model of a Mars Science Laboratory (MSL) was carried out. 

With the two kinds of air text media, air and CO2 , it tested transition and turbulence characteristics of 

typical areas (windward side and lee side) of models, analyzed aerodynamic influence of transition and 

turbulence effects under the condition of different Reynolds number and angles of attack, and compared 

heat flow distribution rules on surface of test models of the two kinds of air media so as to provide test 

data as a reference to thermal environment prediction, calculation and thermal protective design of Mars 

detectors.  

 

2 Test methods  

2.1 Test equipment  

The test was carried in the wind tunnel FD-20a of hypersonic speed pulse in CAAA. The driving section 

of FD-20a is 16m, the inner diameter is 260mm, the driven section is 24m, the inner diameter is 260mm, 

the cross sectional dimension of tested section is 3m×2.8m, the scope of nominal mach number which can 

be simulated is 4~12, and the valid time of blow in the wind tunnel is 5ms~30ms. According to different 

operation modes, it can be divided into the two kinds of operation modes of shock wave and piston, as 

shown in Fig.1. For real environment simulation of CO2, CO2 is driven by air through the operation mode 

of piston. The specific method is to full the drive section with air and the driven section with CO2，and 

separate the drive section from the driven section with a piston. According to the physical property that 

mach number of CO2 has fierce changes with total temperature, to obtain the state needed by the test and 

guarantee purity of tested CO2, the operation mode of piston is selected.  

 

Fig. 1 Hypersonic pulse wind tunnel FD-20a 

 

2.2 Sensor technology  

Thin-film resistor is used to obtain heat flow distribution on surface of models. Thin-film electrical 

resistance thermometer is a kind of sensor to measure transient temperature of object surface according to 

the characteristic that metal thin-film electrical resistance value changes with temperature. Since platinum 

thin film is thin and the heat capacity is small, its thermal conductivity is very high, thus thin-film 

electrical resistance thermometer can reflect surface real temperature accurately. And at last, surface heat 
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flow of the model is obtained by use of the data processing method based on the principle of one-

dimensional semi-infinite assumption, as shown in Fig.2.  

 

Fig. 2 Photo of the thinfilm 

 

2.3 Test model  

The test was carried out by selecting the typical appearance (70°sphere-cone) of MSL lander of Mars 

science lab as the appearance of the test model, which is as shown in Fig. 3, θ=70°, Rbase=150mm,  

Rcorner=0.050×Rbase, Rnose=0.500×Rbase，and 30CrMnSiA is the material of the test model. The 

severe thermal environment of the big blunt body test model is mainly reflected in the undersole area of 

the model, thus the test mainly had the measurement study on the heat flow on the model undersole. 

Moreover, it arranged 8 measure points along the central line on the lee side Φ=180°（1-1 to 1-8）and the 

central line on the windward sideΦ=0°（2-1 and 2-8）respectively, and 1 measure point in the stagnation 

point (0), and it had 17 measure points in total, as shown in Fig. 4.  

 

Fig. 3Sketch of the experiment model 

 

Fig. 4 Sketch of thinfilm layout 

 

2.4 Test state  
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Table 1 shows the parameters of free incoming flow in FD-20a wind tunnel test. For each unit Reynolds 

number of free incoming flow, it corresponds to three test angles of attack, 0°、10° and 20°. Since CO2 is 

triatomic molecular gas, the thermodynamic property is complex, and specific heat ratio changes with 

temperature obviously, specific heat ratio in areas with different temperature in flow field is different, and 

temperature of stagnation point of CO2 cannot be calculated accurately, for the two tested air media, the 

heat flux q0 of the stagnation point measured under the 0°angle of attack is taken as the reference heat 

flux.  
 

Table 1 FD-20a nominal operating conditions 

Test gas 

Re∞ 

（/m） 
M∞ 

P∞ 

（Pa） 

T∞ 

（K） 

ρ∞ 

（kg/m
3） 

U∞ 

（m/s） 

q0 

（kW/m
2） 

air 

4.8×10
6
 6.01 596 87 0.0239 1124 100.82 

1.4×10
7
 6.05 1468 83 0.0616 1105 85.23 

CO2 
3.0×10

7
 6.15 751 166 0.0235 1266 101.87 

4.0×10
6
 6.23 971 185 0.0321 1248 84.76 

 

3 Test results and analysis  

Heat flux in the central line of undersole of the two test sir media was obtained through test, and the test 

results are given in the form of nondimensionalize q/q0. According to heat flux q0，of stagnation point of 

0°angle of attack under different test state, nondimensionalize dimensional heat flux density q in various 

measure points to obtain the vertical coordinate q/q0. According to the coordinate system defined in figure 

4, the x-coordinate r/R=-y/R, then -1≤r/R≤0 corresponds to the central line on the windward side of the 

test model, and 0≤r/R≤1 corresponds to the central line on the leeside of the test model. 

 

3.1 Influence of angle of attack  

Fig.5 – Fig.8 showed changing curves of heat flow in the central line of undersole when the angle of 

attack was 0°、10°、20° under different unit Reynolds numbers. According to fig.5 – fig.6, we can see 

that for test air media, when unit Reynolds number is low, with increase of angle of attack, heat flow on 

the surface on the leeside of the test model would decrease (increase from 0°to 10°), and the heat flow on 

the surface of the windward side of the model would increase （increase from 0°to 20°）. And it is 

known that the boundary layer on the leeside under the angles of attack of 0° and 10° and the boundary 

layer of the windward side under the angles of attack of 0°, 10°and 20°are at the laminar conditions. When 

the angle of attack increased to 20°, the boundary layer on the leeside of the test model had transition 

between the measure points from 1-1 to 1-2. Under the condition of high unit Reynolds number, the 

boundary layer on the leeside of the test model had transition under the angles of attack of 0°, 10°and 20°, 

and the layer transition would develop into reduction of turbulence time with the angle of attack 

increasing from  0°to 20°. Meanwhile, under the angle of attack of 10°, the boundary layer of the 

windward side of the test model also had transition. From fig.7-fig.8, we can see that for test air medium 

CO2，under low unit Reynolds number, it was consistent with the changing rules of heat flow when the 

test air medium was air, and the boundary line on the leeside under the angels of attack of 0°and 10° and 

the boundary layer of the windward side under the angles of attack of 0°, 10° and 20°were on the laminar 

conditions, and the boundary layer on the leeside of the test model had transition under the angle of attack 
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of 20°.Under the condition of high unit Reynolds number, the boundary layer on the leeside of the model 

had transition under the angle of attack of 10°, while the boundary layer of the windward side was on 

laminar conditions under the three angles of attack.  

 

Fig. 5 Air、Re=4.8×10
6
/m, different angle of attack heat flux curves 

 

Fig. 6 Air、Re=1.4×10
7
/m, different angle of attack heat flux curves 

 

Fig. 7 CO2、Re=3.0×10
6
/m, different angle of attack heat flux curves 

 

Fig. 8 CO2、Re=4.0×10
6
/m, different angle of attack heat flux curves 

 

3.2 Influence of air medium  
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Fig.9-Fig.11 showed the correlation curve of heat flow of different test air media under the angles of 

attack of 0°, 10° and 20°. Moreover, it compared under the state when the two unit Reynolds numbers 

were basically the same by selecting test CO2 medium when Re=4.0×106/m, and test air medium when 

Re=4.0×106/m. According to the figures, we can see that for the two unit Reynolds numbers that were 

basically the same, the influence rules of the two kinds of test air media on surface boundary layer 

transition of the whole test model was basically the same. Under the angle of attack of 0°, influence of test 

CO2 medium on the neighboring area of the shoulders of the model was stronger than that of test air 

medium; while under the angle of attack of 10°, the surface boundary layer on the leeside of the test model 

had transition in the test CO2 medium, but the test air medium still maintained the laminar conditions, 

indicating that for big blunt body, compared with air, CO2 is easier to realize boundary layer transition.  

 

Fig. 9 0°angle of attack, different test gas heat flux curves 

 

Fig. 10 10°angle of attack, different test gas heat flux curves 

 

Fig. 11 20°angle of attack, different test gas heat flux curves 

 

4 Conclusion  

A test study on transition and turbulence of different test air media was carried out in the FD-20a wind 

tunnel according to the typical big blunt body of a Mars lander. By use of thin-film electrical resistance 

thermometer, the nominal mach number 6 was obtained, and test data of laminar flow, transition and 

turbulence under the condition of different angles of attack and unit Reynolds numbers. The test results 

indicated:  
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1. For the blunt body of Mars landers, compared with air medium, under the condition of same angle of 

attack and close unit Reynolds number, CO2 medium is easier to realize boundary layer transition.  

2. Under different angles of attack, for air and CO2, surface boundary layer transition rules of the test 

model are basically the same. Under the state when angle of attack is 0° and Reynolds number is low, 

the boundary layer motion is on the laminar conditions. With increase of angle of attack (increase 

from 0°to 20°), the boundary layer on the leesideof the test model first starts the transition and the 

time from laminar transition to turbulence get shorter. At the same time, under the angle of attack of 

10°, the boundary layer of air on the windward side of the model with high Reynolds number also has 

transition.  

3. With increase of unit Reynolds number, surface boundary layer transition on the leeside of the test 

model is easier to be realized; and compared with air, in CO2,the surface boundary layer transition on 

the leeside of the model would continue for a shorter time.  
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Abstract 

The distinction of impact on vorticity between shearing motion and swirling motion is analyzed, then the 

standard deviation of angle velocity of surrounding points around question point is proposed to represent 

strength of shearing motion. A new vortices identification method called R𝑠𝑡-method is proposed based 

on the ideas that angle velocity of surrounding points around question point induced by shearing motion 

were uneven. Comparison of the new method with the swirling-strength method is conducted, the 

consequence indicates that the new method could well capture all various strength vortices in 

wall-bounded turbulent flows. 

 

1 Introduction 

Organized coherent structures dominate the generating and maintaining of turbulent Reynolds stress in 

the wall-bounded turbulent flows, though the exact mechanism of their evolution process are still 

confusing but it is widely accepted that various scale and evolution stage of hairpin-sharped vortices are 

the main constituent of the coherent structures (Adrian, 2007; Stanislas et al., 2008). Therefor the 

identification of  these vortices is a critical link to observe and understand their dynamic properties, and 

analyse interaction between vortices and surrounding fluid in velocity field of wall-bounded turbulent 

flows. Since the precise definition of vortices as yet existing argument, the properties of vortices 

frequently be qualitatively characterized. Robinson proposed a generally accepted intuitive definition of 

vortices : A vortex exists when instantaneous streamlines mapped onto a plane normal to the vortex axis 

exhibit a roughly circular or spiral pattern, when viewed from a reference frame moving with the center of 

the vortex core (Robinson, 1991). The foregoing definition containing two essential conditions : A 

convectional reference frame and a roughly circular or spiral pattern, requires a priori Galilean convention 

velocity.  

Traditionally, in the Eulerian frame vorticity has been utilized to identify the core of vortices, as it 

represent the average angular velocity of fluid element, and the core of vortices are thought of the regions 

which have highlight values of vorticity (Kim et al., 1987; Provenzale, 1999). However, because of the 

vorticity generated by  velocity gradient of shearing motions, the method using vorticity to identify the 

vortices would yield a misleading result (Jeong and Hussain, 1995), i.e. the regions with no rotational 

motion such as laminar boundary layer have prominent vorticity. Hence, many researchers have proposed 
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other approaches to identify the vortices, such as Q criterion (Hunt et al., 1988) and 
ci
λ criterion (ZHOU 

et al., 1999). 

This paper propose a new method based on topological property of vortex for vortices identification in 

wall-bounded turbulent flow. In order to distinguish the swirling motion from the intense shearing motion 

within turbulent boundary layer, the new method used parameter R𝑠𝑡 as the threshold to filter shearing 

motion. 

 

2 New vortex identification method 

In the turbulent flow field measured by 2D-TRPIV, vorticity was defined as 
y
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,
 . As show in figure.1, vorticity of fluid field at 

point A means the total angle velocity of four surrounding point (B, C, D, E) around the given point A, or 

total angle velocity of two mutually orthogonal line segments  L1 and  L2 (i.e. BD and EC) going 

through the given point A(i, j), so ω𝑖,𝑗 = ω1 + ω2 , where ω1 and ω2 denote angle velocity of L1 

and L2 around point A. Unlike the swirling motion made all of two line segments had the same angle 

velocity, the shearing motion would lead difference of angle velocity between the two line segment, i.e. 

ω1 ≠ ω2. When the direction of shearing motion parallel a line segment, the shearing motion would have 

no impact to this line segment, on the contrary, another line segment would be affected intensely. 

 
Figure 1: Qualitative model of vorticity. 

 

  Based on the idea of that the shearing motion would lead to the angle velocity disequilibrium of line 

segments in different direction, we introduced stand standard deviation of angle velocity of line segments 

𝐒 in different direction to represent strength of shearing motion at point.  

S = √
1

𝑛
∑ (𝜔𝑟 − 𝑇)2𝑛

𝑟=1                        (1) 

T =
1

𝑛
∑ 𝜔𝑟

𝑛
𝑟=1                           (2) 

Where ω𝑟 represent angle velocity of line segment  L𝑟, note that, the angles between the line segments 

and X-axis were distributed evenly over [0, 2π], for instance, as show in figure.1, when n = 4 the L1, 

 

Swirling Motion 

Shearing Motion 
L1 

L2 

288



ICEFM 2018 Munich 

L2, L3, L4 represents line segment BD, HG, EC and IF respectively. Then in order to distinguish the 

swirling motion from the intense shearing motion the parameter  R𝑠𝑡 was introduced as given below: 

R𝑠𝑡 = {
𝑠𝑖𝑔𝑛(T) ∗ (1 −

S

|T|
)   ,   

S

|T|
< a

0                   ,   
S

|T|
≥ a

                  (3) 

Where the parameter a was a threshold level, empirically a=0.55 when n=4 can make the scalar field of 

R𝑠𝑡 highlight the vortices core. As S means the shearing vorticity, T means total vorticity, hence  R𝑠𝑡 

represent the ratio of vortical vorticity over total vorticity. At present, this new method mainly be used to 

identify vortices in 2D velocity field of turbulent flow measured by 2D-TRPIV. 

 

3 Applications of the new method 

The identification of vortices in wall-bounded turbulence flow is an important application of vortices 

identification method. For testing the performance of new method, a set of experimental PIV data of 

turbulent boundary layer were used in this section to examine the ability of this new method identifying 

vortices. Detailed imformation about this experimental data can be found in (Tang et al., 2017). Figure.2 

shows the one Galilean-decomposed instantaneous velocity field and streamline with a 

 
Figure 2: Comparison of (a) R𝑠𝑡 field and (b) λ𝑐𝑖 field. 

 

constant convection velocity U𝑐 = 0.8U∞, where U∞ was the velocity of free stream, contours of the  

R𝑠𝑡 and  λ𝑐𝑖 were shown in the background. For R𝑠𝑡 field calculation we selected a=0.55 and n=4, 

from figure.2 we can see that R𝑠𝑡 field can effectively identify the vortices, and comparing to λ𝑐𝑖 the 

R𝑠𝑡 has constant variation range, so it can clearly highlight vortices with different strength, while the 

value of  λ𝑐𝑖 is very low at the vortices with weak strength which may be ignore in most case. 

 

4 Conclution 

 

The impact of shearing motion to vorticity in different orientation were different, consequently, the angle 

velocity of surrounding points around question point induced by shearing motion were uneven in different 

directions. for instance, when the shearing motion parallel the X-axis in Cartesian coordinates, the 

surrounding points around question point in vertical direction would get maximum angle velocity by effect 

(a) (b) 
R𝑠𝑡 λ𝑐𝑖 
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of shearing motion, while the surrounding points around question point in horizontal direction could not 

be impacted by shearing motion. While the angle velocity of surrounding points around question point 

induced by swirling motion were uniform in all directions, hence the standard deviation of angle velocity 

of surrounding points around question point represented strength of shearing motion. Base on the above 

analysis, a new parameter R𝑠𝑡 was introduced to represent the ratio of vortical vorticity and total vorticity. 

As the vortical vorticity was closely related to vortices, hence the field of  R𝑠𝑡 could be used to identify 

the vortices. It was found that the a=0.55 when n=4 could well capture the vortices in turbulent boundary 

layer for cases we studied. Comparing to λ𝑐𝑖 the R𝑠𝑡 has constant variation range [-1, 1], so it can 

clearly highlight vortices with all various strength. 
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Abstract

Recent progress in data acquisition and  analysis led to the development of a whole plethora of  closed-
loop flow control strategies for engineering applications. Due to real-time constraints and availability most
of such control systems are provided with electrical feedback data obtained from local measurements with
hot-wire  probes,  pressure  sensors  etc.  Such  local  measurements  allow  only  restricted  access  to  the
instantaneous global flow dynamics. In this study we use instead flow visualizations obtained with the
hydrogen bubble technique to extract sensor signals from the global flow field. The method is tested inside
a water tunnel with the help of the canonical flow along a slowly diverging ramp which leads to smooth
laminar flow separation. The goal is to improve the pressure recovery by reducing the size of the separated
flow region.  Images of  the  periodically  released hydrogen bubbles  are  processed to  extract  feedback
signals which allow the control unit by means of an implemented control law to determine the control
signal for the mechanical actuator. Although limited to water flows at low speeds of the O(10 -1) m/s,  the
hydrogen bubble technique turns out to be a highly versatile candidate for future tests of different data-
driven control approaches.      

 1 Introduction 
In many engineering applications closed-loop flow control has become a promising option to improve
the overall efficiency and to extend the operation range (Pastoor et al. 2008).  According to Aström and
Murray (2010)  one of  the  key interests  in  closing the control  loop lies  in  its  capacity  to  ensure  the
necessary  stable  system dynamics  and responsiveness  by  adapting  the  actuation  to  perturbations  and
changing flow conditions. The functionality of such closed-loop control systems strongly relies on the use
of suitable sensor feedback data. Until recently, sensor feedback data have mostly originated from local
measurements obtained with hot-wire probes,  pressures sensors or wall-shear stress gauges.  However,
without complementary data on the flow field, it  remains a very challenging task to choose the most
appropriate location of such local sensors. In the absence of dynamically relevant feedback signals the
control objective can not be achieved. Optical feedback with flexible selection of the region of interest
constitutes  an  interesting alternative.  In  a  recent  experimental  study on closed-loop control  behind  a
backward facing step, Gautier and Aider (2013, 2015) begun to use real-time PIV measurements as optical
sensors to provide feedback data. Thereby the computation of the velocity field in real-time turned out to
be computationally expensive, needing powerful GPU processing units. In the present study we propose
alternatively to use the hydrogen bubble technique, introduced by Clutter and Smith (1961), among others,
to extract feedback signals from the instantaneous flow field. This technique furnishes by means of the
controlled  release  of  hydrogen  bubbles,  continuously  advancing  Lagrangian  tracer  distributions.  The
images of these tracers distributions can be processed in real-time to extract feedback signals without the
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need for time expensive correlations. Both, the seeding of the flow with hydrogen bubbles and the use of
image processing techniques requires only simple standard hardware and software components.    

2 Experimental set-up

The  experiments  were  carried  out  in  a  low-speed  water  tunnel  to  facilitate  time-resolved  flow
measurements by optical means. The test section with a free surface is 2.1 m long, 0.5 m wide and 0.35 m
high. The freestream velocity can be varied between 0.05 m/s and 0.5 m/s. To obtain flow separation under
canonical conditions the flow is forced to follow a specific wall contour which starts 0.6  m downstream of
the test section inlet and divides the flow in an upper and lower stream. Figure 1 shows a schematic of the
global arrangement with the smooth ramp geometry. A flat plate with sharp leading edge insures on a
length  L = 100 mm the development of a laminar boundary layer with zero pressure gradient. The shape
of the adjacent diverging ramp with height h = 60 mm and length l = 600 mm is described by a polynomial
of order 7 and ensures, like in the case of the study by Bao and Dallmann (2004), the formation of a
laminar separation bubble under the influence of an adverse pressure gradient. The ramp model has a
width of 498 mm leaving two lateral 1 mm wide gaps between the ramp and the tunnel wall.  On the
downstream side of the ramp a splitter plate separates the upper and lower flow up to the outlet of  the test
section. In this way the stagnation point on the sharp leading edge could be controlled by adjustable pres-

Figure 1: Experimental arrangement with smooth ramp and oscillating actuator. The flow in the middle plane is
visualized with the hydrogen bubble technique and captured by USB cameras.  Image processing is used to extract
different  optical  feedback signals  as  input for  the controller  unit.  The output  of  this unit  furnishes  the actuator
command signal. 
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sure losses at the outlet of the upper stream. The Reynolds number Re=U∞ L/ν , based on free stream 
velocity U∞ and the kinematic viscosity ν of water varied between O(10³)  and 0(10⁴) .
In most experiments the hydrogen bubbles were released from a vertical 0.05 mm thick stainless steal wire
which could be placed at different axial positions along the center line of the ramp. At both ends the wire
was connected to the negative potential of a 80 Volt DC power supply to produce by electrolysis hydrogen
bubbles. This connection could be switched on and off by an in-house designed transistor switch with a
digital input channel which allows to apply highly flexible digital timing diagrams with frequencies up to
1  kHz.  The particular layout of this switch made it also possible to invert the polarization of the wire
during specified time intervals to clean the wire and maintain a high bubble quality over observation times
of the order of ten’s of minutes. In some experiments the seeding technique was modified using instead of
the straight wire a small oval loop with 2 mm principal  diameter. The loop was fixed vertically on the
wall of the ramp about 10 mm downstream of the separation line. Similar to the case of tilted wires used
by Clutter and Smith (1961) the hydrogen bubbles accumulate on the top of the loop and are continuously
convected with the flow close to the wall to form a streak line. 
The hydrogen bubbles were illuminated by rows of LEDs under a mean angle of 55° with respect to the
vertical plane to maximize the reflected light captured by FLEA3 USB cameras. The acquired images
were then processed by a  standard desktop computer to compute, according to the chosen control law, the
control signal for the actuator. All necessary programs were developed in the LABVIEW environment.
Depending on the extension of the region of interest (ROI) used to fabricate the sensor signal, the control-
loop could be operated with frequencies up to 30 Hz, while the natural frequencies inside the flow field
remained of  O(1) Hz.
The mechanical actuator consisted of an oscillating wire similar to the arrangement used by Kaiser et al.
(2013). A vertically oscillating fork spans a horizontal nylon wire with 0.13 mm diameter over the whole
width of the ramp. The immobile fork was positioned at about 90 mm downstream of the leading edge and
3.5 mm above the wall.  Its  presence no measurable  impact  on the separation bubble.  However, with
vertical oscillations of the wire imposed by a electric servo (RS-2 modelcraft) the produced perturbations
modify  the  recirculation  zone  visibly.  The  servo  itself  received  command  signal  by  a  digital  output
channel form the control unit. The actuator frequency ranged between 0.1 and 3 Hz and the oscillation
amplitude was limited to maximal 1.5 mm so that the wire  remained well inside the boundary layer.

3 Results

Fig.  2  shows an  example of  the  effect  of   periodic  forcing without  optical  feedback on  the  laminar
separations bubble at Re = 7900. The hydrogen bubbles were released from a looped wire close to the
wall. Without switching the voltage on and off the continuously released hydrogen bubbles form a streak
surface  which  surrounds  the  separated  flow region.  In  Fig  2(a),  without  periodic  forcing,  the  tracer
progresses  in  the  upstream  part  of  the  bubble  nearly  horizontally.  Further  downstream  naturally
developing flow instabilities deform the steak surface and finally the tracer is rolled up around Kelvin-
Helmholtz vortices. The presence of hydrogen bubbles close to the wall in this region indicates periodic
reattachment of the flow. With periodic forcing, shown in Fig. 2(b), the tracer rolls-up much more rapidly
leading to a reduced length and height of the separated flow region. 

(a) (b)

Figure 2: Visualization of the separated flow region with the hydrogen bubble technique at Re = 7900:  (a) natural
case without forcing, (b) with periodic forcing at f act=0.56Hz and amplitude 1.5 mm.
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To explore the potential of the hydrogen bubble technique as optical sensor we tried in a first approach to
define an objective function which allows to select the best actuation frequency with open-loop control.
For each actuation frequency f act we acquired 500 images at a frame rate of 10  Hz and averaged the
pixel values  to build a mean image with normalized light intensities. By thresholding this mean image we
could determine as objective function the surface J of the dark area between the wall and the mean
position of the surrounding bright streak surface, which represents a measure for the dimensions of the
recirculation bubble. In agreement with previous findings by Kaiser et al. (2013) forcing at the natural
shedding frequency f KH of the separated shear layer leads to the smallest area J n of the recirculation
zone. Fig. 3 shows the obtained mean light intensities and the corresponding evolution of the ratio J /J n

as a function of actuation frequency f act for two different  actuator mean position above the wall. The

vertical mean position y0 of the actuator wire has no significant impact as long as it remains in the
lower half of the boundary layer thickness.   

(a) (b)

Figure  3:  Impact  of  periodic  forcing  at   Re = 8000.  (a) Distribution  of  normalized  light  intensity,  above  un-
controlled, below forcing with natural frequency,  b) Evolution of the non-dimensional objective function J /J n .

Unfortunately this objective function needs to compute mean values out of hundreds of  images in order to
extract the position of the reattachment region with sufficient precision. Instantaneous measurements are
not  possible  since  the  unsteady  character  of  the  flow  in  the  reattachment  region  leads  to  blurred
boundaries, which hinder the determination of instantaneous recirculation areas. Alternatively we tried to
use Singular Value Decomposition (SVD) to analyze the dynamic modes inside the flow by means of their
contribution to  different  light  intensities  modes.  Although SVD could be carried out  in  real-time the
identification of the dynamically most important modes turned out to be challenging. The mode with the
highest light intensity is not necessarily the mode with the highest dynamical impact. To overcome this
difficulty we tried to extract more robust information from the tracer distribution. Fig.  4 illustrates the
employed procedure. If the region of interest (ROI) remains restricted to flow domains with continuously
crossing  time-lines,  then  the  light  intensity  profiles  along  the  x-axis  show  a  succession  of  well
distinguishable peaks. By measuring the pixel distance between the individual maxima it is possible to
extract the instantaneous distribution of the x-component of the velocity field with a high signal to noise
ratio.  Both  the  spatial  evolution  of  the  velocity  component  and  its  local  temporal  evolution  can  be
measured in this way. 
In a further step the ROI can be reduced to a small area in order to select a particular dynamic behavior
inside the flow as feedback signal. Fig. 5 shows an example how selecting a specific ROI location impacts
on  the  frequency content  of  the  feedback signal  and,  hence,  also  on  the  actuator  displacement.  The
importance of the subtle choice of the ROI becomes particularly evident in figure 3(b). Feedback signals
with frequency contents far from the natural Kelvin-Helmholtz frequency f KH can not be expected to
obtain the best control results. Although the versatility of the hydrogen bubble technique itself strongly
facilitates the research for best locations of the optical sensing, it remains a time consuming iterative task. 
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Figure 4: Determination of the axial velocity components using the time-line distribution at Re = 8000. The distance
between  peaks  in  the  light  intensity  profile  indicates  the  instantaneous  distribution  of  the  horizontal  velocity
component. At a given location the temporal sequence of peaks contains the frequency content of the streamwise
velocity at this position.

      (a)

        (b)

Figure 5:  Determination of the characteristic frequencies inside the flow at different locations along the separated
shear layer for the uncontrolled flow at Re = 8000.  (a) Different positions of the ROI along the x direction,
 (b) Decrease of the characteristic frequencies with increasing distance x.
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4 Conclusion

The experiments presented in this study demonstrate that the hydrogen bubble technique represents a
highly versatile option to obtain optical feedback for closed-loop control. It furnishes at the same time
visualizations to identify regions which potentially interesting dynamics and the possibility to evaluate the
suitability  of  the  sensor  signal  by  classical  image  processing  algorithms.  Thereby  the  information
contained in the progression of pulsed time lines exhibit the best signal to noise ratio, while the use of
streak lines can give raise to unacceptable noise levels. For future tests of data-driven control systems
optical sensing strongly relies on the longtime reproducibility of the seeding conditions, in particular in
cases  with  learning  phases  such  as  reinforcement  learning  and  genetic  programming.  For  these
challenging tasks PIV measurements need tracer particles with minimal buoyancy, while the hydrogen
bubble  technique  needs  to  limit  the  degradation  of  the  bubble  production  due  to  polarization  of  the
electrodes. In our experiments the use of a microprocessor controlled transistor switch with programmable
cleaning cycles, allowed us to achieve operation times of up to hours with acceptable bubble quality.
Optical  feedback based on information from pulsed time lines appears,  therefore,  as a simple though
powerful approach to test more sophisticated control algorithms. 
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Abstract 
Transonic buffet of a supercritical airfoil (OAT15A) is investigated by means of schlieren visualization and 
high speed PIV. The buffet conditions were observed to be strongest at M = 0.7 and a = 3.5o at a frequency 
of 160 Hz. By means of conditional averaging according to the shock location and movement, the typical 
buffet cycle is illustrated, confirming observations from literature. In addition, proper orthogonal 
decomposition is used to further characterize the unsteadiness and it was found that the first 3 modes contain 
the bulk (> 80%) of the fluctuating energy. Furthermore, through spectral analysis it was found that the 
typical frequency connected to these modes is equal to the buffet frequency. For mode 4 and higher no peak 
in the power spectrum is found at the buffet frequency. 
 
1 Introduction  

Buffet is an unsteady oscillatory periodic phenomenon characterized by a low-frequency high-amplitude 
movement of a shock wave over the surface of an airfoil for a specific range of aerodynamic parameters as 
Mach number, angle of incidence or Reynolds number. The phenomenon induces a complex unsteady 
coupling of different flow features that normally includes turbulent boundary layer separation and 
reattachment at the shock foot. This phenomenon is purely aerodynamic and not coupled with any structural 
behavior. Since buffet was first observed the main issue of most experimental, theoretical and numerical 
studies has been to understand the physics that define this phenomenon, see for example Lee (2001). Great 
progress has been made on this issue (Deck (2005) and Hartmann et al (2013)), however, the actual 
mechanisms that trigger buffet and that make possible the self-sustained motion are only partially 
understood. 
 
2 Experimental setup  
The unsteady transonic flow field is investigated for the supercritical OAT15A airfoil (Jacquin et al, 2009). 
In addition also measurements were performed on a NACA0012 airfoil but these will not be discussed in 
the present paper. The OAT15A airfoil has a 10 cm chord and spans the complete test section (27 cm) of 
the TST-27 blowdown wind tunnel. Experiments were performed at Mach numbers ranging from 0.6 to 0.78 
at 0, 2 and 3.5 degrees angle of attack. The total pressure and total temperature were respectively 2 bar and 
283 K resulting in a chord-based Reynolds number of approximately 2.6 x 106. For the OAT15A airfoil the 
boundary layer was tripped at 7% using a 2 mm wide carborundum 500 strip. 
 
Measurements were performed using schlieren and high speed PIV. A standard z-shaped optical layout was 
used with a continuous light source and a pinhole diameter of 2 mm. The images were recorded by an Imager 
Pro HS 4M high speed camera. The active sensor size was 864 ́  864 pixels and the maximum used framerate 
was 8 kHz with an exposure time of 10 µs. 
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The high speed PIV system used two Photron FastCAM SA-1 cameras in 2C mode in order to increase the 
spatial resolution. The cameras (active sensor size 768 ´ 480 pixels) were equipped with 105 mm Nikkor 
objectives set at f# = 8. The first camera observed the flow field from x/c = 0.30 to 0.70 while the field of 
view from the second camera was from x/c = 0.65 to 1.05. During post-processing both fields of view were 
combined. For illumination a Quantronix Darwin Duo Nd:YLF high speed laser was used operating in dual 
pulse mode at 8 kHz. Finally solid Titanium Dioxide particles were used as seeding material. 
 
3 Unsteady flow field 
A schlieren image is shown in Figure 1 (left) for the typical buffet conditions. Near the nose of the airfoil 
two oblique shockwaves are observed which originate from the trip strip indicating that the flow is 
supersonic at that location. Further downstream a normal shockwave terminates the supersonic region. 
Downstream of the shock the boundary layer separates and in the flow above a number of waves can be 
seen in the flow field. On the right side of Figure 1 a typical PIV snapshot is shown for an upstream 
movement of the shock in the buffet cycle. It is clearly observed that the boundary layer separates due to 
the presence of the shock. 

 
Figure 1: Schlieren visualization (left) and instantaneous PIV snapshot (right), M = 0.7 and a = 3.5o. 

 
In order to identify the buffet conditions the free stream Mach number and angle of attack was varied. For 
each condition a high speed schlieren was recorded and from the sequence the shockwave location versus 
time was extracted. From this signal the power-spectrum was computed, see Figure 2. For M = 0.7 a distinct 
peak emerges at 160 Hz, which corresponds to the buffet frequency. Then at larger Mach numbers this peak 
disappears and a peak is observed around 410 Hz. This peak is believed to be associated to facility noise 
and requires further research. Based on these results M = 0.7 and a = 3.5o were selected as typical buffet 
conditions. 

 
Figure 2: Pre-multiplied powerspectrum of the shock movement in time 

90 Bu↵et spectral analysis

tested for both experimental techniques, Schlieren and PIV. However, in this section only
the results computed from the Schlieren measurements are shown.

A priori, it is expected that an increase in the Mach number from a steady regime
will trigger bu↵et. Further increase will lead the airfoil to its most unsteady regime, where
bu↵et is fully developed and, eventually, the phenomenon will be damped and disappear as
the Mach number overcomes the upper bound of the bu↵et regime. It can also be expected
to observe a variation of the bu↵et frequency for varying Mach number, as stated by Jacquin
et al. (2009). The aim of this analysis is to know where the bu↵et regime appears and how
it develops in terms of increasing Mach number.
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Two main peaks are observed in the frequency spectrum from Figs. 7.1 and 7.2. The first
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The high speed PIV results are conditionally averaged based on the shock location and movement. The 
velocity snapshots are categorized in 8 bins: bin 1 contains the images where the shock is at the most 
downstream location, bin 3 corresponds to the mean shock location and moving upstream, bin 5 corresponds 
to the most upstream shock location and bin 7 corresponds to the mean location and moving downstream, 
bins 2,4,6,8 are the bins in between. The resulting averages are reported in figure 3, and from the images it 
is apparent that boundary layer separation is most pronounced when the shockwave moves upstream. This 
can be ascribed to the fact that the relative velocity and thus also the local shock Mach number is higher in 
that case. This corresponds to what is reported in literature. Furthermore it can be seen that the shock is 
oblique when moving upstream while it is more normal when moving downstream. Also this can be related 
to the fact that separation is more pronounced in the part of the cycle where the shock moves upstream. 
 

 
Figure 3: Phase averaged horizontal velocity component illustrating the complete buffet cycle. x represents the mean 
shock location while Dx indicates the shock oscillation amplitude around its mean 
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4 POD analysis 

In order to further investigate the unsteady organization of the flow in more detail a proper orthogonal 
decomposition (POD) was performed on the (mean subtracted) fluctuating velocity field. Figure 4 shows 
the POD spectrum and it can be seen that the first 3 modes are dominant in describing the unsteadiness as 
they represent more than 80% of the total fluctuating energy. 
 

 

Figure 3: POD spectrum (left) and average flow field (right) 

The first three modes are shown in Figure 4, mode 1 basically represents the up and downstream 
displacement of the shock position and the corresponding growing and shrinking of the separated region, 
while modes 2 and 3 represent the temporal asymmetry in the flow field due to the upstream and downstream 
motion of the shockwave. 

 
Figure 4: POD mode 1 (left), 2 (middle) and 3 (right) 

The contribution of the modes to the dynamics of the flow field is further investigated by computing the 
power-spectrum of the POD time-coefficients, see figure 5. From the spectrum is can be seen that the first 
3 modes have a strong peak at 160 Hz which exactly corresponds to the buffet frequency extracted from the 
high speed schlieren measurements. For modes 4 and higher this peak is absent.  
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Figure 5: Power-spectrum of the POD time-coefficients 

It has already been established that mode 1 is most important since it describes the growing and shrinking 
of the separated region downstream of the shockwave. In order to further investigate the relation between 
mode 1 and modes 2 and 3, the joint PDF has been computed, see Figure 6. Both PDFs feature an arc-like 
shape either curving downward (figure 6-left) or upward (figure 6-right) which quite nicely illustrates their 
contribution to the temporal asymmetry of the system (i.e. the difference in the flow field when the shock 
moves downstream or upstream). 

 
Figure 6: Joint PDF of the first and second (left) and first and third (right) POD time coefficients. 

 

4 Conclusion 

In the present paper the conditions for transonic buffet of a supercritical airfoil (OAT15A) are established 
using schlieren visualization and the unsteady flow field is characterized by means of high speed PIV. 
Conditional averaging based on the shock location and movement direction allows to obtain a quantitative 
overview of the flow field during the buffet cycle. In addition a POD analysis was performed and it was 
found that 3 modes contained the bulk of the fluctuating energy and frequencies associated to buffet. In the 
analysis of the buffet cycle important aspects are the separated shear layer stability and upstream travelling 
waves. Especially the latter have been regarded as one of the driving factors for the loop-back mechanism. 

101 102 103

f [Hz]

10-6

10-5

10-4

10-3

10-2

10-1

P
c

c

C1
C2
C3
C4

-1 -0.5 0 0.5 1

CC
1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

C
C

2

-1 -0.5 0 0.5 1

CC
1

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

C
C

3

302



ICEFM 2018 Munich 
 

  

From the POD analysis, these aspect cannot be captured. However POD can be used to isolate these flow 
features. Furthermore additional analysis will be done for conditions where buffet is not fully developed 
and for the NACA 0012 airfoil.  
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Abstract 

A new tomographic PTV has been adopted to measure the wakes of a rectangular bluff body using spatio-

temporal information of the particles moving with the working fluid. The measurement system consists of 

4 sets of high speed camera (1k x 1k). The influences of the self-calibration of camera on the measurement 

accuracy of the tomographic PTV have been investigated, in which the phantom particle images have been 

used. Further, the influences of the camera calibration on the calculation accuracy of the particle centroids 

have been also investigated. Two methods of camera calibrations, 10 parameter method and 11 parameter 

method (Mapping Function Method), have been tested. After making confirmation of the constructed 

tomographic PTV approach, measurements have been performed on the rectangular bluff body in 

Reynolds number 2,000. Instantaneous structures of the wake have been quantitatively reconstructed. 

 

1 Introduction  

Since most of the flow phenomena seen in various industry show strong three-dimensional and complex 

flow aspects, 3D measurement techniques have been developed. Since 3D-PTVs had been reported by 

Mass et al. (1993) and Malik et al.(1993), there had been many attempts to use the 3D-PTVs for three-

dimensional flow measurements. However, since the number of vectors obtained from 3D-PTV 

measurements was within several thousands, it had not been widely used in various application. In order 

to increase the number of vectors, stereoscopic PIV(SPIV) was proposed by Arroyo and Greated (1991). 

However, the measurements results by SPIV are restricted to 2D plane. To extend to 3D volume from 2D 

plane with highly number of vectors, digital holography PIV (HPIV) was proposed by Meng and Hussain 

(1991). The number of instantaneous vectors obtained by HPIV was a few millions. Unfortunately, HPIV 

is very sensitive to the optical apparatus, which implies that HPIV users are restricted to certain purposes. 

To overcome this disadvantage of HPIV, tomographic PIV (Tomo PIV) was proposed by Elsinga et al. 

(2006). Tomo PIV had also a disadvantage at the first type, in which the errors in calculating particles’ 

positions were large and this eventually produced many erroneous vectors in the final vectors. To 

overcome this issue, Wieneke (2008) proposed a volume self-calibration algorithm. He evaluated the 

accuracy of the Tomo PIV based on the camera calibration method, 11 camera parameter method, in 

which a mapping function was adopted using the volume self-calibration algorithm. 

In this study, the influences of the camera calibration methods to measurement accuracy of the Tomo PIV 

or Tomo PTV have been investigated. Two calibration methods, 10 parameter method (Doh et al., 2002) 
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and 11 parameter method (Wieneke, 2006), have been adopted to this evaluation. After this, 

measurements have been performed by the constructed Tomo PTV system for the wake of a rectangular 

bluff body, from which temporal motions of the wake structures have been investigated.  

 

2 Tomographic Measurements 

 

               

Figure 1: Pinhole camera model(11 parameter)                    Figure 2: Pinhole camera model(10 parameter method) 

 

Two camera calibration method have been adopted. Fig. 1 shows the camera coordinate system for the 11 

parameter method (Arroyo, 1991). Fig. 2 shows the camera coordinate system for the 10 parameter 

method (Doh et al., 2002). The 11 parameter method has been based on Eq. (1) and the 10 parameter 

method has been based on Eq. (2). For each camera calibration, the camera parameters calculated and 

obtained by using the phantom images have been compared with the imaginary camera parameters. Table 

1 shows the imaginary coordinate of the grid system used for camera calibration. Using this imaginary 

coordinate, the camera parameters for four cameras have been calculated. Fig. 3 shows the phantom 

images captured imaginary by the camera 1 and by the camera 2 for the imaginary coordinate.  

 

[

𝑋𝐶

𝑌𝐶

𝑍𝐶

] = [
𝑓𝑥     

0
0
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𝑟33
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𝑡3

] [

𝑋𝑊

𝑌𝑊

𝑍𝑊

1

]                                                 (1) 

𝑥 = 𝑐𝑥
𝑋𝑚−𝑚𝑥

√𝑑𝑖𝑠2−𝑚𝑥
2−𝑚𝑦

2 −𝑍𝑚

+ ∆𝑥  ,      𝑦 = 𝑐𝑦
𝑌𝑚−𝑚𝑦

√𝑑𝑖𝑠2−𝑚𝑥
2−𝑚𝑦

2 −𝑍𝑚

+ ∆𝑦                            (2) 

 

Table 1: Imaginary coordinate of the grid system 

 
Minimum[mm] Maximum[mm] Gap[mm] 

X -20 20 5 

Y -20 20 5 

Z -10 10 1 
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(a) by camera 1                                           (b) by camera 2 

                     Figure 3:   Phantom images reconstructed by cameras for the imaginary coordinate 

 

Table 2: Calibration results obtained by the 10 parameter method 

 Reference parameter Calculated parameter 

Cam 1 2 3 4 1 2 3 4 

d 1000 1000 1000 1000 1008.284 1004.792 1003.740 1000.209 

d 14000 14000 14000 14000 14114.21 14065.52 14050.58 14001.35 

d 0.261799 0.261799 -0.2618 -0.2618 0.261858 0.261866 -0.261853 -0.261862 

d 0.261799 -0.2618 0.261799 -0.2618 0.261856 -0.261845 0.261858 -0.261847 

d 0 0 0 0 0.000040 -0.000041 -0.000037 0.000038 

d 0 0 0 0 0.000470 -0.000303 0.000329 -0.000163 

d 0 0 0 0 0.000038 0.000152 -0.000099 -0.000213 

 

 

Table 2 shows the calibration results for the camera 1. The reference parameters were used for generating 

the phantom images of the imaginary coordinate. Table 2 shows the reference parameters of the camera 1 

and the camera parameters calculated by the 10 parameter method (Doh et al., 2002) using the phantom 

images of the camera 1. The 11 parameter method (Arroyo, 1991) was also tested. It can be read that the 

reference parameters and the calculated parameters show slight difference each other. This implies that the 

calculation accuracy for the particle centroids influences the calculation errors for positional data of the 

particles. All camera parameters for the four cameras have been tested in this manner.  

Fig. 4 shows the pixel errors of the camera 1 between the original photographic coordinate of the 

reference grid data and the calculated photographic grid data that were calculated by the use of the 

calculated parameters. Fig. 4(a) and Fig. 4(c) show the pixel errors obtained for the x and y coordinate of 

the reference data for the camera 1 respectively using the 10 parameter method. Fig. 4(b) and Fig. 4(d) 

show the pixel errors obtained for the x and y coordinate of the reference data respectively using the 11 

parameter method. It has been confirmed that the RMS (root mean square) value of the errors calculated 

by the 10 parameter method was 10 times smaller than those values obtained by the 11 parameter method. 

This implies that the 10 parameter method is appropriate for three-dimensional measurements. 
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               (a)                                                         (b) 

 

     
(c)                                                       (d) 

Figure 4: Pixel errors of the camera 1 at Z=-2mm. (a), (c) : 10 parameter method (b), (b): 11 parameter methods 

 

3 Tomographic Measurements  

3.1 Numerical tests 

 

Voxel images have been reconstructed using SMART (simultaneous multiplicative algebraic 

reconstruction) algorithm. The intensity of the pixel’s line of sight was calculated in a form of summation 

using Eq. (3).  

 

𝑃𝑖 = ∫ 𝐼(𝑥, 𝑦, 𝑧)𝑑𝑠𝑖
∞

−∞
                                                                              (3) 

 

In order to construct the voxel images, the intensity of the pixel’s line of sight was converted in a form of 

discretization using Eq. (4).  

 

𝑃𝑖  ≈  ∑ 𝑊𝑖𝑗𝐼𝑗𝑗                                                                                         (4) 

 

Eq. (5) representing SMART algorithm was used for the generation of voxel images.  

 

𝐼𝑗
𝑘+1 =  𝐼𝑗

𝑘 ∏ [(
𝑃𝑖

∑ 𝑊∈𝐼𝑛
𝑘

𝑛
)𝜇𝑊𝑖𝑗]

𝑁𝑖
𝑖

1/𝑁𝑖
                                                        (5) 
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For the calculation of three-dimensional vector map using the voxel images, FFT (fast fourier 

transformation) cross-correlation method (Wong et al., 2005) was adopted using Eq. (6).  

 

𝐹(𝑢, 𝑣, 𝜔) =
1

𝑊𝐻𝐷
∑ ∑ ∑ 𝑓(𝑥, 𝑦, 𝑧)𝑒−𝑗2𝜋(

𝑢𝑥

𝑊
+

𝑣𝑦

𝐻
+

𝜔𝑧

𝐷
)𝐷−1

𝑧=0
𝐻−1
𝑦=0

𝑊−1
𝑥=0                                (6) 

 

Here, W, H, D are the window size for x, y, z coordinates respectively. Phantom ring vortex data were 

used for the performance test of the constructed tomographic PIV. The displacements of the ring vortex 

data were generated using Eq. (7).  

 

𝑑 = ‖
𝑢
𝑣
𝜔

‖ =
8𝑅

𝑙
𝑒

−(
𝑅

𝑙
)
                                                                                                (7) 

 

Here, R is the distance to the voxel-center ring and l  is the width of the vortex. In this study, R was set to 

5mm and l  was set to 2 mm. To generate the phantom images of the ring vortex, the number of phantom 

particles was set at from 5,000 to 100,000. The time interval was set to 1/500 seconds. Fig. 5 (a) and Fig. 

5(b) show the reference data of the ring vortex and the reconstructed ring vortex calculated by the current 

tomographic approach, respectively. Fig. 6 shows the experimental schematic of the tomographic system. 

Four cameras (1280x720, 200fps) were used. For visualization, a continuous laser (8W, 550nm) was used. 

A rectangular bluff body (30mm x 30mm x 50mm) was set in the water channel over 15mm height from 

the channel bottom. The Reynolds number was set at 2,000. The measurement volume was set at x-axis (–

45mm~50mm), y axis(–25mm~20mm), and  z axis(–25mm~25mm). The voxel resolution was set to 1188 

x 563 x 625, and the analysis grid was set to 36 x 16 x 18. 

  

 
                        (a) reference ring vortex                                              (b) calculated ring vortex 

Figure 5: Comparison between the reference and the calculated ring vortex 
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Figure 6: Tomographic PIV system                               Figure 7: Experimental setup 

       
Figure 8: Instantaneous 3D vector map                                Figure 9: Time mean structure 

 

The voxel size is 64. Fig. 8 and Fig. 9 show the instantaneous and the time mean three-dimensional vector 

map, respectively obtained by the current tomographic system. Temporal change of the three-dimensional 

vortex structures has been clearly captured by the constructed tomographic system. 

 

4 Conclusion 

The performance of two methods of camera calibrations, 10 parameter method and 11 parameter method 

(Mapping Function Method), were tested. It was confirmed that the 10 parameter method showed better 

performance for three-dimensional tomographic approaches. The temporal changes of the wake structures 

of the rectangular bluff body were quantitatively measured by the constructed tomographic system.  
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Abstract
A two-dimensional representation of reverse flow on a high advance ratio rotor is explored. Experiments
were performed on a blade element undergoing sinusoidal oscillations in rectilinear surge. Unsteady surface
pressure and flowfield measurements were acquired. The formation and convection of a dynamic stall vortex
was observed, specifics of which vary with reduced frequency and advance ratio. The structure of the flow
was found to be similar to that in the reverse flow region of a high advance ratio rotor.

1 Introduction
Reversed and separated flow is a common phenomenon in a wide variety of problems. One example of this
type of flow occurs on the retreating blade of a high advance ratio rotor where the forward flight speed of
the vehicle is greater than the aftward speed of the rotor blade element. Here, the net relative flow is from
the geometric trailing edge of the blade to the geometric leading edge of the blade (i.e., reversed).

While the high advance ratio rotor is a well-known example of reverse flow, it is difficult to fully under-
stand the fundamental flow physics of the problem in a case where the blades are subject to many variables
simultaneously. In the case of the rotor, for example, the blade element in question also experiences os-
cillatory changes in angle of attack, yaw angle, and local flow velocity according to changes in the cyclic,
inflow, flap angle, and lead/lag Leishman (2006). In order to study the problem of vortex formation and
convection more fundamentally, rotor flows may be decomposed into their constitutive components. The
vortex that results from a pitching motion, often referred to as a dynamic stall vortex (DSV), has been stud-
ied extensively throughout the literature, but most of this work has been conducted in a constant freestream
velocity. Because the convection of any vorticity into the wake is greatly dependent on the flow velocity,
we would expect the convection of the shed DSV to depend greatly on flow velocity as well. Therefore,
while these studies can tell us something about the formation of the DSV, the specifics of its convection in
these tests may have limited applicability to real-world kinematics that typically also include a time-varying
component of velocity, necessitating investigation of dynamic stall in a time-varying freestream.

Many dynamic stall experiments simplify the complex kinematics present on a rotor to a pure angle of
attack oscillation. In a similar way, pure surge experiments can be used to simplify the problem to a velocity
oscillation. Like dynamic stall studies, a pure surge experiment represents another way of simplifying flight
kinematics while preserving velocity oscillations. For small variations in freestream velocity that allow
for attached flow, linear airfoil theory may applied in a quasi-steady manner. In particular, Isaacs (1945)
adapted thin airfoil theory to account for these effects in fixed-incidence periodic flows, and Greenberg
(1947) simplified and adapted Isaacs’ theory by assuming the wake was sinusoidal incorporating the work
of Theodorsen (1935). The result of this work was a set of closed form expressions for the lift and moment
of an airfoil in attached flow undergoing sinusoidal pitch, surge, and heave.

Experimental work in surge is far less common than that in pitch. In some early work, the time-varying
components of velocity were superimposed with pitch oscillations to determine the effect of freestream
variability on dynamic stall (Pierce et al., 1978; Favier et al., 1988). Maresca et al. (1979) then conducted an
extensive study of pure sinusoidal surge (without pitching) at low and high incidence with variable frequency
and amplitude. At high incidence, Maresca observed vortex formation and lift characteristics similar to that
traditionally expected from pitch-induced dynamic stall. Recently, Granlund et al. (2016) explored the
accuracy of Isaacs’ and Greenberg’s potential flow models to wings at high and low incidence sinusoidally
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surging into and out of reverse flow. Granlund found excellent agreement throughout the velocity cycle
at low incidence (even in reverse flow), and surprisingly good agreement at high incidence in the reverse
flow region. During high incidence acceleration, however, Granlund found large discrepancies between lift
measurements and the model’s predictions due to the formation of a vortex similar to that found in dynamic
stall.

The present work is a further exploration of surging wing aerodynamics, with a particular focus on the
DSV and the forces and pressure distributions that arise due to its formation and convection. Expanding
on the work of Maresca et al. (1979), sinusoidal velocity profiles with a wider range of frequencies and
amplitudes are explored using particle image velocimetry (PIV), force, and surface pressure measurements,
a subset of which are presented here. These results are qualitatively compared to the high-advance-ratio
rotor tests of Lind et al. (2017).

2 Methods
Experiments were performed in a 7×1.5×1m water-filled tow tank at the University of Maryland, College
Park. A towing carriage moved over the length of the tank according to prescribed tow velocity kinematics.
The carriage held two linear motors that move along the vertical axis. These vertically moving linear motors
were attached to control rods that reached below the surface of the water, where the test model was mounted.
The models’ speed, pitch, elevation, and rotation were all prescribed through pre-defined functions.

In the current experiments, the model was prescribed velocity kinematics in surge at constant pitch and
elevation. The kinematics were similar to the tangential velocity seen by the blade element of a rotor in
forward flight

v(φ) = v0 (1+λsin(φ)) , (1)

where v0 is the average velocity of the sinusoid (i.e. its DC offset), λ is the amplitude of the sinusoid
expressed as a ratio to the average velocity, and the variable φ gives the position within the sinusoid. In
the helicopter analogy, v0 corresponds to the tangential velocity directly induced by the blade’s rotation, λ

corresponds to the amplitude of oscillations that arise from forward flight, and φ corresponds to the blade
azimuth.

Blade oscillation frequency was one variable explored in this experiment. The definition of reduced
frequency k for surging wings is given by Greenberg (1947) as

k =
ωvb
v0

(2)

where ωv is the circular frequency of velocity oscillation in rad/s and b is the semi-chord. Recognizing that
φ = ωvt, the definition of the kinematics could thus also be written as

v(t) = v0

[
1+λsin

(
kv0

b
t
)]

. (3)

The convective time is also introduced, t∗ = v0t/(2b), so the blade kinematics can be written most neatly as

v(t∗) = v0 [1+λsin(2kt∗)] . (4)

In the current experiments, the average velocity v0 of the towed wing was fixed and corresponded to an
average Reynolds number Re0 of 40,000. A single wing model was used with a chord of 4.125 in. The ve-
locity sinusoids had amplitude ratios of λ = {0.25,0.5,0.75,1.0}, in combination with reduced frequencies,
k = {0.16,0.217,0.309,0.511}, for a total of sixteen unique kinematic cases, though due to space constraints
only a limited subset are presented here. These kinematics were performed for a low incidence at α = 5◦
and at high incidence with α = 25◦.

The model towed by these kinematics, shown in Figure 1(a), was a NACA 0012-64 wing with 24 in
span and a 4.125 in chord, resulting in an aspect ratio of 5.8. The model was constructed from 15 separate
segments, aligned along two stainless steel spars to provide rigidity. One segment, which was 3D printed,
housed eight pressure sensors aligned along the chord. Silicon sealant was injected below the sensors and
around the sensor ring to prevent leakage. A cap was then placed over the sensor to create a smooth surface.
This chordwise row of sensors was 6.75 in (1.6 chord lengths) from the left tip of the wing. The chordwise
locations of the sensors are given in Figure 1(b).
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Figure 1: (a) The model used in these experiments, shown at α = 0◦. (b) Location of pressure sensors on
the wing: x∗/c = {0.05,0.125,0.2,0.35,0.45,0.55,0.725,0.80}.
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Figure 2: Instantaneous pressure coefficient for a sinusoidally surging wing at α = 25◦. Note the clear low
pressure wave for the λ = 0.75 cases.

3 Results and Discussion
Experiments on a wing surging with a sinusoidal velocity profile in a water-filled towing tank were per-
formed at two incidence angles (α = 5,25◦) and a wide variety of reduced frequencies k = ωc/2U∞, and
advance ratios λ = 2Ac/k = µ/(r/R). The test model was equipped with a 6-DOF force/torque sensor
and unsteady pressure sensors were installed along the wing chord, giving rise to the pressure coefficient
measurements shown in Figures 2 and 3. Note that in Figure 2, the measured pressures are reported as
instantaneous pressure coefficients, i.e., normalized by the instantaneous dynamic pressure, whereas in Fig-
ure 3, the measured pressures are reported as the more conventional pressure coefficient, i.e., normalized by
the average dynamic pressure.

At low incidence, low reduced frequency, and/or low advance ratio, Greenberg’s linear theory for a sinu-
soidally surging wing was found to be a good approximation of the unsteady loading on the wing. However,
at high incidence and/or for more aggressive wing motions, flow separation resulted in significant departure
from linear theory. Figure 2 provides evidence of this phenomenon in the form of instantaneous pressure
coefficients, i.e., dimensional pressure normalized by the dynamic pressure at the time of the measurement.
In the less aggressive cases (λ = 0.25), the pressure coefficient varies roughly simultaneously across the
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wing chord. However, in the more aggressive cases (λ = 0.75), unsteady pressure waves become evident
after φ= 150◦. A large wave of low pressure can be seen to convect along the wing, hitting the sensor closest
to the leading edge earliest in the cycle (near φ = 150◦) and passing downstream over successive sensors as
the cycle progresses.

Figure 3: Pressure coefficient for a surging wing.
Note the low pressure wave marked with the dashed
line.

The convection of this pressure wave can
also be visualized by plotting pressure con-
tours as in Figure 3. Here, the y-axis shows
the chordwise position, the x-axis shows the
phase angle, and the color scale shows the
pressure coefficient (interpolated from sen-
sor measurements at the given locations). In
the example shown here, the maximum suc-
tion pressure occurs near the midchord of the
wing, implying that the pressure wave is not
fully developed before it passes the front por-
tion of the wing, and the strength of the pres-
sure wave decreases after it passes the mid-
chord. The suction pressure wave also con-
vects downstream over the wing nearly lin-
early with phase/time. Convection speed of
the pressure wave thus can be easily computed. Similar flow features are observed for a range of k and
λ, though with varying intensity, timing, and duration. Some cases result in multiple pressure waves, cor-
responding to the formation of multiple vortices in a manner similar to that reported by Lind and Jones
(2016).

More information about the pressure wave can be obtained by relating the pressure signals to flow field
measurements obtained via PIV. For the case where λ = 0.75 and k = 0.309, the velocity field, vorticity
field, and pressure measurements are plotted for multiple phase angles in Figure 4. At φ = 180◦, (when the
wing is accelerating and at its average velocity), the vorticity field reveals a shear layer separating from near
the leading edge and reattaching to the airfoil before the midchord. By φ = 210◦, the shear layer has rolled
up into a leading edge vortex (LEV) and expanded the region of suction on the airfoil. At φ = 240◦, the LEV
has convected significantly downstream, almost off the airfoil, and the suction wave has continued with it.
At φ = 270◦, (the maximum velocity portion of the cycle), the LEV has mostly dissipated and the suction
wave has passed, leaving behind a weaker suction pressure that is relatively constant over the wing chord.
The flow field remains in this fully stalled state for the remainder of the cycle. In Figure 3, the pressure
contours for this case, we saw a linear convection of the suction wave beginning at φ = 180◦ and reaching
the final sensor at about φ = 240◦, which corresponds to the passage of the LEV in the flow field images.
The region of large suction caused by the LEV (in dark blue), fades to weaker suction as the LEV dissipates
and the wing enters full stall, indicated by a lack of pressure change over both chord and cycle time (a large
region of solid light blue).

Results from this canonical surging wing experiment can be compared to flowfield measurements on
a high advance ratio Mach-scaled rotor obtained in the Glenn L. Martin Wind Tunnel (GLMWT). Particle
image velocimetry (PIV) was used to obtain time-resolved flowfield measurements centered at ψ = 270◦ for
advance ratios 0.6≤ µ≤ 0.9 and a variety of collectives (here, θ0 = 10◦) (Lind et al., 2017). In this work, a
strong reverse flow dynamic stall vortex (RFDSV) was observed. The strength and trajectory of this vortex
was computed and is shown in Figure 5 for µ = {0.6,0.7,0.8,0.9}. The size, strength, and position of the
RFDSV vortex bears many similarities to the pressure signature observed in the much simpler surging wing
experiments. Compare Figures 4 and 5 (right). Despite the differing wing orientation (i.e., forward flow on
the surging wing and reverse flow on the rotor), the overall flow structure remains similar—a strong vortex
forms at the leading edge of the wing, followed by eventual separation.

4 Conclusion
Experiments on a two-dimensional blade-element mode of a rotor were performed. The formation and con-
vection of a strong dynamic stall vortex was observed on a wing undergoing sinusoidal surging oscillations
representative of a rotor blade element. Similar flow evolution has been observed in rotor experiments,
suggesting that ongoing efforts to develop low order models for load prediction in highly separated flows
based on canonical two-dimensional experiments might be leveraged for application to more complex and
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Figure 4: Evolution of LEV and suction wave with k = 0.309 and λ = 0.75, viewed with the vorticity field,
velocity field, and surface pressure measurements
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Figure 5: Flowfield measurements on a Mach-scaled high advance ratio rotor. Variation of vortex strength
with reduced time (Top left), variation of vortex strength with azimuthal position (Bottom left), and vorticity
fields at 260 deg azimuth (Right). Note that for a fixed azimuthal position, as advance ratio increases, the
reduced time over which the blade has experienced reverse flow also increases, as does the instantaneous
vortex strength. Adapted from Lind et al. (2017).

three-dimensional scenarios, including high advance ratio rotors. Future rotor experiments will provide a
more quantitative comparison of the two flows.
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Abstract 

The length ratio of the shorter lip plate to the longer lower plate, and the ratio of slot height to plate 

thickness are key geometric parameters to the aerodynamic performance of the trailing edge cutback wake.  

The unsteady flow past the trailing edge cutback model was experimentally studied by using particle 

image velocimetry (PIV) to examine the influence of length ratio. The length ratio and the ratio of slot 

height to plate thickness in present study are found to exert little influence on the wake. 

 

1 Introduction  

Advanced high-performance gas turbines are operated at peak temperatures that are well beyond the 

maximum allowable melting temperature of the blade material, and turbine inlet temperatures even in 

excess of 2000K have been reported in recent developments (Horbach et al. (2011)). The heat loads are 

extremely high at both the leading and trailing edges of a turbine blade. The implementation of trailing 

edge cooling is particularly difficult due to structural and aerodynamic constraints. Advanced trailing edge 

cooling designs feature a cutback on the pressure side of the blade trailing edge and cooling air extracted 

from earlier compressor stages is continuously ejected through a breakout slot onto the exterior cutback 

surface, forming an insulating film to prevent hot mainstream gas from impinging onto the wall of the 

suction side, as shown schematically in Fig.1. It has been well established that the blowing ratio and the 

normalized distance downstream of slot breakout are key parameters to the cooling effectiveness (Taslim 

et al. (1992)). Other parameters, such as the thickness to height ratio, slot width to height ratio, slot angle 

of injection relative to mainstream flow are recognized as having effect of various magnitudes on cooling 

performance but are not well established.  

 

Fig. 1. Schematic of the high pressure turbine blade with trailing edge cutback cooling 
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In the present study, the asymmetric trailing edge cutback was simplified as a combination of two parallel 

plates with different lengths. The length ratio of the shorter lip plate to the longer lower plate, and the ratio 

of slot height to plate thickness are key geometric parameters to the aerodynamic performance of the 

trailing edge cutback wake. Both may significantly alter the wake flow patterns. However, the ratio of slot 

height to plate was fixed at unity to reduce the factors of influence. The main concern of the present study 

is to shed light on the influence of length ratio on trailing edge cutback wake and coherent structures from 

an aerodynamic view. Toward this end, Particle Image Velocimetry (PIV) measurements of the wake 

behind the trailing edge cutback were conducted and time-averaged flowfileds and turbulent statistics 

were detailedly examined. A simplified trailing edge cutback model without interior ribs or pin-pins was 

adopted to eliminate other impact factors except length ratio.  

2 Experimental Apparatus  

2.1 Overview of the Wind Tunnel  

The experiments were carried out in the wind tunnel (Fig. 2) located at the Department of Power 

Engineering, University of Shanghai for Science and Technology. The test section was 300 mm (width)  

400 mm (height) in the cross section and 2000 mm in length. The turbulent intensity at the inlet of the test 

section was found to be less than 0.6% measured by hotwire anemometry. Mainstream flow was driven by 

a centrifugal blower and a 1.5 kW motor. The free-stream velocity was maintained at  
0U  = 3 m s-1, 

resulting in a Reynolds number based on the slot height Re 3300h  .  

2.2 Test Model 

The trailing edge cutback model used in the present study was designed to replicate only the trailing edge 

portion of a typical high pressure turbine blade with trailing edge cooling. As shown in Fig. 3, the trailing 

edge cutback model was simplified as a combination of two parallel plates with different lengths. The 

thicknesses of the lip and lower plates were equal to the height of the slot between the two parallel plates. 

The head of the lip and lower plates were machined to be semielliptical in order to avoid flow separation. 

The incoming flow past the center of the two plates was served as the coolant flow, and velocity ratio was 

found to be little higher than unity. The length of the lip plate was fixed at 4h, while the length of the 

lower plate varies from 4h, 6h to 8h, resulting in a ratio of l/t = 0, 2 and 4, respectively. 

  
Fig. 2 The wind tunnel Fig. 3 The test model 

3 Results and Discussion  

3.1 Time-averaged flowfileds  
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There have been extensive investigations on the wake of two side-by-side bluff bodies (e.g. circular and 

square cylinders, blunt plates), and three typical flow regimes have been identified at different spacing 

ratios (Ishigai et al. (1972), Zdravkovich (1977)), e.g. ‘single-bluff-body regime’ at small spacing ratio, 

‘asymmetric wake regime’ at moderate spacing ratio, and ‘couple-street regime’ at large spacing ratio.  

However, the influence of spacing ratio on side-by-side finite plates has never been studied. In the present 

study, the spacing ratio (i.e., the ratio of slot height to plate thickness) is within the scope of ‘‘asymmetric 

wake regime’.  The contours of mean streamwise velocity disclose that the wake behind both plates are 

nearly symmetric, and the biased gap flow is not observed in present study. With the increase of length 

ratio, the wake regions behind the two plates keep constant, indicating that the gap flap exerts little 

influence on the mean flowfileds.   

 

Fig.4 contours of mean streamwise velocity 

POD analysis was applied to the velocity fields to examine the vortex shedding characteristics. By using 

POD, the large scale coherent structures in the trailing edge cutback wake can be clearly identified from 

the eigenmodes. The first six eigenmodes with large eigenvalues are shown in Fig.5-7.  

 

Fig.5 First 6 eigenmodes (l/t = 0) 
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As shown in Fig.5, the first two eigemodes indicate the vortices shed from the lip and lower plate. As the 

length ratio l/t equals to 0, i.e., the two plates have equivalent length, symmetric vortex street are found 

behind the two plates. The eigenvalues of the first two modes are almost equal, which also confirm that 

the wakes behind the plates are symmetric and no biased flow is observed.  

As the length ratio l/t increases (Fig.6 and 7), the vortices shed from the lip plate become the dominate 

coherent structures in the wake as can be inferred from the contours of eigenmodes. The first two 

eigenmodes disclose that the vortices shed from the lip plate have more energy than that of the lower plate. 

It seems that there wake flow patterns behind the two plates are similar except the strength of vortices.   

                   

Fig.6 First 6 eigenmodes (l/t = 2)                                           Fig.7 First 6 eigenmodes (l/t = 4) 

4 Conclusion 

In the present study, the biased gap flow is not observed for two side-by-side finite plates. The wakes 

behind the lip and lower plates behave independently, while with the increase of length ratio, the strength 

of the vortices shed from the lip plate increases.  
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Abstract 

Propeller aircraft has the characteristics of high propulsion efficiency and good economy at low 

subsonic speed. Thus, propeller has a broad application in transport aircrafts. Especially, because of the 

high oil price, the propeller attracts more interests of researchers. The propeller slipstream is extremely 

complex and there are many related researches, including experiments and numerical analysis, to study its 

characteristics. The fundamental results of these researches provide valuable references to the design of 

aircraft. In this paper, we firstly summarize the research progress of propeller slipstream in recent years. 

Then, our recent results of aerodynamic characteristics of a multi-element wing under propeller slipstream 

are presented. It is indicated that the flap deflection of the multi-element wing can enhance lift of wing. In 

particular, it can lead to that the resultant force of wing becomes more vertical to the horizontal direction, 

which is helpful to achieve vertical take-off and landing. 

 

1 Characteristics of Isolated Propeller 

In order to investigate the interactions of wing and propeller slipstream, the aerodynamic 

characteristics of an isolated propeller need to be studied firstly. There are substantial literatures to study 

the velocity signals and flow field characteristics of the propeller slipstream. Favier et al. (1989) compared 

the results of numerical and experimental studies of isolated propeller wakes to validate the efficiency of 

numerical approach. Mast et al. (2004) used a vortex model to estimate the circulation distribution on a 

rotor blade and the velocity calculated by the vortex model agreed well with the experimental results. Hot 

wire measurements were used to study the velocity field in the wake of propeller by Mukund et al. (2016). 

They found that the turbulent level of the wake was very high while the flow in the near-wake did not 

accelerate at a high advance ratio. The -5/3 power law of Kolmogorov was observed in the spectra of the 

instantaneous axial velocity signals, as shown in Figure 1. 

 

 
Figure 1: Power spectra of the axial velocity fluctuations at r/R = 0.51 for different x positions (Mukund et 

al., 2016). 
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 Khan et al. (2015) used a propeller slipstream model, which considered both the acceleration and 

diffusion effects, to predict the velocity in the propeller slipstream. They divided the propeller slipstream 

into two different regions, namely, the near-field region which was characterized by slipstream contraction 

and the far-field region which was characterized by slipstream expansion. The velocity predicted by the 

propeller slipstream model compared well with the experimental results. The effects of advance ratio on 

the evolution of propeller wake were numerically investigated by Baek et al. (2015). The results showed 

that increasing the advance ratio could delay the merging of tip vortex of propeller. Cotroni et al. (2000) 

investigated the flow field behind a marine propeller using particle image velocimetry (PIV). They found 

that the propeller slipstream contracted in the region near propeller and began to expand about one 

diameter from the propeller, which proved the rationality of the two propeller slipstream regions pointed 

out by Khan et al. (2015). 

 

2 Interactions between Propeller and Wing 

The interactions between propeller and wing have an effect on the aerodynamic characteristics of wing, 

thus, the performance of aircraft. The effects of propeller slipstream on the wing have been studied by 

many researchers to understand the mechanism of the interactions between propeller and wing. These 

works are important to the optimum design of propeller aircraft. 

The wing performance, including lift and drag, etc., can be changed in the propeller slipstream. 

Witkowski et al. (1989) investigated the influence of advance ratio of propeller on the characteristics of 

wing. The results showed that the propeller could increase the lift and reduce the drag of wing. The effects 

of some parameters on the wing performance at low Reynolds number of Re = 60000 were experimentally 

investigated by Ananda et al. (2013). They equipped propeller and wing separately so as to investigate the 

effect of propeller position with respect to wing. They found that the wing performance was improved 

under the propeller slipstream with the benefits of lift augmentation, lift-to-drag ratio improvement and 

pressure drag reduction, as shown in Figure 2. 

 

 
(a) 

 

 
 

(b) 

Figure 2: Effect of propeller advance ratio on the lift and drag curve of the wing at Re = 60000 (Ananda et 

al., 2013). 
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The wake of propeller is complex and turbulent, thus, it affects the flow over the wing surface. The 

temperature sensitive paint technology was used to study the flow characteristics of wing under propeller 

slipstream by Makino et al. (2014). The results showed that the propeller could prevent the formation of 

the laminar separation bubble and the stalling characteristics were also changed. Catalano (2004) studied 

the boundary layer characteristics of two propeller/wing configurations, namely the pusher and tractor 

configurations. The flow visualization results showed that the pusher configuration could delay boundary 

layer transition and separation, while the tractor configuration could promote the boundary layer transition. 

The flow field information is important to understand the mechanism of propeller slipstream. The wake 

of propeller is complex and the vortex shedding from the propeller impinges on the wing surface, thus 

changes the boundary layer condition of wing. Roosenboom et al. (2009, 2010) used both PIV 

measurement and numerical simulation to investigate the propeller slipstream development. They captured 

the evolution of tip vortices and found the secondary boundary layer vortices formed in the slipstream. 

 

3 Multi-element Wing’s Performance under Propeller Slipstream 

3.1 Experimental Setup 

The multi-element wing with large chord flaps can induce the propeller slipstream downward, which 

results in the resultant force of wing more vertical to the horizontal direction. It is helpful in the fields of 

vertical take-off and landing. Thus, the aerodynamic characteristics of multi-element wing under propeller 

slipstream were experimentally investigated here. 

The experiment was conducted in the D1 wind tunnel at Beijing University of Aeronautics and 

Astronautics. The aerodynamic performance of wing was firstly investigated under static thrust condition, 

namely the tunnel speed was zero. The experimental setup is shown in Figure 3. The multi-element wing 

had two large flaps and was made of aluminum. The chord and span of the multi-element wing were 260 

mm and 650 mm, respectively. The two flaps could be adjusted individually and the deflection angles of 

the two flaps were represented by δ1 and δ2, respectively. 

 

 
Figure 3 The experimental setup. 

 

A wooden made propeller with a diameter of 457.2 mm was mounted in a platform in front of the wing 

so that the position of propeller with respect to wing can be adjusted. The propeller was driven by 

brushless electrical motor and the rotational speed of propeller was 2700 revolutions per minute (rpm) 

with an accuracy of ±10 rpm. The horizontal distance between propeller and wing was 0.25 times of 

propeller diameter. 
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The aerodynamic forces were measured by load cells which were mounted as shown in Figure 3. The 

lift of wing was represented by L, the drag was represented by D, the propeller thrust was represented by T, 

the resultant force of wing was represented by R and the symbol θ represented the turning angle between 

resultant force vector and horizontal direction. The forces in this experiment were normalized by propeller 

thrust. 

 

3.2 Results and Discussion 

 
Figure 4 The aerodynamic performance of multi-element wing under propeller slipstream. 

 

Figure 4 shows the aerodynamic characteristics of multi-element wing under propeller slipstream. It 

can be seen from Figure 4a that the maximum lift at different combinations of δ1 and δ2 increases with the 

total deflection angle of the first and second flaps (δ1 +δ2) when δ1 +δ2 ≤ 70°. However, it remains nearly 

unchanged when 70° ≤ δ1 +δ2 ≤ 90° and begins to decrease when δ1 +δ2 ≥ 90°. It is indicated that the flap 

deflection improves the lift of wing for most cases. The maximum drag of wing increases with the total 

deflection angle of the first and second flaps for all cases. It is meaningful that the turning angle also 

increases with the total deflection angle of the first and second flaps, which means that the aircraft can 

achieve the vertical take-off and landing with a small initial attitude angle. The maximum turning angle 

can reach 44°. It can be seen from Figure 4d that the resultant force changes smoothly when the total 

deflection angle of the first and second flaps is small, while it begins to decrease when δ1 +δ2 ≥ 30°. 

 

4 Conclusion 

The interactions between propeller slipstream and wing are complex. The propeller slipstream can 

change the aerodynamic forces and boundary layer condition of wing. Substantial researches about the 

flow fields of propeller slipstream and aerodynamic forces of wing under propeller slipstream provide 
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important information to the propeller aircraft design. The aerodynamic characteristics of a multi-element 

wing under propeller slipstream was further experimentally investigated. It is indicated that the flap 

deflection of the multi-element wing could enhance the lift and turning angle of wing, which can improve 

the ability of aircraft to achieve vertical take-off and landing. 
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Abstract 

The forewing and the hindwing of a dragonfly have different geometry that could be an evolutionary 

specialization for better aerodynamic performance. In order to investigate the consequences on the 

aerodynamics of wings, that have different shape, PIV experiment is conducted. It is debated whether the 

pitching motion of a dragonfly wing is only induced passively by aerodynamic and inertial forces or some 

of the pitching are consciously actuated. To reveal the extent of active pitching, the flow fields of the 

actively actuated wing of the living dragonfly were compared with the flow fields of the same wing 

artificially actuated only by flapping motion. The results show that different wing shape affect the trailing 

edge vortex dynamics substantially in case of active pitching, however no substantial effect was observed  

when no active pitching was present. These results suggests that active pitching adopted by the dragonfly 

flight that relates to some extent to the wing shape allowing dragonfly to achieve better aerodynamic 

performance. 

 

1 Introduction  

Natural flyers like dragonfly has attracted a lot attention and been studied by many researchers (Shyy, W. 

2007). Both wing geometry and kinematics are critical parameters that influence its aerodynamic 

performance. For the wing geometry study, aspect ratio (AR) and wing shape are most commonly used as 

parameters (Fu, J. J. 2008, Shyy, W. 2013). Ten wing shapes based on a fruit fly’s wing are studied and it 

is reported a less than 5% difference in the instantaneous lift coefficient (CL) (G. Luo 2005). In another 

study, it is found that at different Re number and wing kinematic, the best shapes in terms of efficiency is 

different (T. Canchi 2012). For the wing kinematic study, a comprehensive measurements of dragonfly 

kinematics, including wing stroke plane, wing flapping frequency and phase relation between the 

forewings and hindwings is conducted (Wakeling J M 1997) and it shows that the maximum lift 

coefficients of dragonflies can reach 1.15, which is greater than those of most other insects (Wakeling J M 

1997). The wing kinematics of a dragonfly during a climbing flight is filmed and by using a local 

circulation method to evaluate the aerodynamic characteristics, it is found that most of the vertical force 

was generated during the downstroke (Azuma A 1985). It is known that for certain insects (Dickinson, M. 

H. 1993) use active control over their wing pitching, however it is debated how relevant active pitching is 

for dragonfly flight (Bergou A J 2007). This study aims to clarify the importance of active pitching and its 

relation to the different wing shape of forewing and hindwing of a dragonfly. 

 

2 Methods   

Time resolved particle image velocimetry was used to aid quantitative data analysis. During the in-vivo 

experiment, the specimen’s abdomen was glued on the edge of a transparent glass. A precision stage was 

used to hold the glass and to control precisely the position of the measurement cross section. Fig. 1 shows 
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the experiment set up. A possible inter-wing interaction effect could result in altered flow structures and 

dynamic shape deformation of the wings (Hefler, C. 2017). To isolate our investigation from such effect 

we have conducted the experiments with one wing gently cut off from the specimen. 

Immediately after the in-vivo experiment, the fresh wing was cut down from the joint of the dragonfly 

body and fixed on a rigid beam (3mm from the axis of rotation) driven by a servo motor. The motor was 

controlled to flap the wing at the same flapping frequency and with the same amplitude as the specimen 

did in the previous flow measurement. No active pitching control on the wing was provided by the motor. 

Again, the motor was mounted on a precision stage. The flow fields at different cross sections of the wing 

were measured. 

 
Fig.1 Experiment setup. 

 

3 Results and discussions 

The chordwise length of seven different cross sections are measured for both hindwing and forewing. The 

chordwise length of the wing is defined as the cross section from the leading edge to the trailing edge 

parallel to the body. Fig. 2 shows the chordwise length of hindwing and forewing. At the root area (5mm 

away from the body), the chordwise length of hindwing is 2.2 times that of forewing. The chord length of 

the forewing reaches its maximum around its mid-span, while the hindwing chord gradually decreases to 

the wing tip. 
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Fig.2 Chordwise length of the forewing and hindwing. 

The flapping motion of both wings in single and tandem operation for live specimens were measured. The 

pterostigma of the wing was used as the tracking point (Fig. 3). We found that the wing removal did not 

affect the flapping motion of the dragonfly. 

 
(a) (b) 

Fig.3 (a) The flapping motion comparison of single forewing and both wing. 

          (b) The flapping motion comparison of single hindwing and both wing. 

 

Fig.4 shows average velocity vx and vorticity of a single forewing and a single hindwing of a live 

dragonfly at the root area (5mm away from the body), where the chordwise length of hindwing is 2.2 

times that of forewing. The x axis is defined as the body line of the specimen. Due to the larger chordwise 

length and because the pitching axis is close to the leading edge, the trailing edge region of the hindwing 

translates substantially more than the forewings. This results stronger vertical structures shed by the 

hindwing (Fig.4). It also results in stronger downstream momentum generation. 
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Fig.4 average velocity vx and vorticity of single wing case 

(5mm away from the body for living specimen) 

 

Fig.5 shows average velocity vx and vorticity of a single forewing and a single hindwing in mechanically 

actuated flapping. Compared to the results in Fig.4, it is found that the pitching angle of the motor 

controlled case is much smaller. It also results in much less induced downstream momentum. Comparing 

Fig.4 and Fig.5, we observed that taken out the active pitching the difference between the aerodynamics of 

forewing and hindwing becomes less pronounced. 

 

Fig.5 average velocity vx and vorticity of single wing case 

(5mm away from the body in mechanically actuated flapping) 
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4 Conclusion 

It is found dragonfly applies both active and passive pitching. In the root region, where hindwing chord is 

substantially larger than the forewing’s, the active pitching influences the aerodynamics of the wing 

strongly. When the pitching is only passive, the difference between the forewing and hindwing 

aerodynamics (trailing edge vortex strength and downstream momentum) is less. 
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Abstract
Investigation of acoustic pressures on a surface is traditionally performed using microphones either placed
in discrete locations on the surface or with microphone arrays situated around the model. Pressure-Sensitive
Paint (PSP) is an optical pressure measurement technique based on a photo-physical phenomenon of lu-
minophores, where when exited with light with a certain wavelength the luminophores in the paint emit
light with longer wavelength, Liu and Sullivan (2005). The intensity of the emitted light is directly related
to the oxygen concentration around the luminophores and according to Henrey’s law, the concentration of
oxygen in the paint layer is proportional to the partial pressure of oxygen of the gas above the surface. With
this, the surface pressure is a function of luminescent intensity of the PSP luminophore.

In order to measure acoustic phenomena a pressure sensitive paint designed for unsteady measurements
(iPSP) featuring very short response time is used, Hilfer et al. (2017). The iPSP can be coated on many
different surfaces regardless of geometry or material offering an advantage for measurements where a place-
ment of a surface microphone is not possible. Furthermore, by using iPSP combined with a high definition
camera each pixel in the image is a separate pressure sensor resulting in a high spacial resolution. A new
test facility based on the design introduced by Ali et al. (2016) is build which allows evaluations of acoustic
pressure distributions with frequencies up to 5 kHz and amplitudes between 0 and 400 Pa (or up to 146
dB). In this work frequencies and amplitudes comparable to the conditions found inside the Aeroacoustic
Wind Tunnel (AWT) at Leibniz Universitt Hannover, Bartelt et al. (2013) are investigated to evaluate the
capability of our iPSP system for acoustic measurements. Single mode acoustic excitation is performed
to investigate the limits of our system showing a minimal detectable amplitude of 5 Pa (108 dB). Further,
acoustic white noise signal was used to excite multiple modes to investigate the capabilities of our system to
separate and detect specific modes. For post-processing phase averaging, proper orthogonal decomposition
(POD) and dynamic mode decomposition (DMD) are investigated showing a clear advantage of DMD for
signal to noise ratio improvement and filtering of noise with specific frequencies such as camera noise. From
white noise signal measurements using DMD, modes with amplitude above 5 Pa were identified and spatial
distribution extracted.

1 Introduction
Using PSP to better understand the principals of flow phenomena is an established and widely used mea-
surement technique, Liu and Sullivan (2005), Gregory et al. (2014). Acoustic measurements are particularly
challenging due to the low signal amplitude compared to the high ambient pressure and PSP being generally
an absolute pressure sensor. In this work an evaluation of fast response Pressure-Sensitive Paint for acous-
tic applications was investigated using iPSP developed at DLR. The iPSP measurement technique is tested
during this evaluation with acoustic parameters similar to those found in an acoustic wind tunnel.

Intensity Method
There are two methods to measure pressure distribution with PSP; intensity and lifetime. In this work

the intensity method is used for fast response measurements and requires a continuous illumination of the
paint, with the pressure dependant intensity of the light emission measured by a high speed camera. In
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(a) (b)

Figure 1: a) Microphone positions on the back wall. b) Acoustic measurement set-up.

order to determine the pressure, the Stern-Volmer relation (1) with predetermined temperature dependent
coefficients A and B is used.

Ire f

I
= A+B

p
pre f

(1)

To measure high-frequency pressure fluctuations a high response time of the paint to sudden pressure
changes is necessary. In preliminary tests in a shock tube at DLR Göttingen, our iPSP showed a pressure
step response time of ca. 65 µs. In general such paint can be used for application with frequencies up
to 30 kHz. The fast-response PSP developed at DLR consists of one base and active layer with the base
layer mixed from a polymer, a ceramic particle (titanium silicon oxide TiSiO4), dispersant and water and
applied to the cleaned surface of the back wall. The active layer is a mixture of Toluene and PtTFPP, the
luminophore. The application of both layers is performed using an air brush resulting in a coat thickness
between 24 µm and 34 µm.

Fast Response PSP in Acoustic and Low Pressure Amplitude Applications
Acoustic measurements are especially challenging because of the low pressure fluctuation compared

to the high ambient pressure. In AWT sound pressure levels (SPL) of up to 136 dB, Bartelt et al. (2013)
are generated, which corresponds to a maximal pressure level of 126 Pa. McGraw et al. (2003) performed
an acoustic measurement with iPSP and a reference microphone in a resonant cylinder. The iPSP lumi-
nescense intensity was captured by a photomultiplier tube (PMT). Subsequently the data was averaged and
Fast Fourier Transform (FFT) performed revealing lowest sound pressure level of 110 dB (6.32 Pa) with
frequencies up to 3500 Hz. To measure spatial distribution of the sound pressure on a surface a PMT has to
be replaced with a camera. This was done by Gregory et al. (2006) using a charge-coupled device (CCD)
camera. The resulting iPSP data was phase averaged and compared to an analytic solution and a measure-
ment of one fast response pressure sensor (Kulite). The measured data from iPSP matched well with the
analytic solution with a minimum detectable pressure level of 115.8 dB (12.3 Pa). In order to investigate
even lower pressure fluctuations or multi frequency phenomena, a more advanced noise reduction method
has to be applied. Pastuhoff et al. (2016) used singular value decomposition (SVD) to enhance the SNR
of iPSP data. Ali et al. (2016) used proper orthogonal decomposition (POD), a related technique to SVD,
and dynamic mode decomposition (DMD) to reduce the noise and measure multi frequency phenomena. A
POD mode is a left singular vector of the SVD and can be calculated with the known SVD algorithm. DMD
calculation using flow field data is well described by Schmid (2010) and can be used in similar procedure
for pressure field data. According to Ali et al. (2016), DMD is the more robust method in discriminating
between the two modes and eliminating the noise of the CMOS sensor.

2 Experiment
The measurement of acoustic pressure distributions inside an acoustic wind tunnel requires a set-up which
can detect pressure levels of up to 100 Pa with frequencies up to 4 kHz. Ali et al. (2016) already measured
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acoustic pressure distribution in a rectangular cavity, as described above, with frequencies up to 2200 Hz
and pressure amplitudes above 600 Pa. The dimensions of test section, 216 mm x 168 mm x 102 mm,
are the same as Ali et al. (2016) to have comparable results. Additionally, a second pressure measurement
technique, condenser microphones, are included. The number of microphones and their position on the back
wall is determined analytically to satisfy Nyquist-Shannon sampling theorem for modes with a mode number
of four and lower. Two extra microphones are placed near the center on the left side to have additional
reference signals inside the low pressure regions of mode (1 1 0). The microphones and their position are
shown in Figure 1a. Due to the symmetry of the modes every microphone has a reference position on the
back wall and can be correlated to iPSP results. The oxygen level in the air inside the box has also an effect
on the calibration of iPSP, Liu and Sullivan (2005). By flushing the box with synthetic air with a known
oxygen level, an oxygen meter is not required. This also ensures dry air conditions inside the cavity, which
is part of the assumption for analytic calculations of the modes, Pierce (1981).

To excite the paint two UV-LEDs, HardSoft IL-106 UV, emitting light at a wavelength of 385 nm are
used. The LEDs are equipped with 720 mm lenses and optical band-pass filters (ET385/70x, 385 nm ± 35
nm) fitted in front of the lenses. The LEDs are placed beside the camera and angled toward the acoustic box
so that the whole back wall is illuminated. The camera is a Photron Fastcam SA-Z, equipped with a Nikon
85 mm lens and a bandpass filter (ET630/75m, 630 nm ± 37.5 nm) and is set to record 8192 images with an
resolution of 768 x 768 pixel. The CMOS image sensor has 12 bit dynamic range. The camera is triggered
and synchronized as shown in Figure 1b. The camera and LEDs are placed 500 mm away from the iPSP
covered surface, which corresponds to a possible distance in a wind tunnel.

The included microphones are Brüel&Kjaer Type 4944 1/4” with a dynamic range of 46 to 170 dB
and are able to detect frequencies between 4 Hz and 70 kHz. The microphones are mounted without the
protection grid flush to the surface. The microphones are calibrated before and after all measurements.

An absolute pressure sensor is placed on the left side wall together with a Pt100 temperature sensor. The
acoustic modes inside the box are excited with two BMS 4540ND - 8Ω speakers. The speakers can induce
frequencies from 700 Hz to 30 kHz and are driven by a signal from a function generator Agilent 33522A.
The signal from the generator is filtered and amplified.

All voltage signals are logged with a data logging system, Viper HDR, which is able of sampling with a
maximal sampling rate of 250 kHz. It is logging the signals of the nine microphones, the absolute pressure
sensor, the signal of the function generator and signals from the camera. The synchronisation of the mea-
surement is shown in Figure 1b and consist of the function generator, generating two in phase signals. One
sinusoidal signal is driving the speakers and the second signal is a square wave, which is synchronising the
camera with the speakers. This is only done, when a specific single mode is excited. When the speakers are
driven with a white noise signal, the camera is running independently. In both cases the output signals are
logged and a post processing synchronisation can be carried out.

3 Data Analysis Methods
To obtain spectral power density (SPL) of a specific mode from microphone data, the PSD is calculated
with the Welch’s estimation, and Hann window function. With the segment length of 217, a sample length
of 5 ·106 , and a segment overlap of 50%, the PSD is averaged 76 times.
Due to the small pressure fluctuations of acoustic phenomena, the emitted light from the paint is only
exhibiting a small change corresponding to 0.7% of the dynamic range of an 12 bit (4096 counts) camera
sensor or just 3 counts for 134 dB (100 Pa) signal at 105 kPa ambient pressure. This requires further image
preparation and data analysis: To reduce the memory size required for post processing, the images are spatial
binned averaging four pixels to one, which also increases SNR. This leads to a final resolution of 278 x 358
pixel. Since the back wall has a dimension of 168 mm x 216 mm, the pixel resolution in both direction is
1.65 pixel/mm. To obtain an reference image (Ire f , Eq. 1) an average of the whole images I are calculated.
Phase Averaging: During synchronised measurements only a specific mode with a specific frequency is
excited. The speakers and the camera are running in phase. Therefore, phase averaging can be used. The
camera is then set to take ten snapshots for each period of the mode, so every tenth image is averaged. Phase
averaging can only be applied to a specific frequency.
Singular Value Decomposition: The mathematical principle is further described by Strang (2003). The
modes obtained by SVD contain several frequencies and are sorted by energy.
Dynamic Mode Decomposition: The calculation of DMD is based in the first step on the results from SVD,
but after application of DMD each mode represents a specific frequency. Further description of DMD by
Kutz et al. (2016).
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Figure 2: Mode (1 1 0), analytic and phase averaged solutions, POD and DMD modes scaled by mic. 4

Figure 3: Horizontal cuts through analytic, dynamic mode and phase averaged result. Scaled with mic. 4.

Pressure Recalculation: The pressure of PSP is conventionally calculated with the Stern-Volmer equation.
During this evaluation only the pressure of images from the phase averaged method can be recalculated with
the given procedure. Calculation of the pressure of the SVD and DMD modes without information from
additional pressure devices is more complex therefore, the pressures from microphones are used to scale the
modes. The modes will be scaled with the amplitude of the power spectral density (PSD) of the microphones
at the excitation frequency of the mode and a pressure reference region on the analysed iPSP images. The
pressure reference region is chosen to be at a symmetric point to the microphone and therefore with the
same pressure level as the microphone pressure. The investigated modes are either point symmetric or axis
symmetric (x-axis or y-axis).

4 Measurement and Results

4.1 iPSP evaluation
In order to evaluate the performance of our iPSP, the mode (1 1 0) is excited and compared to results by Ali
et al. (2016) (not shown here) displaying similar capabilities. The measured mode frequency of this mode is
1318 Hz with an uncertainty of ± 2 Hz. Two different pressure levels, 145.51 dB (377.50 Pa) and 128.28 dB
(52 Pa), are measured with this set-up. In order to compare microphone and iPSP a corresponding reference
position of microphone 4 is chosen from PSP data. To simulate the microphone a spatial 5 pixel square
region is averaged to one value. In Figure 2 the results of the different data reduction methods are displayed.
In DMD and more distinct in POD, horizontal lines caused by sensor read out noise are seen. Since in DMD
only patterns with distinct frequency are extracted, the influence of the camera readout noise with a peak at
608 Hz is reduced. Lowest detectable pressure level with this set-up was 108 dB or 5 Pa and is defined by the
systematic electronic camera noise. In Figure 3 the analytic and phase averaged results and DMD mode are
cut horizontally at y = 8 mm and y = 108 mm showing a good agreement of the DMD mode with pressures
from microphones and analytic results. The phase averaged result shows some asymmetric behaviour which
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Figure 4: Solution of linear equations using microphones 1 - 9.

Figure 5: Comparison of reconstructed analytic solution and measured iPSP results.

could be caused by systematic inhomogeneous temperature distribution inside the acoustic box.

4.2 White Noise Excitation: Overlapping Modes at 2611 Hz
In this set-up the iPSP for acoustic phenomena with multiple mode appearance is evaluated. The speakers
are driven with a white noise signal and due to the dimension of the acoustic box, several modes are induced
each with a specific frequency. The phase averaging method can not be used for multi frequency phenomena.
During the white noise excitation the acoustic box accommodates several modes within a close frequency
range, including the modes (2 2 0) and (3 1 0) with theoretical excitation frequencies of 2607 Hz and 2614
Hz, respectively. The PSD of a microphone signal at this frequency range exhibits only one peak located
at 2611 Hz (not shown here) indicating an overlap of the modes. The extracted dynamic mode from iPSP
and the analytic solution of the modes (2 2 0) and (3 1 0) and the overlapping mode is shown in Figure
5. The analytic solution of the overlapped pattern is calculated by a sum of the basic modes multiplied by
a weighting factor (w). To obtain the weighting factors a system of linear equations with the microphone
signals is calculated and the first four most dominant modes are used where the modes (2 2 0) and (3 1 0) are
most dominant, Figure 4. The resulting analytic solution as shown in Figure 5 is in good agreement with the
measured iPSP distribution. These results show, that iPSP can be used to verify measurements performed
by microphones. Further measurements with this set-up showed the capability of our iPSP to generate good
results up to a Frequency of 5 kHz (not shown here).

5 Conclusion
In a typical application inside the Aeroacoustic Wind Tunnel in Hannover sound pressure levels up to 138.4
dB (166 Pa) with frequencies up to 4 kHz are expected. The results of the experimental evaluation presented
in this work show that the iPSP is capable of detecting acoustic pressures in this range. The initial evaluation
of our iPSP reveals, the data analysis methods; phase averaging, proper orthogonal decomposition, and
dynamic mode decomposition are capable of increasing the SNR notably. During the post processing of the
initial test the three different data analysis methods are compared to each other. The averaging method is
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simple to use and to implement. This method does not require a reference pressure device on the surface,
however, multi frequency phenomena can not be investigated with the averaging method. Therefore, the
averaging method is only recommended for single frequency phenomena evaluation. The POD, closely
related to the SVD, is considered for white noise excitation. But since the POD modes contain several
frequencies the camera read out pattern is included. Therefore, DMD is considered a preferable method
capable of suppressing camera noise pattern and featuring associated frequencies. The used set-up together
with DMD is capable of detecting pressure amplitudes as low as 5 Pa at a frequency of 1318 Hz. For the
pressure recalculation a pressure reference device is needed, which must have a fast response time and able
to detect low pressure levels. The white noise excitation proved the capability of the iPSP to detect multiple
frequency phenomena even for pressure below 20 Pa and frequencies up to 5 kHz. Furthermore, the DMD is
capable to extract modes of interest and increase the SNR significantly. The pressure of overlapping modes
can be recalculated and modes, which are not overlapping but are close in frequency can be separated.
Overall the iPSP together with the DMD is capable of measuring acoustic pressure phenomena similar to
the acoustic phenomena appearing inside the AWT. Pressure amplitudes above 20 Pa are well observed and
the minimal detectable pressure limit of 5 Pa at 1318 Hz is a good basis for future measurements. Based on
the results shown in this work, a new acoustic iPSP measurement system is now being installed in the AWT.
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Abstract
We provide a proof-of-concept about the direct measurement of skin friction τ by means of a Temperature-
Sensitive Paint (TSP). To this aim, the relationships between the time-resolved measure of the surface tem-
perature Tw(x,y, t) below a turbulent boundary layer and the span- and time-averaged streamwise friction
velocity uτ(x) is firstly assessed. Then, the focus is placed on the turbulent region after the Laminar Sep-
aration Bubble (LSB) which develops on the suction side of a NACA 0015 hydrofoil model, investigated
experimentally at chord Reynolds number Re = 1.8×105 and angle of attack AoA = 10◦. At spatial scales of
the order of the LSB width, almost steady thermal footprints Tw(x,y, t) of the fluid, slowly evolving around
their averaged position, unveil a flow regime subject to small 2D disturbances. The LSB-induced spatial
gradients of Tw(x,y, t) are linked to almost fixed positions in time and any evidence of three-dimensional
disturbance is missing. At smaller spatial scales, the legs of the turbulent structures rubbing the surface
(hairpin vortexes) impress their thermal footprint on the TSP while they propagate in the streamwise direc-
tion. They act like a tracer and their strong preferential streamwise orientation suggests the application of a
two-points cross-correlation algorithm, whose maximum provides the time-lag ∆t between the appearance
of a disturbance at the two streamwise aligned locations, and thus the propagation velocity upT of the Tw
perturbation T ′w. The relationship between upT and the friction velocity uτ feeds a physics-based criterion
for the identification of span- and time-averaged separation xS and reattachment xR locations grounded on
the sign of uτ (and τ) itself. In the paper we report:

• The relationship between the velocity of propagation of the velocity disturbances upU and the friction
velocity uτ

• The relationship between the velocity of propagation of the temperature disturbances upT and upU

• The algorithm for the extraction of the propagation velocity of temperature perturbations upT

• The resulting friction velocity uτ and friction coefficient C f profiles.

1 Introduction
The measurement of the skin friction τ is a topic of great interest in various disciplines. The knowledge of
τ and of the skin friction coefficient C f = τ/0.5ρU2

∞, where ρ is the fluid density and U∞ is the freestream
velocity, is essential for the determination of the shear force that a flow acts on a body surface. It is also
a primary scaling parameter for the theoretical treatment of wall turbulence, often via the friction velocity
uτ =

√
τ/ρ (Tropea et al. (2007)). Moreover, the availability of time-resolved maps of skin friction vector

fields enables a physics-based description of the wall-bounded flow in terms of separation, reattachment
and laminar/turbulent transition (Hirschel et al. (2014)). Here we deal with this subject via an experimental
approach whose focus is on the skin-friction data derived from time histories of temperature maps obtained
using Temperature Sensitive Paint (TSP), see Tropea et al. (2007) for a description of the basic principles
of this measurement technique. These maps retain a detailed portrait of the footprints of the coherent flow
structures close to the surface, in a way that disregard the rigid hypothesis that the wall heat flux is only due
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(a) CEIMM tunnel (b) TSP coated profile

Figure 1: (a) Water tunnel experimental setup and NACA 0015 hydrofoil model (orange, inside the tunnel),
LED lamps (red) and fast camera (white). Lower left detail reports the NACA 0015 profile with heating
structure. (b) TSP-coated hydrofoil model. Registration markers can be noticed onto the surface. Reference
coordinates given (distances in mm).

to the convective action of the flow. We hypothesize that the temperature fluctuations T ′w, measured at the
wall by means of TSP, can be used as tracers, so that their passages at close (but well separated), streamwise-
aligned locations can be captured by a two-points correlation algorithm. The time lag corresponding to the
maximum of the resulting correlation function allows for the calculation of a velocity which quantitatively
describes the propagation of the temperature disturbances at wall, i.e. it provides a direct link to the friction
velocity (Hetsroni et al. (2004)) and friction coefficient. This approach is well settled in literature for the
speed of propagation of velocity and vorticity perturbations (see Kim and Hussain (1993)). Its extension to
the T ′w propagation velocity upT in a turbulent channel establishes a proportionality with uτ via a constant
factor which is a function of the Prandtl (Pr) number and of the thermal boundary conditions (constant wall
heat flux or wall temperature). It can be considered as a ground-truth reference in the turbulent channel
literature. The present approach is feed by kinematic quantities and is not exposed to the influence of factors
not related to fluid dynamic phenomena, such a non-uniform heating of the model needed for TSP (Tropea
et al. (2007)).

2 Experimental setup
The cavitation tunnel CEIMM at CNR-INM (Rome) consists of a closed-loop water tunnel featuring a
1 : 5.96 contraction nozzle and a square test section of side B = 600mm. Free-stream turbulence intensity
and flow uniformity at the channel centerline are respectively 0.6% at hydrofoil position (1.5% on average)
and 1%. The test section is bounded by perspex windows in order to allow optical access from all direc-
tions. The hydrofoil model cross-section is a NACA 0015, chord length C = 120mm and length L equal to
test section side B. The model was coated with a temperature-sensitive paint (TSP) to measure the surface
temperature. The development and the properties of the TSP used in this work are described in Ondrus
et al. (2015). The hydrofoil model, as shown in Fig. 1(b), is mounted at the channel centerline by means of
two flanges which can be rotated to set the desired angle of attack. The images were acquired by a CMOS
high-speed camera Photron Fastcam SAX, 1024 square pixels resolution, fitted with a Nikon 50mm focal
length lens with 1.4 maximum aperture and a long-wave pass filter having a 50% transmittance cut-point
at 600 nm wave length. TSP coating excitation light is provided by twelve high-power LED devices, hav-
ing their maxima in the wavelength range between 400 nm and 405 nm. Acquisitions were carried out at
free-stream velocity U = 1.5m/s corresponding to Reynolds number Re = 1.8×105 based on chord length,
and at angle of attack AoA = 10◦. A set of 10,916 images was collected with acquisition frequencies of
F = 1KHz. Imaged area for all acquisitions was approximately 135×135 mm2, thus image spatial resolu-
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tion is ≈ 0.13mm/pixel. In order to establish a heat flux between the hydrofoil model surface and water, a
temperature gradient has to be artificially created between the model profile and the surrounding fluid. To
this aim the hydrofoil model was manufactured with three internal circular cavities having different diame-
ters (7, 8 and 7mm, positioned respectively at 20,50 and 80mm from the leading edge, see Fig. 1(a) (detail
at lower left), through which warm water flows. This is supplied by an external thermostatic bath which
keeps the inner-fluid temperature constant at a target value, about 15◦ higher than the free stream tempera-
ture T∞. After reached, the target temperature was kept by the thermostatic bath for a long time (more than
5min) before the experiment started. Then, the short duration of the tests (10s) allows to consider the target
temperature as a constant in that time lapse.
In order to assess the extent of natural convection effects, the Richardson non-dimensional number is calcu-
lated as:

Ri = (gβ(TW −T∞)L)/U2 (1)

which represents the importance of natural convection relative to forced convection with β representing the
volumetric thermal expansion coefficient and TW the hydrofoil model surface temperature. Typically, it is
assumed that natural convection is negligible until Ri< 0.1. It follows that at the tested Reynolds number and
angle of attack Ri < 0.001 holds and consequently natural convection can be reasonably deemed negligible.

2.1 Pre-processing methods
2.1.1 Temperature maps extraction

The acquired images were pre-processed according to the common practice adopted generally when dealing
with TSP acquisitions. A detailed description can be found in Fey et al. (2003) and Capone et al. (2015)
among the others. The aim of the procedure is to minimize the effect of non-uniform illumination, uneven
coating and non-homogeneous luminophore concentration in the TSP active layer (Liu and Sullivan (2005)).
In the presented experiments the hydrofoil model underwent a certain amount of displacement due to lift,
this causing the reference and run images to mismatch. An image re-alignment step (image registration) was
then necessary prior to the pixel-wise ratio calculation step. Based on reference markers printed onto the
TSP coating, visible in Fig. 1(b), an affine geometric transformation was thus employed to re-align images.
The ratioed images were converted to thermal maps by using an appropriate calibration curve (Capone et al.
(2015)).

2.1.2 Spatial filtering

Although uneven paint coating and nonuniform surface illumination can be significantly reduced by fol-
lowing the procedure described in Sec. 2.1.1, TSP images are still affected by a signification amount of
Gaussian, additive, white noise and a filtering is strongly suggested. With the aim to improve the efficiency
of the classical Gaussian filter, an edge-preserving spatial filtering was developed in order to enhance the
relevant image gradients in TSP images, while removing the background, uncorrelated noise. The proposed
filter is an enhanced version of the classical Gaussian blur: a circular Gaussian kernel is applied to the im-
age where where the luminosity gradients are negligible, whereas a weakly stretched Gaussian kernel in the
direction normal to the gradient itself is applied to the image where it exhibits a spatially coherent gradient,
thus preserving the gradient itself from smoothing (see Miozzi et al. (2018)).

2.1.3 Temporal filtering

Data are filtered in time with a Savitzky-Golay filter. It can be thought as a generalized moving average,
which approximates the underlying function within the moving window by a polynomial of higher order.
The filter was applied to each pixel’s luminosity time series, with a polynomial order of 1 and a span of
2M + 1 = 13, where M is the impulse-response half length Schafer (2011). This corresponds to a nom-
inal normalized cutoff frequency fnc = 0.165 (Schafer (2011)), where the transfer function is 3dB. The
dimensional cutoff frequency of the filtered dataset is fc = 0.5×0.165×1000 = 82.5Hz.

3 Propagation velocity of fluid dynamic disturbances at the wall
The experimental evidence reported by Eckelmann (1974) about the direct relationship between uτ and
upU was obtained by comparing the fluctuations of the wall-normal gradient at wall (∂u(z, t)/∂z)w with the
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horizontal velocity fluctuations u′(z, t) acquired at increasing distances from the wall. He found an overall
coincidence between the time dependency of the two profiles close to the wall in the range 0 < z+ < 7
(where + indicate an adimensional distance, defined as z+ = z× uτ/ν∞ where ν∞ the dynamic viscosity in
free stream), being the two quantities scaled by a constant factor. The numerical investigation about the
velocity of propagation of velocity disturbances upU(z) as a function of the distance from the wall z (and
its non dimensional counterpart z+) in a turbulent channel flow by Kim and Hussain (1993) outlines how
upU(z) is slightly lower than the local mean flow velocity, except in the near wall region. For z+ < 5, upU
is essentially constant and greater than the local mean velocity, implying that perturbation of fluid dynamic
variables propagate like waves near the wall. Their results are in good agreement with the numerical
findings of Geng et al. (2015), among the others. The propagation of perturbances of Tw was considered
by Hetsroni et al. (2004). They considered the influence on upT of the Prandtl number and of the boundary
conditions in a turbulent flume and their findings confirm the existence of a region of constant upT below
z+ = 2, where two well-defined relationships hold, one at constant wall heat flux (u+pT = Pr−1/2u+p ) and the
other at constant wall temperature (u+

pT = Pr−1/3u+p ). By closing the circle with the findings of Eckelmann
(1974), these relationships state that upT is also proportional to the friction velocity uτ. Results about the
streamwise component of upT will be shown in Sec. 4 in terms of uτ and of the friction coefficient

C f =
τw

0.5ρU2
∞

= 2
(

uτ

u∞

)2

= 2
(

upT/c
u∞

)2

(2)

where c = Pr−1/3cu is the constant of proportionality at constant wall temperature, Pr = 7.56 is the Prandtl
number in water and cu = upU/uτ is the constant of proportionality between upU and the friction velocity uτ

after Kim and Hussain (1993) (see Miozzi et al. (2018)).
In contrast to the pressure transducers, which capture a non-localized quantity, results from Hetsroni et al.
(2004) show how a measurement of upT at the wall is only related to the Tw values at z+ < 2, where the
upT distribution is constant. This property emphasizes the local nature of the TSP response, which excludes
from the resulting signal statistics and spectra the occurrence of events localized at z+ > 2, such as the
Kelvin-Helmoltz induced vortex shedding and detachment in the shear layer of a laminar separation bubble
(except for their impingement after the reattachment, see Miozzi et al. (2018)). Note that a similar analysis
can be done also for laminar and transitional regions, as discussed in Miozzi et al. (2018).

4 Skin friction evaluation
Figures 2(a) and 2(b) report a snapshot of T and its detail at AoA = 10◦. The whole snapshot of T ′w shows
on the left the signature of the LSB, which is known to be almost steady at the inquired Re and AoA (Miozzi
et al. (2018)). On the other hand, the elongated streaks of hotter and colder spots in Fig. 2(b) propagate
streamwise at velocity upT . A criterion to quantitatively diagnostic the streamwise profile (x) of the time-
averaged friction velocity uτ and the related C f profile is proposed as follows. Firstly, the best correlation
distance ∆tmax(x,y) (time lag) is identified between temperature time-histories acquired simultaneously at
adjacent, streamwise aligned, locations separated by ∆x≈ 1.3mm on average:

∆tmax(x,y)|R∆x
T T (x,y,∆t)|max =

Tw(x+∆x/2,y, t) ·Tw(x−∆x/2,y, t−∆t)
σT (x1,y)σT (x2,y)

|max (3)

where σT (x,y) is the standard deviation of the temperature profile at (x,y):

σT (x,y) =

√√√√ 1
T

(
T

∑
t=1

(Tw(x,y, t)−〈Tw(x,y)〉T)

)2

(4)

where T is the time-length of Tw.
A propagation velocity at wall-normal distance z, upT (z)|z→0, is then estimated as the ratio between the

(curvilinear) locations separation in space and the identified time lag; eventually the friction velocity is cal-
culated as uτ = upT/c. Results about uτ are reported in Fig. 3(a), together with the 95% confidence interval.
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(a) Instantaneous T ′w map. LSB is visible on the left at 3≤ x≤ 13
mm.

(b) Detail of T ′w in the black square of Fig. 2(a)

Figure 2: Snapshot of T ′w at AoA = 10◦ (a) and its detail inside the black square (b). The thermal traces that
move streamwise can be tracked by a classical correlation approach.
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(a) uτ profile (black line, calculated at red dots). Error bars report
the 95% confidence interval.
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(b) C f profile from uτ of Fig. 2(a) (black line, calculated at red
dots) with results from Xfoil at Ncrit = 3.5 (green line).

Figure 3: Span and time averaged profiles of uτ (a) and C f at AoA = 10◦ and Re = 1.8× 105. Error bars
report the 95% confidence interval. Recirculating region is clearly detectable, together with the dead water
region. The experimental C f distributions is compared with Xfoil results in (b).

The profile of C f , obtained following Eq. 2, is shown in Fig. 3(b). The existence of a reverse flow region is
clearly visible and the separation and reattachment locations are immediately identifiable by looking at the
change of sign of uτ. The profile of C f in Fig. 3(b) has been compared, in the same figure, with a profile
obtained using Xfoil (Drela (1989)). Having in mind all the limits of the Xfoil implementation, especially
for what concerns the value of the critical N-factor for transition Ncrit , results obtained by placing Ncrit = 3.5
(incoming turbulence level Tu ≈ 0.6%, see Xfoil documentation) show a meaningful correspondence, except
inside the LSB, where the discrepancy is probably due to the limits in the Xfoil approach.
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5 Conclusion
We report about the feasibility of the tracking of the temperature disturbances at-wall for the quantitative
estimation of the friction velocity uτ. The method, fed with results from surface temperature measured by
means of TSP, relies on kinematic properties of temperature signals and is not affected by non uniform heat-
ing of the model. This proof-of-concept is developed on the turbulent region downstream the almost steady
LSB on the suction side of a NACA0015 hydrofoil model at AoA = 10◦ and demonstrates the capabilities of
the approach in the challenging occurrence of a LSB. The ubiquity of the turbulence tracers guarantees an
accurate seeding of the investigated surface, while more refined correlation strategies are required to over-
come the weak signal-to-noise ratio. By stating the relationship between upT and uτ and by considering the
analogy between the flow turbulence at wall (i.e. thermal traces of hairpin vortexes legs) and flow seeding
in the fluid we can consider the present approach as a PIV-like investigation of the flow at the wall, i.e. a
Wall-Turbulence Image Velocimetry.

Acknowledgements
This work has been supported by the Flagship Project RITMARE, The Italian Research for the Sea, coordi-
nated by the Italian National Research Council and funded by the Italian Ministry of Education, University
and Research. Carsten Fuchs (DLR) is acknowledged for TSP surface treatment.

References
Capone A, Klein C, Di Felice F, Beifuss U, and Miozzi M (2015) Fast-response underwater TSP investiga-

tion of subcritical instabilities of a cylinder in crossflow. Experiments in Fluids 56:1–14

Drela M (1989) Xfoil: An analysis and design system for low reynolds number airfoils. in TJ Mueller, editor,
Low Reynolds Number Aerodynamics. pages 1–12. Springer Berlin Heidelberg, Berlin, Heidelberg

Eckelmann H (1974) The structure of the viscous sublayer and the adjacent wall region in a turbulent channel
flow. Journal of Fluid Mechanics 65:439–459

Fey U, Engler R, Egami Y, Iijima Y, Asai K, Jansen U, and Quest J (2003) Transition detection by temper-
ature sensitive paint at cryogenic temperatures in the european transonic wind tunnel (etw). in ICIASF
Record, International Congress on Instrumentation in Aerospace Simulation Facilities. pages 77–88

Geng C, He G, Wang Y, Xu C, Lozano-Durán A, and Wallace JM (2015) Taylor’s hypothesis in turbulent
channel flow considered using a transport equation analysis. Physics of Fluids 27:025111

Hetsroni G, Tiselj I, Bergant R, Mosyak A, and Pogrebnyak E (2004) Convection velocity of temperature
fluctuations in a turbulent flume. Journal of Heat Transfer 126:843–848

Hirschel E, Kordulla W, and Cousteix J (2014) Three-dimensional attached viscous flow: Basic principles
and theoretical foundations. Springer

Kim J and Hussain F (1993) Propagation velocity of perturbations in turbulent channel flow. Physics of
Fluids A 5:695–706

Liu T and Sullivan JP (2005) Pressure-and Temperature-Sensitive Paints. Wiley Online Library

Miozzi M, Capone A, Costantini M, Fratto L, Klein C, and Di Felice F (2018) Skin friction and coherent
structures within a laminar separation bubble. Submitted to Experiments in Fluids
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Abstract 

Analyzing local heat transfer on complex components in fluid flows is crucial for the optimization of 

modern aerodynamical systems. Many flow situations like in gas turbines, are difficult to access and 

require fast measurement techniques which offer two-dimensional information with negligible impact on 

flow conditions. Therefore, a transient measurement technique based on infrared thermography is 

investigated to access local heat transfer coefficients without contact by means of a calibration. A flat 

plate in a free-jet is used as a calibration vehicle where results are compared to the flat plate Nußelt 

correlation in laminar flow. To transfer the observed linear calibration relation to different flow 

conditions, a turbulent boundary layer is generated and results are compared to the turbulent Nußelt 

correlation. Good agreement of converted measurement data and theory is obtained. Temperature Decline 

Thermography (TDT) was introduced by the authors to qualitatively measure laminar-turbulent transition. 

In this work TDT is extended to access quantitative heat transfer coefficients. 

 

 

1 Introduction  

For the design of modern aerodynamical systems with highest possible efficiencies, it is desirable to gain 

detailed knowledge about laminar-turbulent transition and heat transfer distribution of flows around 

complex aerodynamical components. Many available measurement techniques, like for example surface 

hot films, access this information with great effort of instrumentation and calibration. For fast rotating 

devices like turbines, most techniques are impractical which is why a method based on infrared 

thermography was introduced recently by the authors (von Hoesslin et al., 2017, Stadlbauer et al., 

Patentnr. WO2014198251 A1, 2014). It was shown that Temperature Decline Thermography (TDT) can 

be used to qualitatively visualize laminar-turbulent transition in boundary layers. This work investigates 

the possibility to quantitatively derive heat transfer coefficients from TDT data. 

In literature, a classification of techniques for measuring convective heat transfer is given (Carlomagno et 

al., 2014, Astarita and Carlomagno, 2013). The present TDT method can be correlated to a class of 

techniques know as thin skin calorimeter. Thin skin sensors consist of a thermally thin slab exposed to 

convective flow. Since a constant temperature over its thickness is assumed, local heat transfer is 

evaluated from the temporal change in slab surface temperature (Boutafar and Hammand, 2005, 

Bougeard, 2007). By using infrared thermography, no temperature sensors have to be included into the 

slab, since surface temperature is measured in two spatial dimensions by the IR sensor.  

A particular feature of the TDT method is that it uses a pulsed light source for heating up the slab material 

within nanoseconds. The decay of thermal energy is measured during short periods of time ranging 
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between 10 to 50 ms. This allows the application of the technique in setups even when convective 

conditions are only stable for short durations. Due to short integration times of the camera down to a few 

microseconds and short heating pulses of the laser (few nanoseconds), periodic flow conditions, like on 

rotating turbine blades can be examined. Furthermore, heat losses due to a non-ideal isolation of the slab 

and radiative heat transfer, as well as errors due to reflections on the surface under test, are effectively 

corrected by a reference measurement without forced convection. 

In this paper, heat transfer coefficients are derived from TDT data and compared to theory. This can be 

done by developing a model of the heat transfer processes in the slab material and calculate heat transfer 

coefficients by knowing the specific thermo-physical constants. However, determining those constants can 

be error-prone and sometimes not possible. This is bypassed in this work by conducting a calibration 

measurement which converts TDT data into heat transfer coefficients.  

In the following heat conduction processes in the slab material are analyzed to derive a calibration relation 

theoretically. The relation is confirmed by measurements using Nußelt correlations. It is shown that the 

calibration relation recorded under specific conditions can be applied to other flow situations and 

geometries. 

 

 

2 Measurement principle and theory 

2.1 Description of thermodynamic processes during a TDT measurement 

The TDT method requires a surface coating with high emissivity which is isolated by a low thermal 

conductivity layer against the underlying material. By radiating the coated surface with a single-pulsed 

laser, the topmost layers of the coating are heated up by several degrees.  

 

 
 

Fig. 1 Left Simulation of the temporal temperature behavior for different heat transfer coefficients 

𝛼 ∈ [0,1000] W/(m²K). Center Calculated raw temperature decline rate Λ for the same heat transfer 

coefficients. The temperature decline rate without air flow (𝛼 = 0) is defined as Λref. Right Extraction of 

the temperature decline  Λ − Λref from the quasi-constant time regime at 80 ms from the left-hand plot. A 

linear relation between TDT data and heat transfer coefficient is predicted. 

 
 

Right after the pulse, the temperature of the surface declines due to conduction into the material, radiation 

and convection into the flow. The integral effect of these heat transfer mechanisms is recorded by a high-

speed IR camera to determine the dynamics of the temperature decline. A post-processing algorithm is 
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used to calculate the temperature decline rate for every pixel, to achieve a two-dimensional map of 

quantities proportional to the heat transfer coefficient. 

To understand the dynamics of the temperature decline shortly after the heat pulse, a one-dimensional 

numerical simulation was developed by the authors which was outlined in von Hoesslin et al. (2017). It 

analyses the heat conduction in a multi-layer system under a constant convection condition. For the 

present case the above mentioned two-layer system with aluminum substrate material was simulated. The 

left-hand side of Fig. 1 shows the temporal behavior of the temperature right after the heat pulse. The 

simulation was performed for different convection conditions with heat transfer coefficient 𝛼 varying 

from 0 – 1000 W/(m²K). The temperature decline rate Λ is calculated from the temporal temperature 

behavior (Fig. 1, center). Shortly after the heat pulse at t = 0 ms, the heat is conducted from the uppermost 

molecule layers of the high emissivity coating into the material. This fast process results in a rapid 

decrease of Λ until the isolation layer strongly reduces further conduction into the underlying aluminum 

substrate. The heat inside the coating layer now serves as a heat reservoir for the ongoing convection into 

the flow. A quasi-stationary Λ develops for several milliseconds. By plotting Λ in this time range against 

the corresponding 𝛼 (Fig. 1, right-hand side), a linear relation is observed where TDT data can be 

correlated to quantitative heat transfer coefficients. 

In the measurements described in this paper this linear relation was confirmed. To motivate the linear 

relation theoretically, the quasi-stationary state of Λ serves as a necessary prerequisite which is described 

in the following. 
 

 

2.2 Theoretical derivation of the calibration relation 

In the previous paper, a theory was developed to describe the temperature decline after the heat pulse by 

assuming the isolation layer beneath the slab material to be ideal and radiative losses to be negligible (von 

Hoesslin et al., 2017). The present paper extents this theory by additionally considering the heat 

conduction into the substrate material and the heat flux due to radiative heat transfer. The assumptions 

made for this theory lead to a calibration relation which is in agreement with numerical simulations. 

After the heat pulse, the temperature decline on the surface takes place due to a combination of heat fluxes 

including convection into the flow �̇�conv, conduction into the material �̇�cond and radiation �̇�rad 

(1) �̇� = �̇�conv + �̇�cond + �̇�rad . 

When quasi-stationary conditions are present, the spatial slab temperature will be almost constant and the 

surface temperature rise Δ𝑇 = 𝑇 − 𝑇∞ is proportional to the pulse energy 𝑞pulse according to the first law 

of thermodynamics 

(2) Δ𝑇0 =
𝑞pulse

𝐶
 . 

Here, 𝐶 =  𝑐𝑒𝜌𝑒ℎ is a proportionality constant containing the effective specific heat of coating and 

isolation layer and their effective density, while ℎ corresponds to the penetration depth of the thermal 

wave within the layers. Using Newton’s law of cooling, the resulting differential equation can then be 

written as 

(3) Δ�̇� =
1

𝐶
(𝛼Δ𝑇 + �̇�cond + �̇�rad) , 

with 𝛼 being the convective heat transfer coefficient 

(4) 𝛼 = 𝐶
Δ�̇�

Δ𝑇
−

�̇�cond+�̇�rad

Δ𝑇
 . 

The term  Λ = Δ�̇�/Δ𝑇 represents the temperature decline rate which can be extracted from the measured 

temperature behavior using the numerical representation of Δ�̇�. 

By setting 𝛼 to zero, for example by performing a reference measurement without any airflow, 

Λref = Λ𝛼=0 = (�̇�cond + �̇�rad)/(𝐶Δ𝑇) can be determined. The reference measurement is used as a 
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correction for the measurement with flow to determine the heat transfer coefficient with negligible errors 

due to conduction and radiation losses 

(5) 𝛼 = 𝐶(Λ − Λref),    𝐶 > 0 . 

Equation (5) represents the calibration equation which will be used to convert TDT decline rates Λ − Λref 

into heat transfer coefficients 𝛼. 

 

 

2.3 Nußelt correlations used for calibration 

For a calibration measurement both, Λ − Λref and 𝛼 must be determined to estimate the proportionality 

constant 𝐶. Λ − Λref is measured by TDT,  𝛼 is calculated using Nußelt correlations. The valid use of a 

Nußelt correlation requires a calibration vehicle with defined properties. For this study a flat plate with 

negligible pressure gradient was used for which the Nußelt correlation of laminar flow (Incropera and De 

Witt, 1985) takes the form 

(6) 𝛼lam(𝑥) = 𝑁𝑢𝑥,lam ∙
𝑥

𝑘
= 0.453 ∙ 𝑅𝑒𝑥

1

2 ∙ 𝑃𝑟
1

3 ∙
𝑘

𝑥
 , 

where 𝑥 is the distance from the leading edge of the flat plate, 𝑁𝑢𝑥,lam the local Nußelt number in laminar 

flow, 𝑘 the thermal conductivity of the fluid, 𝑅𝑒𝑥 the local Reynolds number and 𝑃𝑟 the Prandtl number. 

For turbulent flow an empirical correlation is given (Incropera and De Witt, 1985) 

(7) 𝛼tur(𝑥) = 𝑁𝑢𝑥,tur ∙
𝑥

𝑘
= 0.0318 ∙ 𝑅𝑒𝑥

4

5 ∙ 𝑃𝑟
1

3 ∙
𝑘

𝑥
 . 

Since the heat flux can be considered as quasi-stationary during two time frames of a TDT measurement, 

the Nußelt correlation for constant heat flux was used. 

 

 

3 Calibration setup 

The calibration measurements were performed on a flat plate at zero angle of attack in a free jet facility. 

The aluminum plate was laminated with a Kapton isolation foil with a low thermal conductivity of 

0.12 W/(mK) according to Dupond (2017). The foil is coated with Nextel-Velvet-Coating 811-21 which 

offers a high emissivity of around 0.97 in the spectral range of 2 – 6 µm, see Batuello et al. (1999). The 

leading edge of the plate has an asymmetrical profile which was derived from a numerical optimization 

which minimizes the pressure gradient around the leading edge (Hanson et al., 2012). The plate was 

positioned in the center of an exit nozzle of the free jet facility with 160 mm diameter at Mach numbers 

varying from Ma = 0 – 0.15. 

For the TDT measurement, a high-energy Nd-YAG laser with 5 J pulse energy heats up the coating and 

35 ns pulse length at 1064nm wavelength. The laser beam is expanded by an engineered diffusor, resulting 

in a homogeneously heated measurement area of about 50 mm×50 mm. A high-speed infrared camera 

with InSb detector (Infratec IR9300) is used to record the temperature decline with 200 Hz frame rate 

within a wavelength range of 2 – 5.7 µm. Both laser and camera were triggered externally to ensure 

synchronized measurements. The camera acquires 150 frames beginning directly after the heat pulse 

generated by the laser.  

For the calibration, a measurement with flow and a reference measurement without flow were conducted 

with exactly the same geometry and equipment settings. The data reduction was performed following the 

steps described in von Hoesslin et al. (2017). 

Since heat transfer coefficients are equal perpendicular to the flow direction, the resulting image was 

spatially averaged over 300 pixels to gain the mean profile section of Λ − Λref along the chord of the 

plate. This profile section was compared to heat transfer coefficients 𝛼(𝑥) from the Nußelt correlation by 
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calculating the corresponding 𝑥 and 𝑅𝑒𝑥 for each pixel along the chord line and applying Eq. (6) and  

Eq. (7) to derive 𝛼(𝑥).  

 

 

4 Results and discussion 

4.1 Calibration measurements  

For the calibration measurements, the free-jet was set to three different flow velocities, 17m/s, 33m/s and 

51m/s resulting in different 𝑅𝑒𝑥 ranges along the plate. A laminar boundary layer developed within the 

first centimeters of the flat plate. The measurement area started at the leading edge of the plate within the 

laminar region. For this measurement area and free-jet velocities, a local Reynold’s number range of 

𝑅𝑒𝑥 ∈ [0.32 ∙ 103, 155 ∙ 103] was achieved for calibration. By using the local Nußelt correlation for 

laminar flow Eq. (6), heat transfer coefficients 𝛼(𝑥) were calculated along the plate.  

 

 

Fig. 2 Linear calibration relation between data measured by Temperature Decline Thermography (TDT) 

and heat transfer coefficients calculated by the Nußelt correlation for different exit velocities 𝑢 of the free-

jet. A linear regression (dashed line) was fitted to the data of all free-jet velocities. 

 

By plotting 𝛼(𝑥) against the measured TDT signal Λ − Λref , a linear calibration relation can be observed 

as shown in Fig. 2. Datasets of three different free-jet velocities were fitted using a linear regression 

resulting in the calibration relation 

(8) 𝛼 = 319.1
Ws

m2K
(Λ − Λref) + 14.1

W

m2K
, 

where the calibration constant is determined to 𝐶 = 319.1 ± 2.7 Ws/(m²K). This shows that the described 

theoretical model in Sec. 2.2 is applicable and that TDT data can be converted into heat transfer 

coefficients by applying the calibration relation.  
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The offset of 14.1 ± 1.3 W/(m²K) at Λ − Λref = 0 is explained by natural convection being present during 

the reference measurement without forced convection. This lies within the order of magnitude predicted 

by a correlation for natural convection on horizontal plates in air (Chen, Tien, & Armaly, 1986).  

The uncertainties given for the offset and calibration constant were derived from the fit. The total error for  

Eq. (8) is expected to be larger, since the uncertainty for using the Nußelt correlation in a non-ideal flow is 

not negligible.  

 

 

4.2 Transfer of the calibration relation to turbulent flow conditions  

The aim of the following experiments is to show the possibility of transferring a calibration relation 

recorded under known conditions to other flow situations and geometries. Since the measured temperature 

decline rates are independent of the flow condition, the calibration relation recorded in laminar flow holds 

true likewise for other flow conditions. To confirm this, the flat plate was inclined by 4° to force a laminar 

separation bubble to occur and a laminar-turbulent transition near the leading edge on the upper side of the 

plate. A TDT measurement was performed and the data were converted to heat transfer coefficients using 

Eq. (8). By comparing the resulting data of the turbulent flow to the corresponding Nußelt correlation  

Eq. (7), the validity of applying the calibration relation recorded in laminar flow to a turbulent flow 

situation is confirmed. 

In Fig. 3, the local TDT data of the calibration measurement is shown as dark grey crosses along the chord 

line of the plate. This dataset corresponds to the data of Fig. 2 at 𝑢 = 51m/s which were converted to heat 

transfer coefficients using Eq. (8). For the sake of completeness, the laminar Nußelt correlation which was 

used for calibration is shown as well, see black dotted line. The decreasing heat transfer with increasing 

boundary layer thickness and local Reynolds number is expected as the flow gradient at the wall decreases 

with increasing boundary layer thickness. 

The dataset of the inclined plate is shown in light grey circles. The data converted to heat transfer 

coefficients using the same calibration relation Eq. (8). Within the first six millimeters from the leading 

edge, a characteristic change from low to high heat transfer coefficients is observed corresponding to a 

laminar-turbulent transition. After the transition, a turbulent boundary layer develops which results in a 

gradual decrease of heat transfer coefficients. The laminar-turbulent transition is taking place in the shear 

layer of a laminar separation bubble. Due to the lack of fluid movement within the laminar separation 

bubble (Ol et al., 2005), the heat transport is reduced resulting in lower heat transfer coefficients than in 

the laminar boundary layer. The subsequent increase marks the end of the laminar separation bubble 

where the flow reattaches and more heat is carried away due to the turbulent flow state after reattachment. 

The reattachment is a dynamic process. Small vortices develop at the end of the bubble which are 

detaching in an oscillating manner known as vortex shedding (Hain et al., 2009). This process is sketched 

in the schematic of Fig. 3. 

This results in higher mean heat transfer coefficients compared to the predictions of the turbulent Nußelt 

correlation for flat plates (black dashed line). The detached vortices gradually disperse in the turbulent 

flow and a flat plate similar boundary layer develops after about three centimeters. An asymptotic 

approach to the turbulent Nußelt correlation is observed within the last three centimeters of the 

measurement area. Within this range, it is shown that the calibration relation recorded in laminar flow can 

be validly applied to a measurement in turbulent flow. 

However, the application of the calibration relation to other flow conditions is subject to certain 

constrains. Although the TDT method is primarily independent of the heating temperature since only 

relative temperatures are measured, for high heating temperatures the amount of heat emitted into the 

boundary layer is not negligible. Especially in laminar flows, the convection into the flow can thereby be 

reduced towards downstream areas resulting in an altered calibration relation. This effect depends on flow 

velocity and type of fluid. If the calibration is to be applied to other measurements with similar flow 

velocities, a heating temperature similar to the calibration is recommended to use. For the present 
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measurements a heating temperature of about 10K was observed to have negligible influence on the 

calibration relation.  

Thickness and type of the coating is expected to have an influence on calibration. To transfer the 

calibration to other measurements, the same coating with the same thickness should be used. Since exactly 

the same conditions for measurement and calibration are hardly achievable, further effort is needed to 

determine the sensitivity of the calibration to heating temperature and coating thickness.  

In contrast, the camera angle with respect to the coated surface has negligible influence on calibration. To 

show this, angles between 0° – 70° from the surface normal were tested. Therefore, an application of a 

calibration for different measurement setups is possible. 

 

 

Fig. 3 TDT data recorded in a laminar boundary layer are shown as dark grey crosses which correspond to 

the TDT data of u=51m/s shown in Fig. 2. Additionally, data measured in a transitional and turbulent 

boundary layer on an inclined plate are shown as light grey circles. Both datasets were converted to heat 

transfer coefficients using the calibration relation Eq. (8). For comparison, the Nußelt correlation for 

laminar and turbulent flow are shown as dotted and dashed lines. The schematic below the graph shows 

the transitional and turbulent flow around the leading edge of the inclined plate. The laminar-turbulent 

transition, visible within the first millimeters of the plate, is triggered by a laminar separation bubble 

which is associated with quasi periodic vortex generation after reattachment of the flow. The vortices 

disperse gradually until a flat plate turbulent boundary layer state is observed. 
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5 Conclusion 

The analysis conducted in this paper has four important implications:  

1. It was shown that data recorded by the TDT method can be correlated to heat transfer coefficients 

by a linear calibration relation. This confirms the developed theory of the temporal temperature 

decline and the numerical simulations based on the heat equation.  

2. The calibration relation recorded in laminar flow can be used to convert data measured in 

turbulent flow into quantitative heat transfer coefficients. Good agreement to the corresponding 

Nußelt correlation was observed. Constraints to the application of the calibration to measurements 

in other flow conditions and geometries were given. 

3. With a quantitative representation of TDT data, laminar and turbulent boundary layer conditions 

can be characterized. Furthermore different flow states like laminar separation bubbles can as well 

be classified and analyzed. 

4. The use of the Nußelt correlation showed that calibration of TDT data is in principal possible. In 

future experiments however, it would be reasonable to replace the correlation by a second 

measurement technique. The error of the calibration relation can then be defined more precisely. 

The TDT method is capable of detecting laminar-turbulent transition qualitatively in hard-to-access 

geometries. Combined with the possibility to obtain quantitative heat transfer and shear stresses, the 

technique is beneficial for a range of high-speed applications where a two-dimensional overview of the 

flow situation, but also detailed quantitative information are required.  
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Abstract 

The purpose of this study is to develop the sensor to measure the wall shear stress due to the flow by using 

MCF rubber. MCF is the name of Magnetic Compound Fluid. MCF rubber is combining the metal particles 

in a natural rubber (NR) latex. The MCF rubber can measure the force normal to the rubber and shearing 

force. The response from the rubber can be measured using as the resistance in the electric circuit. The MCF 

rubber deforms when the force acting on the rubber. This causes the change of electric conductivity of 

rubber. For the first step to develop the sensor to measure the wall shear stress due to the flow, we investigate 

the measurement of wall shear stress by using MCF rubber. 

 

1 Introduction  

The measurement for shear stress due to the liquid flow acting on solid wall can be realized with pressure 

transducer, Clauser chart method, and etc. These techniques have both advantage and disadvantage. For 

example, these have the limitation of space for measurement device to be installed like a bending pipe.  

MCF rubber is the flexible rubber sensor. MCF rubber is constructed with the natural rubber, nickel powder, 

and magnetic fluid by Shimada et al.,(2016) and by Shimada et al.,(2012). These materials are mixed, then 

polymerized with electrolytic. The electric conductivity of MCF rubber sensor changes with the 

transformation of sensor.  The flexibility of MCF sensor gives us the advantage for the installation and 

measurement. 

The objective of this research is the development of sensor for measuring wall shear stress due to the liquid 

flow. To achieve the development, we need to understand the characteristics of MCF rubber. We investigate 

two types of experiments. First experiment is the MCF sensor rubs on the solid wall to know the influence 

of transformation of sensor due the force by mechanical contacting. The other experiment is the 

measurement of wall shear stress under the water. The wall shear measurement under the water is carried 

out under the constant wall shear stress. The MCF rubber sensor has the good responsibility to the wall 

shear stress during both measurement of mechanical rubbing and wall shear stress.  

2 Method 

We carried out two types experiments to investigate the MCF rubber sensor. First experiment is that the 

MCF rubber rubs on the solid surface. The MCF rubber moves along the solid smooth surface. The MCF 

rubber has a pair of electrode to measure the electric conductivity as shown in Figure 1. To ignore the normal 

force by the motion of rubber, we used the linear actuator to control the motion of rubber and the jig to fix 

the rubber to actuator. The sampling rate of measurement is 1k Hz for the understanding of the time response 

354



of MCF rubber sensor. The data is considered the time averaged with every 100 data. The LabView by 

National Instruments is used for the data acquisition to computer.  

 

 
 

Figure 1: Experimental setup for shear stress measurement using MCF rubber 

 

The other experiment is the measurement of wall shear stress caused by a flow of water. To control the wall 

shear stress, we use the mechanism of rotational viscometer as shown in Figure 2. The rotational viscometer 

has the several techniques to measure the viscosity of fluid. In our measurement, we consider the measure 

the torque acting on motor shaft. The motor rotates constant angular velocity during the measurement. So, 

we construct the apparatus with motor, torque converter, and cone type rotor. The motor which we used is 

BLEM23 by Oriental motor, and the torque converter is TP-2KCD by Kyowa Dengyo. The LabView is also 

used for the data acquisition. The cone type rotor rotates in the water container. The sampling rate is 1k Hz, 

and the data is averaged with every 100 data. The water container fixed on the table to ignore the influence 

of container motion. The MCF rubber fixed in a bottom of the water container. The electric conductivity of 

MCF rubber measures to investigate as the characteristics of sensor.  

The way to calculate the shearing force σ [MPa] acting on MCF rubber shows as  Equation (1). This relation 

and the geometry of rotor fixed with the torque converter come from the mechanism of rotational viscometer 

based on Japan Industrial Standard (JIS).  

 

σ =3M / 2πR3      (1) 

 

M [10-7 N･m] in equation denotes the torque which acts on a body of motor shaft. R [10-2m] is the radius of 

the rotational body.  The rotor rotates 30 sec. to develop the flow from the rest. The rotor stopped 

immediately at 30 sec. from the starting of motor rotation. So, we can measure the three phases of flow. One 

is accelerating from the rest, second is the fully developed region of flow, finally is the deceleration phase 

of flow. In other words, first is the increasing phase of wall shear stress, second is the constant phase, third 

is decreasing phase. The six types of angular velocity used as 100, 200, 300, 400, 500, 600 [rpm, revolution 

per minute]. The angular velocity relates the strength of wall shear stress. 

 

Figure 2: Experimental setup for the measurement of shear stress due to shear flow. 
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3 Result and Discussion 

The results with the experiment of MCF rubber sensor rubbing on a smooth plate is shown in Figure 3. This 

shows the time series of the change of electric conductivity of MCF sensor and motion of MCF sensor. We 

considered three phases of motion. First is the rest which means that the sensor is not moving. Second phase 

is the phase of moving of sensor. The sensor is initially accelerated from the rest. The motion of sensor 

keeps the constant velocity. Then, the motion of sensor decelerated to the rest of third phase. The diamond 

symbol in figure shows the speed of sensor. The increasing of speed means the increasing shear stress acting 

on the MCF sensor. The circular symbol shows the voltage acting on the MCF. In a first phase, the voltage 

acting on sensor is about 5 V. Then, the voltage is decreasing with the increasing of speed of motion. In the 

constant speed phase in moving, the voltage keeps constant. This clearly shows the electric resistance is 

increasing with the increasing of rubbing speed of sensor. The electric resistance of MCF increases with the 

increasing of shear stress acting on sensor. 

 

 
Figure 3: Time series of shear stress measurement using MCF rubber 

 

The results of the measurement on wall shear stress under the water tank are shown in Figure 4. The results 

show the time series of changing on electric conductivity of MCF sensor. The color of results shows the 

difference of angular velocity of rotor. Increasing of angular velocity corresponds to the increasing of wall 

shear stress. This measurement also has three phases of motion. First is rest phase as the rotor stopped. 

Second phase is moving phase of rotor. In a second phase, rotor is initially accelerated. After the acceleration, 

the rotor rotates with the constant velocity. Then, the rotor is decelerated to the end phase of rest. The voltage  

 

 
 

Figure 4: Time series of shear stress measurement under the shear flow using MCF rubber. 
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acting of MCF sensor is changed since the results of voltage changing show the changing of force acting on 

a MCF rubber sensor. When starting the rotation, the voltage acting on MCF sensor is decreasing. After the 

acceleration phase in motion, the decreasing of voltage becomes slowly. The decreasing rate of voltage 

changes with the angular velocity. This is agreed with the relation of angular velocity and the wall shear 

stress. Finally, the voltage gradually increases after we stopped the rotation. In a moving phase, we can 

observe the oscillation of data. This comes from vibration of rotor. This clearly shows that the MCF sensor 

has the good time response against the changing of wall shear stress. Moreover, the results in rest of third 

phase shows the decreasing of shear stress since the velocity of flow in container decreases with the rotor 

stopped. 

Figure 5 shows the result from torque converter. This shows the time series of wall shear stress when the 

angular velocity of rotor is 200 rpm. This also has three phases of motion. In moving phase, we can observe 

the increasing of wall shear stress. This is agreed with the results of MCF sensor. However, torque converter 

cannot measure after the rotor stopped. The measurement with torque converter is basically carried out 

under the steady flow. So, the torque converter technique is not suitable for the measurement under the 

unsteady condition. Therefore, the measurement with MCF sensor has the good opportunity to measure the 

wall shear stress under the unsteady flow condition. 

 

 
 

Figure 5: Time series of shearing force under the shear flow acting on MCF rubber. 

 

4 Conclusion 

The measurement of wall shear stress with MCF rubber sensor was investigated. The MCF rubber has the 

higher flexibility as the sensor. The electric conductivity was changed with rubbing on smooth body. The 

change of conductivity of sensor corresponds to the speed of rubbing. The wall shear stress measurement 

under the water was carried out. The MCF sensor is measured the change of the wall shear stress. 

Furthermore, the MCF sensor has the good time response for the measurement. 
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Abstract 
The synthesis of novel Eu 1,3-diketone complexes as well as the evaluation of the influence of 
the ligand substituents R1 and R2 on the luminescence properties [emission intensity (I), 
temperature sensitivity (T), pressure sensitivity (p) and photostability] of the resulting Eu 
complexes are reported. Many of new temperature sensitive paints (TSPs) exhibit not only 
exceptional high temperature sensitivity over a wide range of temperatures but are also 
characterized by negligible pressure sensitivity and marked photostability. This is why they are 
outstandingly suitable for applications, e.g. in aerodynamics and hydrodynamics. 
 
1 Introduction  
Despite considerable progress in the development of TSPs there is still a strong demand for the 
development of practically applicable TSPs which combine high T sensitivity and negligible p sensitivity 
over a broad temperature range with high photostability. A series of Eu complexes with 1,3-diketo ligands 
carrying a wide variety of substituents R1 and R2 has been prepared (Figure 1). It has been established that 
the nature of R1 and R2 displays a significant influence on the luminescent properties of the corresponding 
Eu complexes. Preliminary results are presented here. 

R1 R2

O O

R1

R2 O R1

R2

O

OO

Eu

 
Figure 1: General structure of Eu 1,3-diketone complexes (R1, R2 = aryl, heteroaryl, alkyl, fluoroalkyl). 
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2 Comparison of the luminescent properties of synthesized Eu complexes with 1,3-
diketo ligands 

The 1,3-diketo ligands were obtained by Claisen condensation between the corresponding carboxylic acid 
esters and ketones (Scheme 1). Eu complexes were prepared in pure form and with yields up to 90% by 
reaction of EuCl3·6 H2O with an excess of the 1,3-diketo ligands under basic conditions according to the 
method of Sager et al. (1965).  
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Scheme 1: Synthesis of Eu 1,3-diketone complexes 1-25 

The Eu complexes (c = 1 mmol·l-1) were dissolved in polyurethane (PU) polymer and sprayed with a 
spraying gun on the Al-plates (3×3 cm) coated with PU screen layer. Samples were investigated using the 
calibration system at DLR Göttingen (Ondrus et al. 2015). The calibration system allows the adjustment of 
pressure and temperature in the range of 1 kPa < p < 150 kPa and 0 °C < T < 60 °C, respectively. The 
prepared samples were installed in the calibration chamber and excited by a light source with a particular 
spectral band width provided by the excitation monochromator of a spectrofluorometer Jasco FP-6500 
(150 W continuous xenon lamp).  
To determine the photostability, the samples were excited with a wave length of λex = 405 nm. The 
emission light of the TSP was detected by the emission monochromator of the same spectrometer with the 
emission peak at λ = 615 nm every 1 s for 1 h. During this measurement the temperature and pressure in 
the calibration chamber were adjusted to 30 °C and 100 kPa, respectively. 
All complexes were embedded in the same PU polymer (Ondrus et al. 2015) which is characterized by 
negligible oxygen diffusion. Thus is why the measured pressure sensitivities for all complexes presented 
here were below Sp < 1%/100kPa. 
 
Table 1: T sensitivity ST and emission intensity I of aryl-substituted Eu complexes 1-7  
Eu complex R1 R2 ST [%/K, 30 °C] I  [cts] 

1 4-OMe-Ph 4-OMe-Ph 3.9 4 
2 4-Me-Ph 4-Me-Ph 3.5 5.1 
3 Ph 2-Naph 3.4 257 
4 4-CN-Ph 4-CN-Ph 3.0 177 
5 2-OH-Ph 2-OH-Ph 2.9 187 
6 Ph Ph 2.9 15.4 
7 Ph Me 1.9 0.6 

4-OMe-Ph = 4-methoxyphenyl; 4-Me-Ph = 4-methylphenyl; Ph = phenyl; 2-Naph = 2-naphtyl; 4-CN-Ph = 4-
cyanophenyl; 2-OH-Ph = 2-hydroxyphenyl; CH3 = methyl. 
 
In a series of Eu complexes with 1,3-diketo ligands carrying aryl substituents R1 and R2 (Table 1), 
complexes 1 and 2 with electron donating R1 and R2 groups exhibit remarkably high T sensitivity. 
However, their emission intensity is three or four times lower than that of 6 (R1, R2 = phenyl), which is 
regarded as reference. Complex 4 with two electron withdrawing substituents R1 and R2 shows moderate T 
sensitivity, but its emission intensity is eleven times higher than that of 6. Complex 7 with one alkyl- and 
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one phenyl substituent is characterized by remarkably decreased T sensitivity as well as very low emission 
intensity.  
 
Table 2: T sensitivity ST and emission intensity I of heteroaryl-substituted Eu complexes 8-14  

Eu complex R1 R2 ST [%/K, 30 °C] I  [cts] 

8 2-Th 2-Th 5.1 220 
9 2-Py 2-Py 4.5 35 

10 2-Py Ph 4.2 240 
11 2-Th 2-Fu 3.8 31 
12 2-Fu 2-Fu 3.7 49 
13 2-Pyr 2.Pyr 3.3 2.5 
14 2-NMePyr 2-NMePyr 3.1 0.6 

2-Th = 2-thienyl; 2-Py = pyridyl; 2-Fu = 2-furoyl; 2-Pyr = 2-pyrrolyl; 2-NMePyr = 2-N-methylpyrrolyl. 
 
For practical applications, the T sensitivity of sensors should not be less than 3 % K-1. Especially the Eu 
complexes 8-12 with ligands containing two heterocyclic moieties display excellent T sensitivities in the 
range between 3.1 and 5.1 % K-1 (Table 2). Therefore, most of them are highly promising candidates for 
applications as temperature sensors. Only Eu complexes 13 and 14 are not useful as T sensors since their 
emission intensity is insufficient for intensity based temperature measurements. The 2-thienyl-substituted 
Eu complex 8 (R1 = R2 = 2-Th) not only exhibits exceptionally high T sensitivity over a wide range of 
temperatures (Table 2), but also stands out for its high emission intensity and its remarkable photostability 
(Ondrus et al. 2015). Therefore some other thienyl-substituted Eu complexes were synthesized und their 
luminescence properties were studied (Table 3).  
 
Table 3: T sensitivity ST and emission intensity I of thienyl-substituted Eu complexes 8, 15-21  

Eu complex R1 R2 ST [%/K, 30 °C] I  [cts] 

8 2-Th 2-Th 5.1 220 
15 2-Th 2-Th-CH=CH 4.1 40 
16 5-Br-2-Th 5-Br-2-Th 4.1 108 
17 2-Th 3-Th 3.7 24 
18 5-Br-2-Th Me 3.7 14 
19 3-Th 3-Th 3.1 149 
20 2-Th Me 2.8 0.6 

2-Th-CH=CH = 2-vinylthienyl; 5-Br-2-Th = 5-bromo-2-thienyl; 3-Th = 3-thienyl; CF3 = trifluoromethyl. 
 
In a series of Eu complexes with 1,3-diketo ligands carrying a) two 2-thienyl substituents (8), b) two 3-
thienyl substituents (19) and c) one 2-thienyl- and one 3-thienyl substituent (17) the T sensitivity increased 
in the order 19 ˂ 17 ˂ 8. Complex 15, with one conjugated 2-thienyl group, displays high T sensitivity, but 
the emission intensity is six times lower than that of 8. Complex 20 with one 2-thienyl and one methyl 
group as substituents displays decreased T sensitivity and emission intensity. Surprisingly, europium (III) 
thenoyltrifluoroacetonate Eu(TTA)3, one of the most frequently used T sensors (Kolodner and Tyson 
1983), shows the lowest T sensitivity of ST = 0.6%/K when embedded in the PU polymer, but high 
emission intensity at peak excitation wave length λex = 370 nm. 
In comparison to 8 (R1 = R2 = 2-thienyl), the values of T sensitivity and emission intensity of brominated 
Eu complex 16 (R1 = R2 = 5-Br-2-thienyl) are high, but lower than that of 8. The brominated Eu complex 
18 exhibits remarkably higher T sensitivity (more than 30 %) and its emission sensitivity is more than 
twenty times higher than that of non-brominated Eu complex 20. 
In the series of Eu complexes 21-25 with 1,3-diketo ligands carrying nonaromatic substituents (Table 4), 
only compounds 21 and 22 display interesting T sensitivities. In addition, the emission intensity of Eu 
complexes 21-24 is not sufficient for intensity based temperature measurements. Therefore, the use of 
nonaromatic substituted Eu complexes for intensity based temperature measurements is not promising. 
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Table 4: T sensitivity ST and emission intensity I of nonaromatic-substituted Eu complexes 21-25  
Eu complex R1 R2 ST [%/K, 30 °C] I [cts] 

21 C(CH3)3 C(CH3)3 3.7 2.7 
22 C(CF3)3 C(CF3)3 3.1 2.1 
23 CH3 CH3 2.8 0.2 
24 CH3 -OCH2CH3 1.9 0.2 
25 CH3 C3F7 1.7 27 

C(CH3)3 = tert-butyl; C(CF3)3 = tert-perfluorobutyl; -OCH2CH3 = O-ethyl; C3F7 = heptafluoropropyl. 
 
In Figure 2 the excitation and emission spectra of samples 1-7 are plotted with the emission measured at 
same excitation wave length for all samples around λex = 405 nm and excitation measured at λem = 615 nm. 
The emission peaks of all complexes appear around 615 nm. This is in contrast to the excitation peaks, 
whose maxima appear to shift between 390 nm and 420 nm.  
 

 
Figure 2: Emission and excitation spectra for samples 1-7 (30 °C, 100 kPa). 

 
This effect is even stronger in samples 8 and 15-19, where the excitation peak appears to shift between 
385 nm and 423 nm as shown in Figure 3. Sample 20 was not considered due to its low emission intensity. 
These results suggest that the selection of an appropriate complex should be considered in cases where a 
specific light source is at hand and has to be used. 
 

 
Figure 3: Emission and excitation spectra for samples 8, 15-19 and Eu(TTA)3 (30 °C, 100 kPa). 
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3 Applications of synthesized Eu complexes with 1,3-diketo ligands  
A typical result obtained in aerodynamic applications by means of a temperature sensitive paint based on a 
Eu 1,3-diketone complex is shown in Figure 4. The TSP was applied in a pocket manufactured on the 
upper side of a two-dimensional wind tunnel model, which had a chord of 1 m, a span of 1 m, and a 
supercritical airfoil as cross section. The experiments were performed in the Transonic Wind-Tunnel 
Göttingen (DNW-TWG) at Mach number M = 0.72, Reynolds number Re = 9.2·106 and angle of attack 
AoA = 1.2°. In the TSP result, laminar and turbulent flow regions correspond to areas of high and low 
surface temperatures, respectively. At the examined transonic conditions, laminar-to-turbulent transition 
was induced by a shock at approximately 28 % of the model chord length. The strips of lower temperature 
visible in the turbulent region were due to the smaller model thickness in those areas, which led to a rate 
of inwards heat conduction larger than on the rest of the model surface. The distribution of the surface 
temperature Tw shown in Figure 4 was obtained via calibration of the used TSP. 

 

Figure 4: Result obtained by application of a Eu 1,3-diketone complex based TSP on a two-dimensional model at 
transonic flow conditions. Experiment performed in the DNW-TWG wind tunnel at AoA = 1.2°, M = 0.72 and 
Re = 9.2·106 

4 Conclusion 
A series of Eu complexes with 1,3-diketo ligands carrying a wide variety of substituents R1 and R2 has 
been prepared and studied. It has been established that the structure of R1 and R2 has a significant 
influence on the luminescent properties of the corresponding Eu complexes. Eu complexes with 1,3-diketo 
ligands carrying aryl- or heteroaryl groups display higher T sensitivities as well as higher emission 
intensities than the Eu complexes with nonaromatic groups. The compound with the highest T sensitivity 
and emission intensity, i.e. 8 (R1 = R2 = 2-Th), has already been applied for intensity based temperature 
measurements in aerodynamics and hydrodynamics. Further studies will focus on the use of Eu complexes 
as T sensors in chemistry, biology and medicine.  
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Abstract 

An experimental study on shock past a cylinder was carried out by fast-response pressure-sensitive paint. 

A PtTFPP&Acrylic-TiO2 fast-response PSP is sprayed on the wall near the end of driven section where a 

double-screw bolt is fixed in. The paint’s response frequency is lower than the frame rate of camera. This 

PSP system captures a blurred leading edge of the shock wave, and successfully shows unsteady wake 

oscillations. 

 

1 Introduction 

PSP techniques are widely used in wind tunnel experiments (Merienne et al. (2004), Liu et al. (2005), 

Xiang et al. (2013)) with the advantage of high spatial resolution.  In order to analyze unsteady flow field, 

it is necessary to apply fast-response pressure-sensitive paints. AA-PSP and PC-PSP are the most common 

forms of fast-response PSPs. Usually, AA-PSP have better time-response performance, which can be 

shorter than 10μs (Kameda et al (2004), Gregory et al. (2007)). However, most models used in transonic 

and supersonic wind tunnels are made of steel, which can’t be anodized. Thus, PC-PSPs are still widely 

used in high frequency wind tunnel experiments. 

PSP system with AA-PSP paint is capable of capturing ultrahigh-frequency phenomena in flow field 

(Yang et.al,(2012), Fujii et al. (2013)). When it comes to PC-PSP with lower frequency-response, it will 

not be able to follow pressure changes completely. Shock tube is a useful device to determine step 

response characteristics of PSP paints (Sakaue et al. (2012), Gregory et al. (2014), Pandey et al. (2015)). 

In order to test a self-made PC-PSP, and to determine whether it is capable of using in ultrahigh-frequency 

systems, several experiments in shock wave tube are performed. 

 

2 Preparation 

PC-PSP paint used in this experiment consists of two parts: screen layer and sensitive layer. Screen layer 

is made of acrylic emulsion and TiO2 powder. Sensitive layer contains only PtTFPP solution. Paint is 
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spread onto the wall near the end of driven section. A Φ6mm, height 8mm screw bolt is fixed onto the 

wall, in the center of the paint area. 

When pressure difference between driver and driven section reaches 300kPa, the thin film will break, and 

a shockwave is generated. A Photron® SA-X camera is used to capture fluorescent images at a frame rate 

of 100kHz, resolution 256×256, then binning 2×2 (128×128 output) to enhance signal-noise ratio. Four 

405nm LED exciters are kept constantly lighted. DG645 captures the rising pressure signal from a sensor 

upstream, and converts it to a standard TTL signal, which is used to trigger the camera. 

 
Figure1 A sketch of system arrangement 

 

3 PSP Results 

Figure2 shows some images when shock wave crashes the bolt. Timer starts when shock wave passes the 

sensor upstream. Relative intensity (  ) is calculated based on the pressure of driven section before the 

experiment starts. The leading edge of shock wave is blurred and here are some vortices after the bolt. 
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Figure2 PSP results when shock wave crashes the bolt 

Figure3 contains four    curves of different points in PSP area. Shock wave moves at a speed of about 

380m/s, means 12 pixels between each frame. Pressure at point 3 shows some periodic characteristics due 

to the vortices. 

 
Figure3 Relative intensity curves of 4 points in PSP area 

 

3 Blurring of PSP results 

In order to evaluate the time response characteristics of this paint, a high frequency shock wave test is 

performed in this shock tube. A Thorlabs® APD110A phototube and a 405nm laser are used in this 

experiment, instead of CMOS camera and LEDs. This system can capture intensity changes of single point 

at frequency of 1MHz. 
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Figure4 Relative intensity (    ) curve of PSP paint 

Usually the intensity decline can be described with exponential model below.    means intensity before 

shock wave arrives.    represents intensity after shock wave passes.    is the moment when PSP intensity 

starts to decay.   is time coefficient, which is calculated by curve fitting. 

 ( )  (     ) 
 
    
                                                                 (1) 

Response time of 90% intensity rise to a step change of pressure can be calculated with equation below: 

        (     )                                                            (2) 

The paint has a       of 60μs, and it is expected to response 34% pressure change in 10μs. In the shock 

wave & bolt experiment, this paint is definitely “over-rated”. 

 
Figure5 Leading edge of shock wave at t = 0.80ms 

The blurred shock wave leading edge in PSP images consists of two parts:  shock wave motion combined 

with camera integration and PSP response characteristics. If the paint is ideal (immediately pressure 

response), then shock wave motion will lead to a linear rising edge of PSP. The width is predicted to be 12 

pixels, which equals about 10% PSP area width. Considering PSP response time (60μs), the blurred rising 

edge will be expanded to at least 60% PSP area. It is impossible to locate accurate shock wave position 

with this paint. 
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Even though this paint is impossible to follow shock wave motion, qualitative measurements can still be 

performed. PSP system can’t provide accurate pressure value at frequency of 100 kHz, but its average 

value is acceptable and it can show us the trend of flow field. 

 

4 Vortices after shock wave 

PSP system captures some vortices after shock wave passes the bolt. Even though the response of the 

paint is slow to follow the measurement, it can still be a powerful tool to observe the flow phenomenon.  

The upper 6 images in figure 6 show a sequence of PSP relative intensity fluctuation (    ) after shock 

wave has passed.      is calculated based on equation below.       means the average relative intensity 

image of 100 samples from 1.04ms to 2.04ms.  (   ) means the average value of all valid pixels in this 

image. 

              
 (  )

 (     )
                                                          (3) 

Due to the high noise level of CMOS camera, it’s hard to distinguish vortices from noise pattern. The 7
th
 

image in figure6 shows the standard deviation map of 100 samples from 1.04ms to 2.04ms, which clearly 

tells us the pattern of unsteady wake oscillations. 

 
Figure6 Relative intensity fluctuation of PSP and standard deviation of 100 samples 

 

Figure7 mainly shows the FFT plot of a point downstream the flow.  Pressure (  ) at that point has the 

highest standard deviation in figure6. The wakes after the bolt oscillate at frequency of 9.4 kHz, 

approaching the limit of this PSP paint. Then correlation coefficients of pressure changing are calculated 
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between this single point (t ~ [1.28ms, 1.58ms]) and whole PSP area (full time sequence), the highest 

coefficients and phase distribution are also plotted in figure7. Coefficients map is similar with deviation 

map, and phase distribution map tells us the mode of wake oscillations. 

 
Figure7 FFT plot of single point, correlation and phase distribution 

 

5 Conclusion 

This PSP system is capable of capturing the phenomena of shock wave impacting the screw bolt and the 

unsteady wake oscillations. Due to the low time response characteristics of this PC-PSP paint, the leading 

edge of shock wave is blurred and it’s impossible to tell the accurate location of the shock wave. However, 

the blurring is predictable and the paint can still show some high frequency phenomena such as wake 

oscillations in the flow field qualitatively or half quantitatively. 
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Abstract 

To characterize the turbulent boundary layer evolution in the LMFL wind tunnel, two experiments of 

velocity measurement by PIV were carried out. A first campaign was done based on a high magnification 

2C2D PIV in the near wall region in order to capture the near wall scales and the mean gradient. A second 

experiment of stereo PIV using two systems was carried out to measure the full boundary layer with a good 

spatial resolution. By merging these two experiments, a good characterization can be made at 3 stations 

along the wind tunnel and for three free-stream velocities. 

 

1 Introduction  

Since the study of Klebanoff and Diehl (1951), the zero-pressure-gradient (ZPG) turbulent boundary layer 

(TBL) is one of the most investigated wall bounded flow. High accuracy ZPG TBL data are of great 

importance for highlighting the influence of new parameters such as roughness, pressure gradient, etc.. 

However, the true statistics of a ZPG TBL is still often subject to controversies and this is particularly true 

at high Reynolds numbers (Marusic, et al., 2010). The first point of discrepancy is that it is often difficult 

to compare accurately the different experimental conditions. Comparisons of previous experimental data 

sets have shown significant discrepancies between different studies even if the Reynolds number were the 

same ( (Chauhan, et al., 2009), (Laval, et al., 2017)). The quality of the flow is also of importance as external 

turbulence level or pressure gradient close to zero can affect the comparison. The classical way to compare 

is to use a judicious scaling and to match the Reynolds numbers. In this case, the difference can come from 

the accuracy of the measurement of the statistics, which is generally good, but also of the scaling parameter 

such as the friction velocity, which is used to normalize the profiles in the inner region.  

In the present study, the statistics are measured in the TBL wind tunnel of Lille for three infinite velocities 

and three streamwise stations in order to obtain nine profiles with a large range of Reynolds numbers. 

Several profiles are also obtained at the same Reynolds number. This experiment was possible thanks to the 

extension of the transparent test section and the temperature and velocity regulation of the wind tunnel. The 

measurement was done by PIV. The accuracy is obtained by using several magnifications depending on the 

wall distance.  

 

2 Experimental setup  
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In a turbulent boundary layer, the mean streamwise velocity gradient increases strongly as 1/y where y is 

the wall distance. Moreover, the turbulence level increases down to 15 wall-units and after decreases to 0 at 

the wall (Marusic, et al., 2010). Such a distance corresponds to about 0.1% of the boundary layer thickness 

. The turbulent scales are proportional to y up to about 30% of  (Townsend, 1976)(Srinath, et al., 

2018). In order to both capture the strong gradient and to limit the filtering of scales, two PIV experiments 

with two different magnifications were carried out in the LMFL boundary layer wind tunnel. The advantage 

of this facility are both the dimensions, a 20 m long test section fully transparent 2 m wide and 1 m in height 

and a relatively low velocity (maximal free-stream velocity U∞ = 9 m/s). Such characteristics allow the 

generation and study of a thick boundary layer (about 24 cm at the end of the test section) at high Reynolds 

number. This facility has been designed for intensive use of optical metrology. In the following, x is the 

streamwise axis, y the wall normal one and z is spanwise.  

The first experiment is a streamwise wall-normal 2C2D set-up composed of a sCMOS camera equipped 

with a 300 mm lens to obtain a magnification of 0.43 (field of view of 32 mm along x and 33 mm along y 

located at the wall) at 1.03 m working distance (extension tube of 140 mm). The f# number was set at 8 to 

obtain particle image size of about 2 px to optimize the accuracy (Foucaut, et al., 2003) and a displacement 

of about 20 px in the upper part of the field of view was selected to obtain a high dynamic range of the 

turbulence. Also, to be sure of good convergence statistics, 10000 fields were recorded. The light sheet 

thickness was 0.3 mm. Figure 1 shows a picture of the experimental set-up where you can see the specific 

arrangement of the length. The images were processed with the modified version of MatPIV at LMFL. The 

analysis was done with a multipass approach ( (Willert & Gharib, 1991), (Soria, 1998)) ending with 24 x 

24 interrogation window size (corresponding to 0.36 mm x 0.36 mm or about 8 wall-units at the highest 

Reynolds number) which was selected to be a good compromise between noise and filtering. Before the 

final pass, image deformation was used to improve the capture of the gradient and thus the quality of the 

data ( (Scarano, 2002), (Lecordier & Trinité, 2004)).  

 

 
Figure 1 : Picture of the 2C2D set-up 

The second experiment is made by a double stereo PIV (3C2D) setup composed of four sCMOS cameras 

equipped with 135 mm lenses at f# 8 in order to obtain a large field and keep a good spatial resolution. The 

field of view obtained is 26.5 cm and 32 cm in wall normal and streamwise direction, respectively, in order 

to obtain the full boundary layer properties (magnification of 0.083). The displacement was set at about 13 

pixels at the top of the field of view and 10000 fields were also recorded to ensure good turbulence statistics. 

The light sheet thickness was 0.6 mm. The reconstruction used is the one proposed by Soloff et al. (1997) 

and a self-calibration similar to Wieneke (2005) was applied. The analysis was also done with MatPIV with 
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a multipass approach. The final interrogation window size was 18 x 24 (corresponding to 1.9 mm x 1.9 mm 

or about 45 wall-units at the highest Reynolds number) which was found to be a good compromise between 

noise and filtering. Before the final pass, image deformation was also used to improve the quality of the 

data. Figure 2 shows a picture of the set-up. 

 

Figure 2 : Picture of the 3C2D experiment 

 

The high magnification 2C2D PIV cases were also analyzed with rectangular windows of 8 x 64 pixels in 

order to increase the wall-normal resolution of the mean profile. This allows the capture of the mean gradient 

in the viscous sub layer in order to deduce the skin friction and then the friction velocity with an accuracy 

better that 1% (Willert, et al., 2018). 

 

3 Results  

The measurements were done at three stations in the wind tunnel at one, two and three thirds of the test 

section length for both PIV set-ups. The infinite velocity at the inlet of the test section was regulated at 3, 6 

and 9 m/s for every cases. These locations and velocities allow nine Reynolds numbers to be obtained. A 

few combinations give almost the same Reynolds. The Table 1 gives the characteristics of the turbulent 

boundary layer for the nine Reynolds numbers obtained by the combination of results of both PIV set-ups. 

The friction velocity 𝑢𝜏 is determined by a fit on the mean velocity profiles on the points inside the viscous 

sublayer.  

The velocity profiles were obtained with good accuracy (noise level of both set-ups of 0.1 pixel (Cuvier & 

Foucaut, 2018)) and spatial resolution over the full boundary layer thickness. Figure 3 shows the mean 

velocity profile plotted in wall-units. For the range of Reynolds number this figure shows a good collapse 

in the range of y+ corresponding to the log region. This region is in agreement with the logarithmic law  

U+ = 1/0.41 ln(y+) + 5.2. Thanks to the high magnification set-up the viscous sublayer is also very well 

measured. 
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Table 1: Boundary layer characteristics 

X(m) U
e 
(m/s) δ (cm) δ* (cm) θ (cm) H u

τ 
 (m/s) Re

θ
 Re

τ
 (

𝝏𝑷

𝝏𝒙
)

+

 

(x10
-4

) 

ν/u
τ 
(mm) 

6.8 3.22 12.2 2.11 1.52 1.39 0.1268 3230 1020 -3.2 0.12 

6.8 6.43 10.6 1.80 1.33 1.36 0.2375 5620 1660 -2.0 0.06 

6.8 9.64 10.4 1.72 1.28 1.34 0.3456 8120 2360 -1.3 0.04 

12.55 3.32 19.5 3.30 2.40 1.38 0.1224 5400 1620 -3.4 0.12 

12.55 6.61 17.1 2.72 2.03 1.34 0.2352 9100 2720 -2.0 0.06 

12.55 9.88 16.7 2.57 1.94 1.32 0.342 13000 3880 -1.4 0.04 

19.2 3.38 27.3 4.55 3.33 1.36 0.1207 7590 2220 -3.6 0.12 

19.2 6.76 24.3 3.69 2.79 1.32 0.2337 12720 3840 -2.1 0.06 

19.2 10.09 24.2 3.51 2.70 1.30 0.3428 18360 5590 -1.4 0.04 

 

 

Figure 3: Mean velocity profiles in inner variable U+ = f(y+) 

 
Figure 4: Streamwise Reynolds stress profiles in inner variable 𝒖′²̅̅ ̅̅  = f(y+). 
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Figure 4 shows the streamwise Reynolds stress in wall units. As shown in Marusic et al. (2010) the near wall 

peak is located at y+ = 15 and it increases in intensity when the Reynolds number increases. A log region 

appears for y+>100 also when the Reynolds number increases. 

Figure 5 shows the Reynolds shear stress in wall-units for all the range of Reynolds numbers. It shows also 

the plot of equation (1) which is a simplified form of the Navier Stokes equation for near wall region of 

TBL. This equation is classically given without pressure gradient (in black dash line in the figure). In the 

LMFL wind tunnel there is a slight favorable pressure gradient which can be taken into account (Table 1). 

Figure 5 shows also the plot of equation (1) for the highest and lowest Reynolds number cases. Even if a 

lack of convergence is observable in the figure, it is clear than the measurement is in good agreement with 

equation (1). 

 

𝑢′𝑣′̅̅ ̅̅ ̅+ = −1 +
𝜕𝑈+

𝜕𝑦+ +
𝜕𝑃+

𝜕𝑥+ 𝑦+      (1) 

 

Figure 5: Reynolds shear stress profiles in inner variable 𝒖′𝒗′̅̅ ̅̅ ̅̅ +
 = f(y+). 

4 Conclusion 

A full characterization of the boundary layer flow in the LMFL wind tunnel was done by means of two PIV 

experiments. The first experiment was carried out with a high magnification in order to capture the near 

wall scales and to measure the friction velocity. The second experiment was based on a double stereoscopic 

setup with four cameras in order to measure the full boundary layer with a good resolution. The 

measurement was done at three stations from the wind tunnel entrance (6.8, 12.55 and 19.2 m) and for three 

free-stream velocities (U∞ = 3, 6 and 9 m/s). Only a few results are presented here. Nevertheless, a full 

characterization of the boundary layer can be done for the range of Reynolds numbers obtained by playing 

with both distance and velocity. With an appropriate selection of the PIV magnification, better results than 

hot-wire measurements can be obtain, especially in the near wall region where the interrogation window of 

the high magnification 2C2D PIV set-ups was only 8 wall-units at the maximum Reynolds number 

accessible with the LMFL wind-tunnel. 
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Abstract
Forcing of incompressible flows with both the periodic blowing/suction through transverse slots and the
microblowing through a cascade of finely perforate inserts to alter properties of turbulent boundary layers
is reviewed. The focus is the structure, properties, and main regularities of the forced flows. A local skin-
friction reduction in the turbulent boundary layer is clearly revealed. Provided the phase synchronization
of the blowing/suctions, the independent control of the forcing through the slots gives an additional local
skin friction reduction. The effect is stipulated by a dominating influence of an unsteady coherent vortex
formed in the boundary layer on the structure of the viscous sublayer. In the case of experimental modeling
of the process of air blowing into turbulent boundary layer of incompressible fluid through a series of the
finely perforated walls the particular attention is paid to the analysis of the main factors responsible for
the effectiveness of blowing. It is shown that the blowing through the micro-perforated inserts with low
effective roughness is a quite affordable and reliable control technique for near-wall turbulent flows. This
approach can provide a sustained reduction of local skin friction coefficient along flat plate, which in some
cases reaches 90%.

1 Introduction
Power saving is one of the most actual engineering problems. However, it is generally accepted that signifi-
cant reserves to reduce the aerodynamic drag by aerodynamic shaping and by finishing aircraft surfaces had
been essentially exhausted about three decades ago. Meanwhile the problem of energy saving in exploiting
aircrafts is still very relevant. This stipulates searches for new means of the drag reduction, especially of the
skin-friction reduction, as frequently it reaches more than 50% in the drag balance for some moving objects.
For example, one of the major sources of the drag for climb and cruise flight regimes, which accounts for
almost 90% of the fuel consumption for a modern subsonic transport aircraft, is the skin friction drag.

It is generally accepted that the most successful way of obtaining turbulent drag reduction is developing
an effective means to control the structure of wall turbulence. It is obvious that designing an effective
method of turbulent boundary-layer control is possible only if deep knowledge on the dynamics of near-wall
turbulence is available as the near-wall turbulent flows are characterized by a variety of coherent structures:
the streaks (streaky structures), horseshoe vortices, large-scale and highly large-scale motions, each of which
makes a relevant contribution to the process of generation and dissipation of turbulence kinetic energy.

During the last three decades, the main emphasis has been done on the development of active control
methods in which energy, or auxiliary power, is introduced into the flow. One such promising approach
consists of a periodic injection of a fluid into a boundary layer to generate coherent vortices at the wall to
affect turbulence behavior. Effective control over these vortices can be a key element of a successful strategy
for turbulent skin friction reduction. This approach deserves further study because it provides an efficient
and relatively simple technique for local actuation of wall-bounded flows (see, e.g. Park and Choi, 1999;
Park et al., 2001; Tardu and Sedat, 2001; Park et al., 2003; Boiko and Kornilov, 2008).

Another promising approach consists in a continuous in time gas blowing through a permeable wall
(Hwang, 2004; Kornilov and Boiko, 2014a, 2016; Kornilov, 2015). However, permeable surfaces produced
with traditional technology were characterized by high parasitic drag due to an apparent surface roughness.
The situation changed only in the last decade with the advent of electron-beam technology that made it
possible to design a finely perforated surface hydraulically smooth in a relevant range of Reynolds numbers.

The main focus of the paper is placed upon a physical modeling of the processes of boundary layer
periodic blowing/suction and continuous blowing as well as a critical analysis of experimental results for
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Figure 1: Body of revolution schematic and annular slot geometry, not to scale (all dimensions in millime-
ters).

different conditions of air blowing and elicitation of the physical mechanisms responsible for the reduction
of turbulent friction at flow-exposed surfaces in the cases of application of a sequence of the control devices
on plane and axisymmetric geometries.

2 Periodic blowing/suction
Experimental investigations of the effectiveness of the local periodic forcing of an axisymmetric turbulent
boundary layer by means of blowing/suction through a series of transverse annular slots are of extreme
interest and practical importance. Some efforts to apply the simultaneous periodic blowing/suction through
a series of annular slots controlled independently to a turbulent boundary layer of an incompressible fluid
on a body of revolution were undertaken by Boiko and Kornilov (2008), see Fig. 1.

The effect of the blowing/suction on the time-averaged flow characteristics and, in particular, on the
boundary layer velocity profiles, when the forcing is performed through all slots simultaneously, is of a
special interest. Analysis shows that in the vicinity of the slots the mean velocity gradient at the wall drops
up to 80% compared with the unforced flow. The profiles clearly show the formation of a retarded flow
region at the wall that can be an indication of a flow with reduced skin friction.

It is worth to note, that at the periodic forcing the maximum of the turbulent velocity fluctuations shifts to
larger values of y. It could be supposed that the thickness of viscous sublayer becomes lager in this case that
should promote the skin friction reduction. Meanwhile, the level of turbulent fluctuations in the presence of
blowing/suction is much higher than that in the unforced case. This is related to the flow excitation in the
vicinity of the slots. At the same time, an analysis of the instantaneous velocities shows that an increase in
the turbulent velocity fluctuations in the examined region is also caused by the acoustic flow excitation with
the dynamic loudspeakers.

One of the basic governing quantities for estimating the effectiveness of the blowing/suction is the local
skin friction coefficient. Figure 2 presents the ratio of the skin friction coefficient in the presence of the
forcing C f (∆x/δ∗) to a corresponding value for the unforced regime C f 0 = C f (0) (∆x is the distance from
the first slot and δ∗ is the displacement thickness). For comparison, averaged data for the unforced flow
C f 0i/C f 0 are also shown by line.

As seen, the influence of the blowing/suction through the series of annular slots on the flow structure
accompanied by the skin friction reduction is significant. First of all, the favorable effect of this control
technique due to the carefully performed phase synchronization consists of a decrease of C f/C f 0 upstream
of the slot I. The skin friction continues to drop downstream of the slot achieving at ∆x/δ∗ ≈ 1 its minimum
value. The largest skin friction drag reduction in the analyzed case is more than 80%. Further downstream,
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C f/C f 0 grows at first abruptly and then gradually approaching its value in the unforced case. The situation,
on the whole, being repeated at slots II and III with the only difference being that after the abrupt growth of
C f/C f 0 at (∆x/δ∗ ≈ 40–43), it gradually approaches its unforced value asymptotically.

Figure 3 presents the profiles of root-mean-square of periodic velocity component û′+rms/Ue at selected
streamwise coordinates from a certain range of ∆x/δ∗ downstream of slot III (Boiko et al., 2008). The
presence of two amplitude maxima (dotted lines) and a minimum between them is characteristic for the
profiles of û′+rms/Ue. These maxima can be attributed to a formation of an unsteady coherent structure caused
by the periodic blowing/suction. It is not surprising that further downstream the amplitudes of the maxima
decrease gradually. To obtain more reliable information about this issue a laser-sheet flow visualization
in the vicinity of slot I was undertaken by Boiko et al. (2007). It was shown that the forcing leads to a
formation of a toroidal vortex behind the slot (see Fig. 4). An interpretation of the main events demonstrating
the dominating role of the vortex in the formation of the flow structure downstream of the annular slot
is the following. At the blowing phase, the incoming shear flow seems to be temporarily blocked by a
strong upwash jet flow directed from the wall. Then, the pressure directly downstream of the slot decreases
abruptly, the mainstream flow breaks up, and a recirculation region with a reverse flow is formed. The
subsequent suction phase favors a further increase in stability of the counterclockwise vortex motion being
formed. As the distance ∆x increases, this large-scale inclined structure gradually lifts away from the wall
and dissipates to a large extent.

This leads to some conclusions on the mechanisms of the skin friction reduction with air blowing/suction
through the slots. In general, the obtained data show that the blowing phase reduces the skin friction drag
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and the suction phase increases it. The local skin friction reduction is due to the dominating influence of a
formed unsteady coherent structure (toroidal vortex) in the boundary layer, in propagating downstream the
vortex promoting a shift of low-velocity fluid further from the wall, a formation of a retarded fluid region at
the wall, and, hence, a thickening of the viscous sublayer. Therefore, the velocity near the wall decreases,
leading to a decrease in friction drag. Another reason for the skin friction reduction can be identified using a
simple relation between the Reynolds stress and the skin friction for the canonical near-wall turbulent flows
in a channel, a pipe and past a flat plate derived by Kasagi et al. (2009). In general, it can be concluded
that the term ∼ u′v′ in the equation characterizing the turbulent contribution is dominant in the equation.
Depending on the amplitude of fluctuations, frequency, and Reynolds number, it can be either positive or
negative. Thus, the suppression of the Reynolds stress near the wall is of paramount importance for effective
control of drag reduction in the presence of blowing/suction.

3 Microblowing
Continuous in time gas blowing through a permeable wall (see Fig. 5) was considered in a series of studies
(Kornilov and Boiko, 2014a, 2016; Kornilov, 2015). Of interest is the question of the effectiveness of the

381



ICEFM 2018 Munich

Without blowing

Blowing: C
b

= 6.09´10-3

1 2 30 4

C
f
´

1
0

3

xeff, mm

Figure 6: The skin-friction coefficient at air blowing through the wall consisting of permeable and imper-
meable sections in the streamwise direction (Kornilov and Boiko, 2014a).

control when the blowing intensity changes ‘smartly’ along the length of the plate to reduce potentially
the total air supply and, hence, the energy consumption. To this end, a flat plate boundary layer along a
perforated surface consisted of areas of permeable and impermeable sections along the streamwise direction
was studied in detail by Kornilov and Boiko (2014a, 2016). Approximately two-thirds of each section were
permeable followed by an impenetrable section. Figure 6 shows that a skin-friction reduction is observed
over the permeable sections. However, a large part of the gain is maintained further over the impermeable
sections, because the flow has no time to relax to the equilibrium state. Note that the region of lowered
skin-friction covers not only the perforated insert, but also an extended region located downstream of it that
plays an important role in the balance of the total drag.

It was shown (see Kornilov and Boiko, 2014b) that the main reason for the observed behavior of C f lies
in the sharp change of flow conditions at the boundary between the permeable and impermeable sections.
Indeed, the boundary layer cannot instantly adapt to a new environment due to its memory of prehistory.
Therefore, the flow reaction to such changes of the boundary conditions manifests itself in the form of a slow
relaxation of the main flow characteristics (including the skin friction) to the condition of the hydrodynamic
equilibrium.

4 Conclusions
In the vicinity of the slots the velocity gradient at the wall drops by dozens of percent compared with the
unforced flow. The measurements clearly indicate the skin friction reduction on the body of revolution
with the maximum reduction up to 80% downstream of the slots justifying that the cascade control can be
an effective means of forcing the near-wall turbulence. A phase synchronization of the blowing/suctions
through the slots makes it possible to achieve an additional local skin friction reduction at distances up to
5–6 boundary layer displacement thickness upstream of slot. The local skin friction reduction under the
effect of periodic blowing/suction is stipulated by a dominating influence of the formed unsteady coherent
vortex on the boundary layer; the vortex propagates downstream and promotes a shift of low-velocity fluid
further from the wall and a formation of a retarded fluid region at the wall, and hence, leads to a thickening
of the boundary viscous sublayer. Generally, by using a cascade of the slots it is possible to provide a higher
effectiveness of this control technique, at least on a limited body surface. To demonstrate its effectiveness
with regard of net drag reduction over the whole body surface, additional efforts are required.

It was shown that the air blowing through a series of the finely perforated inserts with low effective
roughness is an effective means to influence the structure of wall turbulence. The skin-friction reduction is
achieved without boundary layer separation even at high values of the blowing coefficient Cb. The formation
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of extended region of lowered skin friction downstream a blowing section, the length of the region being
commensurate with the length of the perforated insert, is a significant reserve to reduce the total drag.
Blowing through the finely perforated surface consisting of alternating permeable and impermeable regions
along the plate can provide an additional reduction of the total aerodynamic drag Cx at the same amount
of air expense. However, the optimal combination of permeable and impermeable areas requires additional
research.
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Abstract 

The turbulent boundary layer over a wall roughened by pyramidal elements was the subject of 
experimental studies at the Aeronautical Laboratory of the Politecnico di Torino. Previous studies on the 
subject are reported in Di Cicca et al. (2014), Di Cicca and Onorato (2016) and Di Cicca et al. (2018). PIV 
measurements at relatively low Reynolds numbers were carried out in a closed-loop water tunnel. The 
ratio between the boundary layer thickness and the pyramidal roughness height is δ/k=17.2 . The results 
point out the influence of the roughness on the flow in terms of mean and fluctuating quantities and 
turbulence scales.  
 
1 Introduction  

The geometry of pyramidal roughness is of particular interest (also with reference to numerical 
simulation) because it can be simply described in terms of the pyramid height, orientation with respect to 
the flow direction, face slope and roughness density. Moreover, the pyramidal geometry has a relevance to 
many engineering and environmental applications. The turbulent flow over walls roughened by pyramidal 
elements was the subject of investigations by the authors of the present paper (Di Cicca et al., 2014; Di 
Cicca and Onorato, 2016; Di Cicca et al., 2018) and also by other authors (see e.g. Schultz and Flack, 
2009; Talapatra and Katz, 2012; Seddighi et al., 2015).  
Many studies on the effect of wall roughness on turbulent boundary layer flows have been conducted and 
published up to now which refer to a wide variety of surface geometries, both two-dimensional and three-
dimensional. The comprehensive review of Jimenez (2004) covers most of the work published on the 
subject till 2004. More recent references may be found (among others) in the introduction section of Hong 
et al. (2011), Di Cicca et al. (2014), Yuan and Piomelli (2014) and Flack et al. (2016). 
 

2 Experimental set-up  

PIV measurements have been carried out in a closed-loop open surface channel with a 350 mm wide, 500 
mm high test section (Fig. 1a). Measurements were taken on a flat plate with a length of 2050 mm, in a 
region about 1750 mm downstream the leading edge for the canonical boundary layer case, and about 500 
mm downstream the leading edge for the boundary layer developing over the three-dimensional rough 
wall. The pressure gradient was null along the test section. At the flat plate leading edge, the laminar-
turbulent transition was imposed by sandpaper. The roughness consisted of pyramids with the diagonal of 
the square base oriented in the direction of the mean flow. Measurements have been taken in a streamwise 
wall normal plane intercepting the apex of a row of pyramids and the diagonal of the square base. In Fig. 
1b the roughness geometry is shown. The pyramid slope is 28° and the gap between the pyramid bases is 
1.4mm. The Reynolds number was Reθ=1234 (Reynolds number based on the boundary layer momentum 
thickness, θ, and on the external velocity Ue). The ratio between the boundary layer thickness and the 
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pyramidal roughness height was δ/k=17.2 . The streamwise, wall normal and spanwise directions are 
respectively indicated by x, y and z.  
 

 a)  b) 
Figure 1: a) Water tunnel; b) Roughness geometry. Dimensions in millimeters.  

 
Measurements were taken with a particle image velocimetry system, which consisted of a 1280×1024 
pixels high-speed Dantec NanoSense MKIII CMOS camera and a continuous Spectra-Physics Argon–Ion 
laser, with a maximum emitted power of 6W. The laser beam was expanded by a cylindrical lens and 
focused by a spherical lens, forming a light sheet with a thickness of about 0.5mm. The water was seeded 
with spherical silicon carbide particles, 2 μm nominal diameter. The physical size of the PIV images was 
49.4×39.5 mm2 (1047×840 viscous units) for the smooth wall and 42×36 mm2 (970×831 viscous units) for 
the rough wall. In both cases, the PIV images covered the whole boundary layer thickness. The PIV image 
analysis was done using the ‘LaVision DAVIS 7.2’ software. The final interrogation window size was 
32×32 pixels, overlap of 50%. Each velocity vector is representative of the mean velocity in an area of 
1.24×1.24 mm2 (26×26 wall units) for smooth wall and 1.06×1.06mm2 (24×24 wall units) for rough wall. 
The camera acquisition rate was 800 frames per second, but for the statistical analysis only one image pair 
each 100 frames was recorded. Therefore, the effective acquisition rate of PIV image pairs was 8 Hz. 
Thirty-three hundred statistically independent image pairs were recorded to ensure the convergence of the 
computed averaged quantities.  
The flow conditions are reported in Table 1.  

Table 1: Experimental flow conditions.  

Wall Surface  Ue δ  Re  Uτ Uτ/Ue δ/k 
 [m/s]  [mm]  [mm]   [m/s]    

Smooth Wall  0.485  27.95  2.99  1471  0.0213  0.044   

Rough Wall  0.36  29.29 3.79 1234 0.0255 0.071  17.2  
 
The error in measuring the instantaneous velocity was estimated to be less than 1%. The error becomes 
1.41 times higher when calculating the variance of the velocities, whereas it is negligibly small when 
calculating mean values. The uncertainty in the evaluation of the friction velocity Uτ , according to the 
modified Clauser chart method proposed by Perry and Li (1990), is equal to 3% for the smooth wall and 
5% for the rough wall. 
 
3 Results  

In Fig. 2 the streamwise component of the mean velocity U
~

 and the Reynolds shear stresses ' 'u v    
are visualized in a region covering a wavelength λx from the top of one generic pyramid to the top of the 
next one. yT is the wall normal distance from the pyramid apex. The symbol tilde denotes quantities 
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obtained spatially averaging values in corresponding points of each region covering a wavelength λx and 
the superscript plus indicates quantities in wall units. In the figure, the wall roughness is sketched. The 
white triangles represent the pyramids highlighted by the laser sheet. The dark triangle represents the row 
of pyramids standing between the laser sheet and the observation video camera. The flow appears to be 
homogeneous in the streamwise x-direction for yT > k (y/δ > 0.08). In the pyramid region the flow is 
dominated by the geometry of the roughness. Even if the flow field is not completely observable because 
in part shaded by the row of the dark pyramids sketched in the figures, regions of low values of U

~
 are 

evident downstream the pyramid in the region closer to their base (Fig. 2a). This flow clearly contributes 
to the increased drag of the roughened surface with respect to the smooth one. In Fig. 2b the Reynolds 
shear stress shows different behaviors in the two sides of the pyramids: higher values in the downstream 

side, with a peak of ' 'u v    1.6 and about half of this value in the upstream side. In the region 

between two successive pyramids ' 'u v    also shows a relatively high value around ' 'u v   1.  
 

a) b)  
Figure 2: a) Streamwise component of the mean velocity. b) Reynolds shear stresses.  

 

a) b)  
Figure 3: a) Mean velocity profiles; b) Reynolds shear stress profiles.   

 
In order to compare the flow behavior along the pyramidal roughened wall with the smooth wall case, 
quantities averaged in time and along the streamwise x-direction are shown in the following. Moreover, 
the concept of virtual origin has been adopted for the rough case to indicate the distance from the wall y. 
The virtual origin was evaluated according to Perry and Li (1990) at 1.27mm below the pyramid top. 
Mean velocity profiles plotted in inner variables are shown in Fig.3a for the two flows. The first 
measurement point reported in Fig.3a for the rough surface is located above the pyramid apex. The 
smooth wall Laser Doppler Velocimetry measurements of DeGraaff and Eaton (2000) at Reθ=1430 are 
also reported for comparison. The rough surface displays a linear log region shifted below the smooth 
profile of a quantity corresponding to the roughness function, ΔU+=8.9. The Reynolds shear stress 
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distributions ' 'u v    are displayed in Fig.3b. In order to analyse the Reynolds shear stress distributions 
more appropriately, uncertainty bars of 4.5% and 7% are indicated for the smooth wall and the rough wall 
case respectively. The Spalart (1988) direct numerical simulation results for the smooth wall are reported 
in addition to the DeGraaff and Eaton data. The present smooth wall results are situated in between the 
DeGraaff and Eaton and the Spalart results. As to the comparison between the present smooth and rough 
wall cases, differences (of the order of 7%) are observed in proximity of the wall, where higher values of 

' 'u v    for the rough wall are detectable.  
Results showing the influence of the wall roughness geometry on orientation and scales of the large 

turbulent structures is shown in Fig. 4, where the streamwise velocity auto-correlation function uu for the 

rough and the smooth wall cases are compared. The extent of the regions where uu is 0.6 has been 
chosen to be representative of the topology and the dimension of the structures. The shape of the contours 

uu for the rough wall is qualitatively similar to the one for the case of the smooth wall. They appear 
elongated in the mean flow direction and inclined at a shallow angle α to the wall. The long extension of 

the u-correlation is associated with the induction of the assembly of hairpin vortices in a coherent packet. 

The inclination angle, α, of the contours uu defines the orientation of these dominant flow structures. 
Looking at the results in Fig. 4, for (y/δ)ref=0.1, (y/δ)ref=0.2 and (y/δ)ref=0.3 , an inclination angle α equal to 

about 11° of the contours uu =0.6 is found, for both smooth and roughened surfaces (similar values of the 
inclination angle have been reported in Di Cicca et al. (2014) for the present data for wall distances up to 
(y/δ)ref=0.5). Very close values of α were measured in most published investigations at similar wall 

distances Christensen and Adrian (2001). The effect of the wall roughness on the extension of uu 
correlation is evident very near the wall at (y/δ)ref=0.1, where the longitudinal length scale for the smooth 
surface case is larger than the one for the rough surface case. This behaviour indicates a break-up of the 
near-wall streamwise vortices over the rough wall. The length scale in the y-direction for the case of rough 
wall appears to be only slightly smaller with respect to the case of smooth wall at (y/δ)ref=0.1 and about 
comparable at (y/δ)ref=0.2 and (y/δ)ref=0.3.  

a) b) c)  

Figure 4: Contours of constant values of the two-point streamwise velocity autocorrelation function (uu= 0.6) for 

three reference distances from the wall: a) (y/)ref = 0.1 ; b) (y/)ref = 0.2; c) (y/)ref = 0.3 .   

 
The behaviour of the integral length scales in the smooth and rough wall cases can be seen in Fig. 5, 
where the distribution of the integral length scales, L11, are reported in function of y+.  

L11 is defined as:  L11
∞

0
  . At a large distance from the wall (y/δ>0.2 corresponding to 

y+>150), the effect of the roughness tends to vanish, while it is very evident near the surface. In 
correspondence of the apex of the pyramids, the integral scales for the case of the rough wall appear to be 
about 30% lower. This huge reduction in integral scales, besides the previously mentioned break-up of the 
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near-wall streamwise vortices over the rough wall, may be attributed to the eddies generated in the thin 
shear layers separating from the individual roughness elements, as suggested by Castro et al. (2006). 

 
Fig.5: Integral scales L  in function of the distance from the wall.  

 

4 Conclusion  

All physical quantities examined for the rough wall case are shown to approach the values characterizing 
the smooth wall turbulent boundary layer in correspondence to the upper limit of the roughness sub-layer, 
evaluated at about y/δ = 0.2. Measurements very near the wall, in the roughness sub-layer, have pointed 
out the non-homogeneity of the flow in the streamwise direction. The different flow behaviour in the 
ascendant and descendent part of the pyramids and in the region between two consecutive pyramids has 
been visualized. Low values of the streamwise component of the mean velocity and high values of the 
Reynolds shear stresses are present in the region near the downstream side of the pyramids. The rough 
surface displays for the velocities averaged in time and along the streamwise x-direction a linear log 
region shifted below the smooth profile of a quantity corresponding to the roughness function, ΔU+=8.9 . 
For the rough wall case, higher values of the Reynolds shear stress, averaged in time and along the 
streamwise x-direction, were detected in proximity of the rough surface. The two-point streamwise 
velocity autocorrelation function shows that the packets of hairpin vortices, populating the near wall flow, 
are statistically characterized by an inclination angle α equal to about 11° at (y/δ)ref=0.1, (y/δ)ref=0.2 and 
(y/δ)ref=0.3 for both smooth and roughened surfaces. Similar value (α=10° at (y/δ)ref=0.2) is reported by 
Castro et al. (2006) modeling a wall roughened by a staggered cube array. The effect of the wall 

roughness on the packet of hairpin structures is evident observing the extension of uu contours near the 
wall. They show that the longitudinal length scale of the large structures for the smooth surface case is 
larger than the one for the rough surface case. Namely, at the distance from the wall nearly corresponding 
to the pyramid apex, the integral scales for the case of the rough wall appear to be about 30% smaller. 
This huge reduction is attributed to the break-up of the near-wall streamwise vortices over the rough wall 
and to the contribution of flow structures generated in the thin shear layers separating from the individual 
roughness elements.  
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Abstract
In the study of zero-pressure-gradient (ZPG) turbulent boundary layers (TBLs), small-scale universality
of the inner-scaled streamwise velocity fluctuations is a re-occurring feature and serves as the underlying
assumption in e.g. spatial-resolution correction schemes for hot-wire anemometry measurements as well as
prediction schemes for turbulence statistics. Recent studies have also extended this small-scale similarity
to pressure-gradient (PG) TBLs in order to apply these schemes. The present investigation is based on new
experiments in an APG TBL with streamwise-independent Clauser pressure-gradient parameter in order to
exclude upstream history effects. Results allow to revisit this underlying assumption and indicate that the
small-scale energy is in fact enhanced with increasing APG strength.

1 Introduction
The quest for a better understanding of turbulent boundary layers (TBLs) is one of the main research goals
of the turbulence community for many decades. Wall-bounded turbulence appears in many relevant fluid-
flow problems such as the flow around wings, land and sea vehicles, or in turbines, compressors. Simplified
scenarios, such as the zero-pressure-gradient (ZPG) TBL developing over a flat plate, have been investi-
gated extensively to understand the fundamental aspects of wall-bounded turbulence (Marusic et al., 2010c).
Unfortunately, ZPG conditions are nearly never encountered in real-life applications; instead, the majority
of flow problems are under the effect of complex varying pressure gradients. In particular, adverse pres-
sure gradients (APGs) might produce flow separation with the consequent loss in performance (Vinuesa
et al., 2017b). Under these conditions, the applicability of the knowledge from ZPG TBLs to decelerating
boundary layers is still rather limited (Vinuesa et al., 2017a).

Part of the complexity associated to the study of TBLs under the influence of an APG is due to the
wider parametric space with respect to its ZPG counterpart. An obvious additional parameter for the study
of APG TBLs is the streamwise pressure gradient, commonly expressed in terms of the Clauser pressure-
gradient parameter, β = (δ∗/τw)(dP/dx) (Clauser, 1954), where δ∗ is the displacement thickness, τw is the
mean wall-shear stress, and dP/dx the pressure gradient along the streamwise coordinate. However, as
recently shown by Bobke et al. (2017), the local state of an APG TBL is strongly affected by its upstream
history, implying that the TBL has a memory of its upstream conditions that is much more pronounced
than that of inflow and tripping effects in ZPG TBLs (Sanmiguel Vila et al., 2017b). Recent efforts have
therefore tried to accommodate the accumulated effect of β, as opposed to considering the local β alone
when comparing various APG TBLs (Sanmiguel Vila et al., 2017a; Vinuesa et al., 2017a). In light of the
difficulty to fully encompass the effect of upstream pressure-gradient effects in the study of APG TBLs,
Clauser (1954) proposed to study boundary layers in which the value of β is maintained constant over
some downstream extent such that the ratio of the pressure gradient force to the wall shear stress remains
constant. This condition, according to Rotta (1962) and Mellor and Gibson (1966), is needed to reach a
near-equilibrium state in which the mean velocity deficit in the outer part is expected to be self-similar at
sufficiently high Reynolds numbers (Marusic et al., 2010c).
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In the present study, we will – for the sake of simplicity – abstain from investigating pressure-gradient
history effects, and instead focus on two near-equilibrium TBLs, i.e. a ZPG TBL (β = 0) and a APG TBL
(β≈ 1.1) in order to discuss their scale-decomposed contribution to the streamwise velocity spectra and vari-
ance, and ultimately address whether the often assumed universality of the small-scale energy contribution
is also persistent in APG TBLs. Such investigations have previously been hampered due to the low Reynolds
numbers assessable in simulations (Bobke et al., 2017) and the mixed upstream (pressure-gradient) histories
despite matched local pressure-gradient conditions (Monty et al., 2011). For this purpose, new wind-tunnel
experiments have been performed, and streamwise velocity statistics have been collected by means of hot-
wire anemometry supplemented by oil-film interferometry, which are described next.

2 Experimental set-up
The experiments were performed in the Minimum Turbulence Level (MTL) closed-loop wind tunnel located
at KTH Royal Institute of Technology in Stockholm. The test section is 7 m long with a cross-sectional area
of 0.8 × 1.2 m2 (height × width). The boundary layer developed on a suspended flat plate of 6 m length
that has a leading edge following the shape of a modified super ellipse. The plate was also equipped with a
1.5 m long trailing-edge flap in order to modify the position of the stagnation point, see Figure 1a). In the
present experimental campaign, the flap position was set to 10◦. For a more detailed description of the wind
tunnel, the flat plate and the specific tripping used, the reader is referred to Sanmiguel Vila et al. (2017b).

Besides the ZPG conditions, three APG distributions were obtained in the experimental campaign by
means of wall inserts made of foam and attached to the roof of the MTL. The design of the different pressure-
gradient configurations was performed by an iterative process, starting from a non-constant mild pressure
gradient (β≈ 0.7) and modifying this configuration to different non-constant configurations with values up
to β ≈ 2.5, and eventually reaching a constant β ≈ 1.1 configuration as shown in Figure 1b). The first trial
shape of the ceiling was designed by performing Reynolds-Averaged Navier–Stokes (RANS) computations
by considering the two-equation Shear-Stress Transport (SST) model (Menter, 1994) implemented in the
CFD code Fluent (v.6.3), as described in Vinuesa et al. (2014). A schematic of the different geometries
used is represented in Figure 1a), where the converging-diverging shape of the different geometries can be
appreciated. In all the configurations the flow was initially accelerated by reducing the tunnel test section
height from 0.80 m to approximately 0.60 m. The flat plate was placed at a vertical distance of 0.42 m
from the roof at the throat. The leading edge of the flat plate was located right at the beginning of the roof
throat. Downstream of the leading edge of the flat plate, the ceiling geometry was designed such that a ZPG
was maintained for approximately 1.0 m. From that location on, the different adverse-pressure-gradient
conditions were imposed by changing the roof geometry in the divergent part. Modifications in the slope
and shape of the divergent part of the geometry allowed to obtain a higher β by producing a larger expansion.

Streamwise velocity measurements were performed by means of home-made single hot-wire probes

a) b)
Figure 1: a) Geometry of the roof and b) its Clauser pressure-gradient parameter β plotted as function
of friction Reynolds number Reτ: red (roof configuration 1), blue (roof configuration 2) and green (roof
configuration 3). Gray line represents the aluminium flat plate used in the present experimental campaign.
A ZPG configuration (i.e. β ≈ 0) from Sanmiguel Vila et al. (2017b) (black line) has been included as a
reference. Symbols correspond to: (♦) Ure f = 6 m/s, (◦) Ure f = 12 m/s and (�) Ure f = 30 m/s. Symbols are
filled in the region bounded by 25% deviation from β = 1.1 is considered to be approximately constant.
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which resemble a standard Dantec boundary-layer probe, i.e., a 55P15. The hot-wire probes were etched
using a stubless Platinum wire with lengths between 0.5–0.6 mm and nominal diameter of 2.5 and 1.25
µm. The wires were soldered to conical prongs with diameter of around 30 µm. Voltage signals from the
hot-wire were recorded using a Dantec StreamLine 90N10 frame in conjunction with a 90C10 constant-
temperature anemometer module operated at a resistance overheat of 80%. An offset and gain were applied
to the top of the bridge voltage in order to match the voltage range of the 16-bit A/D converter used. All
the measurements were recorded using a sampling duration with at least 20000 turn-over times (in term of
TU∞/δ99, where T is the total sampling duration) and an acquisition frequency of around one viscous time
unit. Calibration of the hot-wire was performed in situ using as reference a Pitot-static tube located parallel
to the incoming free stream that was connected to a micromanometer of type FC0510 (Furness Control
Limited), which was also employed to record the ambient temperature and pressure during the calibration
and experiments. Data acquired in the calibration was fitted to a fourth-order polynomial curve.

Oil-film interferometry (OFI) was used to measure the wall-shear stress at some locations and validate
the process to determine the friction velocity based on near-wall velocity measurements as described in
Chauhan et al. (2009). For further details on the performed OFI measurements at pressure gradient condi-
tions, as well as on the post-processing of the data, the reader is referred to Vinuesa and Örlü (2016).

3 Results
In this section, we analyse the evolution of the different APG TBLs along the flat plate. In particular, the
data sets are first presented in terms of their shape factor upon which the mean streamwise velocity profiles
for the ZPG (β = 0) and APG with constant β-distribution, i.e. β ≈ 1.1, are compared at two different
Reynolds numbers in order to reveal Reynolds-number and pressure-gradient effects, without ambiguity due
to different upstream histories. The comparison is then extended to the streamwise small- and large-scale
decomposed variance profiles in light of their spectral energy distribution.

Figure 2a) shows the development of the shape factor H12 against the momentum-loss-based Reynolds
number Reθ. Although all three APG configurations are presented here, it is apparent that only the config-
uration that remains approximately constant in terms of β exhibits a trend that resembles that of the ZPG
TBL, as previously observed in Vinuesa et al. (2017a), from which also the correlation for an APG with
β = 1 (blue solid line) has been depicted in the same plot together with the correlation for a ZPG (black
solid line) by Nagib et al. (2007). Since the APG TBLs develop from a ZPG, recall Figure 1, the transition
from the canonical ZPG TBL state to that of a near-equilibrium APG can clearly be followed. Note that the
slightly higher value of H12 for the intermediate freestream velocity is in accordance with the higher β values
encountered in Figure 1b), while the lower and higher freestream velocity cases of the roof configuration 1
are in good agreement with the prediction by Vinuesa et al. (2017a) for β= 1. The streamwise mean velocity
profile for the β = 0 and 1.1 for two selected friction Reynolds numbers of Reτ =1900 and 4400 are shown

a) b)

Figure 2: a) Reynolds-number evolution of the shape factor H12 as function of Reθ, where the black and blue
solid line are the ZPG and β = 1 correlations given by Chauhan et al. (2009) and Vinuesa et al. (2017a),
respectively, together with their ±3% tolerances represented through dashed lines. b) Inner-scaled mean
streamwise velocity, where - represents the reference ZPG (β ≈ 0) and - the β ≈ 1.1 case for Reτ ≈ 1900
(dashed lines) and 4400 (solid lines).
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a) b)

Figure 3: a) Inner-scaled streamwise variance profile for the ZPG (black lines) and APG (red lines) case for
Reτ ≈ 1900 (dashed lines) and 4400 (solid lines). b) The decomposed small- (dotted line) and large-scale
(dashed line) contributions for the Reτ =4400 case (solid line) shown in subplot a).

in Figure 1b) and indicate that the skin-friction coefficient (proportional to the inverse of the inner-scaled
freestream velocity) of the APG cases remains parallel to its ZPG counterpart at a lower level.

Considering the corresponding streamwise variance profiles in Figure 3a) for the same cases shown in
Figure 1b), the expected enhancement of the turbulence activity with both Reynolds number and pressure-
gradient strength can be observed. It should be noted that the damped increase for the ZPG case around the
near-wall peak, is an artifact of spatial resolution effects (Örlü and Alfredsson, 2013), in particular, at the
higher Reynolds number. The outer region, instead, as well as the APG profiles, are, however, less effected
by spatial resolution effects. While the emergence of an outer peak in the streamwise variance profile for
ZPG TBLs at high Reynolds numbers is still debated (Alfredsson et al., 2011), its presence for APG TBLs
even at relatively low Reynolds numbers is established (Bobke et al., 2017). The underlying mechanism for
the existence of this outer peak is, however, different, since its location in ZPG TBLs is clearly within the
logarithmic layer and close to the location of the Reynolds-shear stress maximum (Alfredsson et al., 2011),
while it is an outer-layer phenomena (i.e. its location is encountered in the outer region) in case of APG
TBLs. It should also be emphasised that the in increase of the inner-scaled variance can also not simply be
related to the lower value of the skin friction, but can be ascribed to enhanced large-scale motions in the
outer region (Harun et al., 2013).

One finding of previous studies was that the small-scale contribution remained essentially universal to
pressure-gradient effects (see e.g. Harun et al., 2013) when scaled in inner units, besides its previously
established Reynolds-number independence (Marusic et al., 2010a). While the latter could be confirmed
also in our ZPG data (not shown here), there appears to be an enhancement of small-scale energy with
increasing pressure-gradient strength as seen in Figure 3b). Note that Taylor’s hypothesis is not utilized
here to form the streamwise wavelength as commonly done in one-point experimental data Mathis et al.
(2009)) and that the spectral maps and the spectral cut-off is defined in terms of time rather than streamwise
wavelength. Based on previous results (Eitel-Amor et al., 2014), the cut-off has been applied at 400 viscous
time units, which appears to be a reasonable compromise to effectively separate between the inner and outer
peaks in the temporal spectra as apparent from the spectral maps in Figure 4.

While the small-scale energy in ZPGs scales throughout the entire boundary-layer thickness (Marusic
et al., 2010a), it is clear that this does not extend to APG TBLs, where the small-scale energy contribu-
tion is also enhanced in the outer region, where spatial resolution effects are not to be expected (Örlü and
Alfredsson, 2013). As recently shown in Dogan et al. (2018), the temporal filter is rather inefficient at
low-to-moderate Reynolds numbers, hence some caution is advised here; however this is often the only
possibility in single-point hot-wire measurements. Assuming that the scale-decomposed variances are rep-
resentative, correction schemes for spatial resolution effects that consider the viscous length scale as the
main parameter (such as the one by Smits et al., 2011) should thus be considered with caution for APG
TBLs. This also implies that comparisons at (relatively large and) matched viscous-scaled hot-wire lengths
(as is the case of Harun et al., 2013) will not ensure that there is no bias due to spatial resolution effects.
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a) b)

c) d)

Figure 4: Contour map of the premultiplied energy spectra of the streamwise velocity with contour levels as
fixed values of f+Φ+

uu. ZPG (β = 0) for a) Reτ ≈ 1900 and b) 4400. APG (β≈ 1.15) for c) Reτ ≈ 1900 and
d) 4400.

4 Conclusion
Single-point hot-wire anemometry measurements were performed in an adverse-pressure-gradient turbulent
boundary layer with a streamwise-independent Clauser pressure-gradient parameter β in order to minimise
the effect of upstream (pressure-gradient) effects. This allowed a fair comparison between a ZPG and
APG in terms of small- and large-scale energy contributions to the streamwise variance profile. It was
found that, contrary to previous studies, the small-scale energy contribution is not universal, but dependent
on the pressure-gradient strength, which has direct implications on correction schemes for measurement
techniques as well as predictions that are based on small-scale universality (Marusic et al., 2010b) when
extended towards pressure-gradient turbulent boundary layers. Further studies will be required to ensure
that the findings are not biased by the deficiencies of the temporal cut-off filter for the scale separation.
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Dogan E, Örlü R, Gatti D, Vinuesa R, and Schlatter P (2018) Quantification of amplitude modulation in
wall-bounded turbulence. Fluid Dynamics Research, DOI: 101088/1873-7005/aaca81
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2017, Centrale Lille, ENSAM, ONERA, Villeneuve d’Ascq, France
2 Monash University, LTRAC, Department of Mechanical and Aerospace Engineering, Clayton Campus,

Melbourne, Australia
∗ chris.willert@dlr.de

Abstract
This contribution describes detailed PIV measurements obtained in turbulent boundary layers in order to
capture rarely occurring flow reversals within the viscous sublayer, which previously have been observed
in both experiments and direct numerical simulations. Due to their confinement to the viscous sublayer
along with their rare occurrence on the order of 10−4, any statistical investigation requires very large data
sets exceeding 105 samples. In the present investigation, this was achieved by capturing long PIV records
using image high magnification near unity. To investigate the influence of Reynolds number and pressure
gradient, the measurements were performed in turbulent boundary layers in both zero pressure gradient
(ZPG) and adverse pressure gradient (APG) conditions. The measurements were conducted in the TBL wind
tunnel of Lille which features a test section length of 20 m and cross-section of 2 × 1 m2. A ramp model
placed inside the tunnel introduced APG conditions. Both visual inspection of the raw data and a dedicated
processing scheme to retrieve the unsteady wall shear stress were used to quantify the flow reversal events.
The occurrence of the self-similar flow reversals was found to weakly depend on the Reynolds numbers in
ZPG and roughly doubled in frequency in the APG condition.

1 Introduction
Wall bounded flows submitted to an adverse pressure gradient (APG) are common in many engineering
applications, especially in transportation vehicles, such as on the suction side of airfoils. When the strength
of the APG is high enough, it can lead to a flow separation, which decreases the performance (increased drag,
decreased lift). In the frame of improving the performance of vehicle/aircraft, flow control strategies are
tested but most of them try to completely reorganize the flow. At this time, this requires a significant amount
of energy which often is not optimal or sometimes even unrealistic. It is therefore important to improve
the understanding of the organization of APG flows and to understand the physics of the flow separation
which is the basis for new concepts of flow control. The objective of the present investigation is to bring
further insights about APG flow organization. In this context, the rare reverse flow events which appear
very close to the wall of turbulent boundary layers (TBL) are investigated in detail in order to understand
their possible connection with large scale structures which develop in the external region. These events were
firstly evidenced by direct numerical simulations (DNS) of channel flow and zero pressure gradient (ZPG)
TBL and was characterized in detail by Lenaers et al. (2012), through a channel flow simulation at low
Reynolds numbers and more recently by Jalalabadi and Sung (2018) for DNS of a pipe flow.

Experimentally, reverse flow events are very difficult to measure as requires high spatial resolution
measurements in close proximity to the wall. These structures are 20-40 viscous units in length and remain
within the viscous sublayer Lenaers et al. (2012); Vinuesa et al. (2017). At the same time, very large
sample counts are required as their probability is small, typically of the order of 0.1% or less. The existence
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Figure 1: Single reverse flow event, indicated by the red patch above the wall at y=0 captured in the APGTBL
at U∞ = 9 m/s. PIV processing with sampling windows of 24× 8 pixel (6.1+× 2.0+) with vertical vector
spacing of δx = 0.5+. The length of the structure is x = 35+, its height y = 4.5+.
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Figure 2: Wind tunnel test section and measurement locations. Measurements at ZPG2 were performed
without the presence of the ramp model

and topology of reverse flow events and their connection with surrounding flow can nowadays be obtained
through particle image velocimetry (PIV) and is chosen for the present investigation.

In the frame of the recent EuHIT project Large Scale Structures under Adverse Pressure Gradient (Cuvier
et al. (2017)) high magnification PIV already provided some experimental evidence of these reverse flow
events, however with limited spatial resolution and with small sample counts (Willert et al. (2018). The
aim of the present study was to specifically capture the reverse flow events using several different PIV
implementations to further understand the underlying mechanisms of their appearance, in particular, under
in the influence of different pressure gradients.

A typical example of this flow feature is provided in Fig. 1. In agreement with previous literature on
the subject, in particular DNS data, the size of the enclosing zero-velocity streamline of the flow structures
is roughly 20-40 wall units in streamwise direction and limited to the viscous sublayer (y < 5+). While
difficult to measure, DNS data suggests a spanwise dimension similar to the streamwise extent.

In Fig. 1 and in the remainder of the text, the streamwise direction is denoted with X , the wall-normal
by Y and the spanwise direction by Z. Finally, a superscript + denotes scaling in viscous units l∗ = ν/utau
where ν is the kinematic viscosity of air and uτ is the friction velocity defined as uτ = (ν∂u/∂y)0.5. Here the
velocity gradient ∂u/∂y is the wall shear rate at the wall at y = 0 estimated through a specific particle image
analysis described within this contribution.
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Figure 3: Particle streak images compiled from high-speed particle image recordings by extracting a fixed
row of pixels from each image. The top image is at a wall distance of 180 µm (4.6y+), the lower image at
55 µm (1.3y+). The vertical axis coincides with the streamwise axis X whereas the horizontal axis corre-
sponds to time - here 0.056 s (1400 samples). The signature of a single reverse flow event can be seen near
the middle of the images.

2 Experimental facility and methods
The measurements are performed in a closed-loop wind tunnel of the LMLF at Centrale de Lille. The
testsection has total length of x = 20 m with a spanwise width of z = 2 m and height y = 1 m. Designed
for long-duration hotwire measurements, the temperature of the flow is maintained to within ±0.1◦C using
a heater/chiller system. Measurements are first performed at two streamwise positions (x = 6.8m and x =
19.2m) to study the reverse flow with minimal pressure gradient (∂p/∂x+ ≈−1.4×10−4 . . .−2.0×10−4) at
two different free stream velocities. For measurements under the influence of the adverse pressure gradient
a ramp is installed in the test section as outlined in Fig. 2. Further details on the facility and the ramp can be
found in Cuvier et al. (2017).

The current investigation relies on data acquired in a streamwise wall normal plane (XY) using two-
component, two-dimensional (2C-2D) particle image velocimetry (PIV). For image recording, a high- speed
camera (Miro310, Vision Research) and a sCMOS double-frame PIV camera (Edge5.5, PCO AG) was used.

In spite of the large working distance of more than 1 m, an image magnification m > 1.0 was achieved
using f=300 mm telephoto lenses (Nikon Nikkor 300/4.0) together with tele-converters (Nikon TC2.1) that
double the effective focal lengths to 600 mm with the caveat of proportionlly reducing the numerical aper-
ture. In addition, the aperture of the lenses had to be stepped down by at least one more f-stop to f#,eff11
to reduce the diffraction size of the imaged particle (smaller particle images). In order to prevent image
diffraction near the glass wall due to a partially occluded lens aperture, the optical axis was inclined by
about 1◦ with respect to the wall.

Using a high-speed laser (NanioAir, Innolas Photonics) the particles were illuminated with a light sheet
of about δx = 2 mm width and thickness of about δz = 0.2 mm (as measured with burn paper). The pulse
energy at 20 kHz is 0.5 µJ/pulse with a corresponding fluence of about 1.25 J/mm2 and a pulse width on the
order of 20 ns.

The windtunnel was continuously seeded with a water glycol mixture using an evaporation-condensation
fogger producing droplets in the range 1−2µm. The seeding density was estimated at 3000 particles/mm3.

2.1 Estimation of the mean and unsteady wall shear stress
The wall shear rate S = ∂u/∂y and with it the wall shear stress τw = ρν∂u/∂y is determined from the near-
wall, streamwise velocity u obtained through the measurement of particle motion in the image data. The
particles are typically in the 12µm range which is more than one order of magnitude smaller than the viscous
scales in the flow (l = ν/uτ = 40120mum). Given a particle response time of tp ≈ 10µs or tp ≈ 0.03t+ the
Stokes number St = tpUd1 based on friction velocity utau and viscous sublayer thickness d = 5y+ reduces
to 0.005, which indicates that the particles follow the flow faithfully.

If sufficient velocity estimates are available from within the viscous sublayer, preferably in the range
0 < y < 3+, the velocity gradient can be estimated through finite differences (Willert (2015)). Here it is

398



ICEFM 2018 Munich

worth noting that the magnification factor relating physical space to image space is not required since it
cancels out in the estimation of the gradient. This makes the measurement approach particularly attractive
as it only requires the knowledge of the time separation between the image recordings, ∆t.

The near wall velocity can be determined from single lines of wall-parallel pixel rows using one- di-
mensional cross-correlation. This can be achieved very efficiently by compiling all pixel rows in a common
image such as presented in Fig. 3. If the sequence is temporally well resolved, the movement of particles
shows up as streaks. The slope of these streaks is a direct indication of their actual velocity as projected
onto the pixel row. Movement normal to the pixel row or outside of the light sheet plane results fading or
appearing of streaks. Changes in slope indicate acceleration or deceleration.

For the correlation analysis adjacent rows (or separated by 1 or more) are cross-correlated uses 1-D
FFTs performed in parallel. A three-point Gaussian peak fit locates the maximum correlation with sub-pixel
accuracy in analogy to conventional 2-C PIV processing. For a continuous image sequence of N images this
results in (N-1) velocity estimates for each pixel row above the wall. Along with the data from the other
rows the mean velocity profile can be determined and is used to estimate the mean velocity gradient for the
image sequence using a linear least squares fit (see e.g. Figure 4, left). It should be noted that the length of
the correlation samples, typically the image width, defines the domain over which the velocity is averaged,
so there will be a smoothing influence on the recovered data.

In a second step the unsteady wall shear rate is determined by performing a linear least squares fit using
the group of velocity estimates for each time instant. This data can then be used to provide statistical esti-
mates of the wall shear stress, such as its RMS, skew and flatness (kurtosis). Normalized probability density
functions (PDFs) of the unsteady wall shear stress, such as shown in Fig. 4, allow for a visual comparison of
the retrieved data for the various flow conditions. Here the logarithmic scaling of the probability axis reveals
features such as rarely occurring reverse flow events (τw < 0) or very fast streaking events at the upper end
of the PDF.

3 Results and discussion
The statistics of the near-wall velocity and related quantities are summarized in Table 1. For the ZPG the
higher moments (skew and flatness) and the ratio of the RMS and mean shear rate show no noticeable
dependence on Reynolds number. Under the influence of the APG these quantities show a slight increase.
The probability density distributions for three relevant flow conditions are shown in Fig. 5 and indicate two
aspects: (1) with increasing the Reynolds number influence the PDF broadens (red vs. blue line), and (2)
the adverse pressure gradient broadens the PDF even further. Here the probability of zero and negative wall
shear stress increases significantly from about 1×10−4 in ZPG to about 1×10−3 in the APG. An influence
of Reynolds number for ZPG conditions cannot be observed as clearly as for the lower Reynolds numbers
of the DNS results provided in the literature (e.g. Diaz-Daniel et al. (2017) and Örlü and Schlatter (2011)).

For the estimation of the actual number of reverse flow events, manual scanning of the streak images of
the type shown in Fig. 3 was performed. The recovered reverse flow data is summarized in Table 2. The
frequency of event occurrence increases both with Reynolds number and under the influence of the adverse
pressure gradient. Determining the probability of the reverse flow events from the event counts is must take
into account the fact that the data is temporally correlated and requires an estimate of the actual number of
independent samples. For the present analysis, the mean temporal spacing t rev of the reverse flow events
is normalized with the width of the field of view (∆x ≈ 2 mm) and the edge velocity U∞. Based on this
estimate the reverse flow probability approximately doubles under the influence of the APG. An influence
of the outer flow velocity on this probability presently cannot be conclusively determined.

4 Conclusion
Over the course of one month a PIV measurement campaign acquired an extensive data base of the near-
wall flow of a turbulent boundary layer at both near-zero pressure gradient and adverse (positive) pressure
gradient. The number of samples in excess of 105 for all conditions studied is believed to be sufficient
to allow a more quantitative assessment regarding the statistics of rarely occurring phenomena such as flow
reversal. Beyond the high-magnification data presented here, the data base includes measurements at similar
magnifications using large format sensors (5.5 MPixel and 29 MPixel) to assess the interaction of reverse
flow events in larger areas of interest. Stereoscopic PIV measurements of the spanwise, wall-normal plane
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Table 1: Near-wall velocity statistics

ZPG, x = 6.8 m ZPG, x = 19.2 m APG4, x∗ = 2.36 m
free stream velocity, U∞ 5 m/s 9 m/s 6 m/s 9 m/s 5 m/s 9 m/s
shear velocity, uτ 0.204 m/s 0.343 m/s 0.232 m/s 0.340 m/s 0.181 m/s 0.322 m/s
viscous length, l∗ = ν/uτ 74µm 44µm 65µm 44µm 82µm 46µm
Reτ 1 840 2 360 3 840 5 590 (n.a.) (n.a.)
Reθ 5 620 8 120 12 720 18 360 (n.a.) (n.a.)
shear rate, S = du/dy|0 2 770 s−1 7 860 s−1 3 580 s−1 7 690 s−1 2 220 s−1 6 960 s−1

ratio, σs/S 0.43 0.42 0.42 0.43 0.46 0.47
skew(S) 1.09 1.05 1.04 1.13 1.24 1.20
flatness(S) 5.15 4.66 4.59 4.99 5.52 5.00
samples, N 220 000 400 000 950 000 3 920 000 2 410 000 3 000 000
width of sample domain, ∆x 44+ 75+ 41+ 53+ 32+ 57+
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Figure 4: Left: estimation of the mean velocity gradient from the velocity profile using linear least squares
fit. The (blue) circled symbols are used for the fit; the orange dashed line shows the deviation to the lin-
ear fit. Right: PDFs of the wall shear rate for a single image sequence in linear and linear-logarithmic
representation. Values to the left of the vertical line at zero indicate negative shear stress events.
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Table 2: Statistics of reverse flow events
ZPG, x = 19.2 m APG4, x∗ = 2.36 m

free stream velocity, U∞ 6 m/s 9 m/s 5 m/s 9 m/s
reverse flow events 41 197 175 (380)1

number of images, N 952 000 3 920 000 2 410 000 3 000 000
number of sequences 13 42 33 36
total sequence duration 47.6 s 157 s 121 s 150 s
temporal event spacing 1.16 s 0.80 s 0.70 s 0.39 s
- - -, in viscous units 4160 t+ 6130 t+ 1510 t+ 2730 t+

estimated probability 2.8×10−4 2.7×10−4 5.7×10−4 5.5×10−4

1) Estimated from analysis of 5 sequences

at high-magnification and high frame rates obtained in the APG region will allow the investigation of the
spanwise flow field surrounding the reverse flow events.

The material presented herein is still subject to ongoing investigation as much of the data has yet to
be processed in detail. This will include an assessment of the effects of spatial filtering on the estimation
of the unsteady wall shear rate. For instance, the present PDFs given in Fig. 5 do not show APG data at
U∞ = 9 m/s due to the presence of spatial filtering artifacts and loss of signal at higher velocities. Also wall
vibrations present on the APG ramp amounting to 1-2 wall units so far have not been accounted for and
may also contaminate estimates of the wall shear rate. Further topics to be addressed in the future is the
comparison of wall shear stress statistics and related power spectra with recently published DNS data, such
as by Diaz-Daniel et al. (2017). Finally, the self-similar shape and surrounding flow topology of the reverse
flow events will be assessed based on conditionally averaged flow fields such as performed by Jalalabadi
and Sung (2018) on DNS data of a pipe flow.
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Abstract
Time-resolved planer and tomographic flow fields extending from the near-wall region to log-layer of a
turbulent boundary layer subjected to an adverse pressure gradient (APG) are examined at Reτ = 5000. In
order to characterize the near- and far-field interaction, a thin planer field of view, extending from the viscous
to the log-layer was measured with a time-resolved 2D particle tracking method. The three-dimensional flow
dynamics close to the wall were resolved by measuring a volume in the viscous sublayer region with a novel
high resolution tomographic particle tracking technique. It is shown that this technique is able to fully
resolve mean and time dependent features of the complex three-dimensional flow with accurately down to
very near-wall distances (<1 viscous unit). The time record of the turbulent flow is used to create space-
time correlations that demonstrate the footprint of the far field on the near-wall region. Furthermore, from
time-resolved Lagrangian particle trajectories, statistical information as well as instantaneous topological
features of near-wall flow events are deduced. In particular, rare localized separation events are shown to
appear in relatively organized groupings in both spanwise and streamwise directions. Moreover, reverse
flow events appearing in long time sequences appear associated with the motion of low-momentum streaks
in the near-wall region if the surrounding fluid is also sufficiently decelerated by low-momentum flow in the
log-layer. However, these types events appear relatively infrequently and remain for the most part below 10
viscous units.

1 Introduction
The behavior of turbulent boundary layers with pressure gradients is directly related to the aerodynamic
performance of many technical devices. For this reason the physical understanding of these types of flows
is of great scientific and technological interest and importance. While the turbulent flows along a flat plate
with zero pressure gradients were investigated in great detail in the last decades, as seen in the extensive
review by Wallace (2012), however, the effect of a pressure gradient is by far less understood. Moreover,
the details of the transition from the fully attached to the partly and fully separated flow states is widely
unknown (Michael and Rainer, 2002; Skåre and Krogstad, 1994).

Experimental measurements of APG turbulent boundary layers in Monty et al. (2011); Knopp et al.
(2015); Harun et al. (2013) study the influence of the pressure gradient on large scale structures and momen-
tum transport as well as parametric parameter variation for the development of scaling models. However,
strong agreement between various experimental and numerical databases about scaling framework is absent.
Recently, Maciel et al. (2018) established a framework for the outer scaling of APG turbulent boundary lay-
ers based on various experimental and numerical databases, but due to the lack of high quality near wall data
at large Reynolds numbers, they mention that the derived framework for scaling and governing parameters
is not complete.

Of particular interest for the present investigation are relatively rare instances of small localized reverse
flow events because they might be the nucleus for the generation of macroscopic flow separation in adverse
pressure gradient boundary layers. In recent years, the numerical prediction of reverse flow events in chan-
nel (Lenaers et al., 2012) and turbulent boundary layer flows (Spalart and Coleman, 1997) has achieved
strong attention. As the spatial extent of these events is very small according to Cardesa et al. (2014), and
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their occurrence extremely seldom (Lenaers et al., 2012), their detection in experiments was quite chal-
lenging. However, in recent years their existence could be confirmed experimentally by using long-range
micro PTV (Buchmann et al., 2016), long-range micro PIV (Willert, 2015; Willert et al., 2018) and micro
pillars (Brücker, 2015) techniques. In addition, a very recent computational investigation of flow over an
airfoil with increasing pressure gradient (Clauser pressure parameter β = (δ∗/τo)∂p/∂x = 0.6 to 35) was
performed by Vinuesa et al. (2017). They concluded that back flow events are much more probable for in-
creasing APG conditions, reaching probabilities of up to 30% for extremely strong APGs. In addition, wall
shear stress fluctuations were analyzed in a DNS investigation of a zero pressure gradient turbulent bound-
ary layer at Reτ up to 680 by Diaz-Daniel et al. (2017). This computation also showed that for increasing
Reynolds number an increase in negative wall shear events. It was also established that a strong correlation
between reverse flow events and strong spanwise flow exists and they further provided evidence that these
events may be related to quasi-streamewise oriented vortices in the near-wall region.

The aforementioned numerical and experimental studies were performed mostly at relatively low Reynolds
numbers (Reτ < 2500) and mostly zero pressure gradients. The probability of such events occurring was
measured to be around 0.01% (Willert, 2015), 0.012-0.018% (Willert et al., 2018),and 0.06% (Lenaers
et al., 2012) in DNS channel flow, which makes statistical analysis of reverse flow events difficult. Further-
more, the experimental investigations only yield information about the footprint of the reverse flow events on
the wall shear stress (Brücker, 2015) and the characteristics of the structures in an arbitrary slice selected by
the light-sheet used for the planar PIV and PTV investigation by Buchmann et al. (2016) and Willert (2015).
However, recent technological progress in image acquisition and quantitative flow visualization allows for
the possibility of fully three-dimensional time-resolved velocity measurements (Novara et al., 2016; Kähler
et al., 2016; Fuchs et al., 2016; Schanz et al., 2016). Moreover, the quality of the PTV measurements tech-
niques has reached a high level, as shown in this investigation, such that flow effects in the viscous sublayer
of a turbulent boundary layer can be examined experimentally, even at larger Reynolds numbers.

The motivation for measuring in the near-wall region is to resolve the three-dimensional near-wall cy-
cle which is connected to coherent large scale motion in logarithmic region of the turbulent boundary
layer (Lenaers et al., 2012). This connection allows for the manipulation of these reverse flow events by
means of macroscopic flow control methods. This may be beneficial for delaying flow separation (by re-
ducing the number of reverse flow events) or by decreasing the viscous drag of fully attached flows (by
increasing the appearance of reverse flow events). It is possible that the reverse flow events are associated
with the interaction of near-wall low-speed streaks Kline et al. (1967); Smith and Metzler (1983) and low-
momentum superstructures Buchmann et al. (2016) but, this has not been demonstrated experimentally or
numerically so far.

In the investigation presented herein, the topology and statistics of near-wall reverse events will be
discussed and their connection with both the flow in the wall-normal and spanwise directions. Since the
volumetric measurement is limited to the near-wall region an additional planer measurement that extends
from the near-wall region to the log-region was preformed. As these reverse flow events appear very seldom
in low Reynolds number turbulent boundary layers along flat plates with zero pressure gradient we examine
these structures and under the effect of an adverse pressure gradient to make a statistical analysis of the rare
reverse flow events possible. Furthermore, it will also be possible to examine their scale and dynamics and
if the events appear randomly in space and time or in packets with a characteristic frequency. To resolve
the spatial and temporal details of the near-wall flow with high accuracy and spatial resolution, a novel
tomographic tracking technique was developed to record time-resolved flow fields in the viscous sublayer.
Furthermore, information about the flow in the spanwise direction is now available from the results presented
herein, which is absent from previous two-dimensional PIV studies.

2 Experimental Systems and Methods
Turbulent boundary layer experiments were performed at the Universität der Bundeswehr München in the
Atmospheric Wind tunnel Munich (AWM). The Eiffel type wind tunnel has a 22 m long test section with
a cross section of approximetly 2 × 2 m2 and flow velocities up to 40 m/s can be achieved. A 7 m long
polished aluminum boundary layer model consisting of two S-shaped deflections on either end of a 4 m flat
plate zero pressure gradient (ZPG) section, was installed along the side wall of the wind tunnel. The adverse
pressure gradient (APG) region (downstream of the ZPG part starting at X = 5.75 and ending at X = 7 m,
with a initial boundary layer thickness of 180 mm for Reτ = 5000) was fitted with a glass viewing window of
size 0.26 × 0.59 m2, see figure 1. The X-direction indicates the streamwise distance along the wind tunnel,
starting at the beginning of the model. Global boundary layer parameters, including β and ∂p/∂x+, were
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measured in Reuther et al. (2015) for the same boundary layer model and Reynolds number and are reported
in table 1.

Table 1: Boundary layer parameters
Parameter 3D-TR-PTV 2D-TR-PTV
measurement location X [m] 6.25 6.30
free stream velocity U∞ [m s−1] 10 9.8
BL thickness δ99 [m] 0.197 0.201
displacement thick. δ∗ [m] 0.0383 0.0435
momentum thick. θ [m] 0.0230 0.0257
pressure gradient ∂p/∂x [Pa m−1] 33.6 35.1

∂p/∂x+ 0.035 0.040
friction velocity uτ [m s−1] 0.191 0.186
wall unit ν/uτ [µm] 81 83
friction Re Reτ 5000 5000
wall shear rate ∂u/∂z|z=0 [s−1] 4300 4340
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Figure 1: Plan view of boundary layer model in AWM and 3D- and 2D-TR-PTV setup.

In order to perform quantitative flow visualization, a local seeding system was installed upstream of the
boundary layer wall, providing uniform seeding with a high tracer particle concentration near the wall. This
local seeding system is located approximately 2 m before the aluminum model to avoid contamination of the
wind tunnel screens by large amounts of seeding produced by a global seeder, as a contamination can lead
to unwanted disturbances of the flow (Bradshaw, 1964, 1965). The local seeding system was constructed by
covering a 50× 1000 mm2 slit in the wind tunnel wall with a large wooden box. On the inside of the tunnel,
the slit was covered with an aluminum plate, with a regular arrangement of 2 mm circular holes, mounted
flush to the side wall. The wooden box was connected to a conventional impactor seeding generator that
creates DEHS particles with an approximately 1 µm mean diameter, (Kähler et al., 2002). The box was
filled with tracer particles, which are sucked through the aluminum grid into the boundary layer due to the
reduced pressure in wind tunnel. This system is ideal for boundary layer experiments, as the seeding is fed
directly into flow region of interest. Furthermore, the location and concentration of the tracer particles can
be easily varied by adjusting the position and number of openings in the aluminum plate and the settings
of the seeding generator. The disturbance to the flow is minimal as the particles are sucked out of the
reservoir by means of the slightly lower pressure in the wind tunnel test section. Moreover, a homogeneous
concentration of particles could be reached at the measurement location because of the natural turbulent
mixing of the particles inside the boundary layer along the model.

The tracer particles in the APG region were illuminated in a wall-normal plane and thin wall-parallel
volume for the 2D and 3D configurations respectively (see figure 1) by a continuous wave laser (Kvant
Laser) with maximum output power of 8 W and 532 µm wavelength. For the volumetric measurement, the
laser beam was formed into a uniform sheet of 40 mm width and thickness of about 1 mm and aligned
directly adjacent to the wall. This beam profile was determined by using DataRay Inc. WinCamD-LCM1C
beam profiling camera.

Time-resolved particle image sequences for the planer wall-normal PTV measurements were captured
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with 1 high-speed CMOS camera with 36GB of RAM (Dimax-S4, PCO GmbH, LaVision) mounted on top
of the wind tunnel to view the laser sheet perpendicularly, see figure 1. Using 100 mm/f2.8 Zeiss objective
with a 2x tele-conversion lens, the resulting resolution in the center of the FOV was∼26 µm/pix. By dividing
the pixel pitch of the HS camera (11 µm/pix) the resulting magnification in the center of the FOV was M =
0.42, corresponding to a field of view of 7.5 × 30.3 mm2.

The 3D time-resolved PTV measurement were captured with 4 high-speed CMOS cameras (Dimax-S4,
PCO GmbH,LaVision) mounted in a 30◦ cross configuration behind the glass viewing window in the APG,
see figure 1. The coordinate system (x,y,z) defined in View A corresponds to the streamwise, spanwise,
and wall-normal directions respectively. Using 50 mm/f2.8 Zeiss objectives and Scheimpflug mounts, the
resulting resolution in the center of the FOV was ∼25 µm/pix. However, the resolution of the measurement
is actually better as the particle images can be located with sub-pixel resolution (Kähler et al., 2012a,b).
By dividing the pixel pitch of the HS camera (11 µm/pix) the resulting magnification in the center of the
FOV was M = 0.44, corresponding to a field of view of 17 × 25 × 0.8 mm3. The boundary layer thickness,
determined from previous large field measurements at the measurement location, was δ99 ≈ 190 mm. An
overview of the imaging parameters is given in table 2.

Table 2: Imaging parameters for PTV
Parameter 3D-TR-PTV 2D-TR-PTV
recording rate f [Hz] 8200 7500
exposure time [µs] 24 20
resolution m [µm/pix] 25 26
magnification M 0.44 0.42
field of view, FOV (3D) x,y,z [mm3] 17 × 25 × 0.8

x,y,z [(ν/uτ)
3] 200 × 294 × 9.5

field of view, FOV (2D) x,z [mm2] 7.5 × 30.3
x,z [(ν/uτ)

2] 90 × 365
image sequence. 2 × 55 000 2× 55 000
particle image per pixel Nppp 0.022 0.002

The evaluation of the data was performed with a in-house tomographic reconstruction method (Fuchs
et al., 2016, 2017) and time-resolved particle tracking (based on Cierpka et al. (2013a)) algorithms. For
the 2D imaging, a volume reconstruction was not necessary, instead the 2D locations of the particle im-
ages were identified using a Gaussian peak detection algorithm and then tracked using the aforementioned
time-resolved methods. In contrast to PIV, particle tracking greatly enhances the spatial resolution as spatial
averaging over an interrogation window is avoided (Kähler et al., 2012a,b). Since near-wall flows typi-
cally feature very strong spatial gradients, especially when small vortices create reverse flow events, particle
tracking is a well suited measurement technique. However, reliable particle identification can be difficult
for high seeding concentrations especially when the mean particle distance is much smaller than the mean
displacements. Since modern high-speed cameras allow for the time-resolved sampling of the tracer parti-
cles, the temporal information can be used to enhance the reliability and accuracy of the tracking procedure
(Cierpka et al., 2013a; Kähler et al., 2016; Schanz et al., 2016).

Each found particle trajectory is then unambiguously identified by its common identification number
and the algorithm estimates the velocity for each trajectory (particle positions in three-dimensions and time)
separately. The velocity estimation is based on a second order polynomial fit of four consecutive positions.
Taking the integral of the polynomial curve allows for a correction of the velocity estimation and to com-
pensate bias errors due to curvature effects (Scharnowski and Kähler, 2012). In addition, the vector position
is reallocated and placed directly on the polynomial curve instead of in between the two positions as typi-
cally done in two-frame representations. This method is especially suited for the correct estimation of the
velocity and vector position for trajectories with strong curvature (Cierpka et al., 2013a) as typically for the
reverse flow events in the near-wall region of turbulent boundary layers (Bross and Kähler, 2016; Schröder
et al., 2016). However, if only two or three successive positions are known (i.e., end of a trajectory or short
trajectories), the velocity estimation is based on the classical first order displacement estimation and second
order vector positioning (Wereley and Meinhart, 2001).
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3 Trajectory Length and Validation
The length of particle trajectories can be quite different depending on their speed and where or when they
enter or exit the measurement volume. With the aforementioned tracking method, many of the particle
images reconstructed in the volume were assigned to trajectory IDs, i.e. all particle images in one trajectory
are assigned a unique identifier. More specifically, 7000 (on average) particle images in the reconstructed
volume were assigned to a trajectory of minimum length 1, i.e. track length = 1 means that two successive
images of the same particle are connected and the displacement between these particle images is calculated.

In order to understand the distribution of trajectory lengths, an ideal rectangular measurement volume
with a uniform light intensity distribution can be considered, according to figure 2. It can be expected that
the longest possible continuous tracks of length d, like Track A, appear if a particle enters the volume at the
beginning of the image acquisition and disappears at the end of the volume during the image sequence. If the
measurement time is sufficiently long, then the longest tracks are associated with particles that move close
to the wall with a low velocity. Therefore, it follows that the faster the particles’ motion, the shorter the track
length will be. Trajectories consisting of only a few particle images can occur when a particle enters the
measurement domain at the end of the recording sequence or if a particle is inside the measurement domain
at the beginning of the image acquisition, see trajectories labeled B in figure 2.

AB
Dz

x

u

d

C C

B

Figure 2: Ideal laser sheet and trajectories

Short trajectories are more likely to appear at the boundaries of the measurement volume when particles
associated with a longer trajectory briefly enter the light sheet and are detected, see particles labeled C. In the
present case, the probability of detecting short particle paths at the boundaries will increase because of the
thin extent of the volume in wall-normal direction and the turbulent nature of the flow under investigation.
Moreover, another cause of short trajectories occurs when two particles images overlap in the measurement
volume. This will cause a matching disparity during the volume reconstruction which will break longer
tracks into separate tracks of smaller length, as shown by track D. This effect can occur quite often because
of the relatively dense seeding concentration inside the measurement volume. Considering the previous
discussion, it is reasonable to use the track length as a detection criteria to remove valid but short particle
tracks from the flow analysis.

4 Mean Field
In order to determine the proper inner scaling, the friction velocity, uτ, has to be estimated from the slope
of the mean velocity profile at the wall. The mean velocity profile was computed by sorting the trajectories
into equally spaced bins in the z-direction and extending over the xy-planes. For the mean flow results, bins
of z-direction spacing 25µm and 12.5 µm were used for the 2D and 3D measurements respectively. This bin
spacing was selected so that sufficient data points appear within each bin.

The position of the wall is also important for the proper inner scaling and wall shear rate calculations,
∂u/∂z|z=0. In the 2D measurement the orientation of the camera and the light sheet allows for the visu-
alization of both the particle image and their reflection on the glass viewing window. The wall position
is then calculated by applying the parallax correction method outlined in (Cierpka et al., 2013b) for each
particle-mirror image pair. For the 3D measurement, the wall position is directly determined from the origi-
nal camera calibration. For this experimental configuration a dual plane calibration target is placed directly
on the window, which results in the z = 0 location of the reconstructed volume being at the wall position.
This calibration procedure is only possible when the wind tunnel is not operating. Therefore, to account for
any small shift in the wall position due to the negative pressure difference between the inside and outside of
the test section, the wall position can be confirmed in two other ways. First, the distribution of the recon-
structed particle images in the z-direction clearly shows any shift in the wall location. Furthermore, a linear
fit of the mean streamwise velocity profile will give a z-intercept corresponding to the correct wall position.
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Comparing the aforementioned methods it made it possible to determine, with relative certainty, that the
wall shifted a constant 0.05 mm during in all experiments presented herein.

Moreover, at the far-edges of the measurement volume, the number of particles imaged will be limited
due intensity profile of the laser. In these regions, the low number of particle images may have a strong
effect on the statistical quantities because outliers in this region can significantly alter the mean value and
must be rejected. To account for this, a continuous distribution (Gauss fit) of the particle images in each bin.
With this fit applied, the mean field in each bin can be calculated by either taking the peak of the Gauss fit
or taking the mean of values within 2σ. For this investigation, velocities within 2σ of the fit applied to each
bin were used to create the mean field and corresponding Reynolds Stress plots shown in figures 3(a) and
3(b) respectively.

0.2 0.5 1 2 4 10 20 40 100 300
0

5

10

15

20

25

30
10-3 10-2 10-1

(a)

0.2 0.5 1 2 4 10 20 40 100 300
-4

-2

0

2

4

6

8

10

12

14
10-3 10-2 10-1

(b)

Figure 3: (a) Mean streamwise velocity field and (b) Reynolds Stresses in viscous and outer scaling in APG
at Reτ = 5000

Very good agreement between the 2D and 3D data sets for both the mean velocity and Reynolds stresses
is seen in figures 3(a) and 3(b). Only for z+ > 8 the 3D results are slightly biased towards smaller velocities.
This can be explained by several points, first the large displacements at the edge of the volume reduce the
detection probability. Second, the slightly elongated particle images in this faster moving region increase
the reconstruction uncertainty in this region. In the forgoing sections, most of the analysis involving the 3D
data only considers the regions where z+ < 8.

For this data set it appears that correct mean values were achieved for between 0.1 < z+ < 8 and 0.2
< z+ < 310 for the 3D and 2D sets respectively. The standard deviation of the mean values velocity values
was estimated to be no larger 0.05 m/s. Due to having reliable data points in the linear region (z+ = u+) of
the turbulent boundary layer flow, calculating the viscous scaling is straight forward. A linear fit of ū vs. z̄
in the region 1 < z+ < 5, where u = ū+u′ and z̄ is the average bin position in the z-direction, allows for the
calculation of uτ =

√
νdū/dz̄|z=0 and the z-intercept indicates the wall location. Therefore, u+ = ū/uτ and

z+ = z · uτ/ν can directly be calculated. The friction velocity was found to be, uτ = 0.191 m/s and, which
corresponds to a viscous length of ν/uτ = 81 µm for the 3D data set. Correspondingly, for the 2D data set, uτ

= 0.186 m/s and ν/uτ = 83 µm. The slight differences in these values for 2D and 3D sets can be explained by
the slightly different streamwise measurement locations, see table 1. The standard deviation of the velocity
and displacement for both data sets was estimated to be (in viscous units) 0.3 and 0.1 respectively.

5 Flow field correlations
Using the time information in the recorded data, it is possible to make correlations in both space and time.
Space-time correlations have played an important role in the statistical analysis of temporal and spatial
scales in turbulence flows, see Wallace (2014) and references therein. In the following section space-time
correlations are calculated directly from 2D time resolved data set using the following generalized form,
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Rdid j(~x,~r, t) =
〈di(~x, to)d j(~x+~r, t0 + t)〉

σdi(~x,to)σd j(~x+~r,t0+t)
(1)

Where di and d j (i, j = 1,2) are fluctuations such as velocity or wall shear stress, τw. The vector,~x = (x,z)
is a point at a specific location in the streamwise and wall normal directions that is then shifted in the wall
normal direction by~r = (x,z+∆z) and by incremental time steps to + t. In other words the correlation is
calculated by selecting a position and time series (x,z, to) and correlating that series for all other wall normal
locations and shifted in time by t.

In the following correlation plots the vertical and horizontal axis are scaled in both inner and outer
normalization, i.e. z+ = zuτ/ν, z/δ, t+ = tu2

τ/ν, and tU f/δ. Furthermore, the correlation calculation is made
by averaging sub-samples of the entire record time sequence, the latter being approximately tU f/δ = 300 or
t+ = 13000 for each time record. The correlation in figures 4 and 5(a) are calculated for sub-sets of 1400
images corresponding to t+ = ±100 or tU f/δ = ±2.32. For figure 5(b) the time shift is t+ = ±25 or tU f/δ =
±0.61.

To begin this analysis, the auto-correlation of the streamwise velocity u at a starting point near the outer
peak (∼ z/δ = 0.065) is shown in figure 4. In this plot a strong positive correlation with almost no time shift
within the log-layer is visible. However, as the buffer and viscous layers are approached, the correlation
shifts in the forward time direction. In contours plotted, Ruu values between 0.2-0.3 persist down to the wall
and are shifted by around t+ = 25 or tU f/δ = 0.6. Although the correlation is relatively small, the footprint
of the far field in the near wall region is evident.
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Figure 4: Space time correlation, Ruu from starting point at the outer-peak (∼ z/δ = 0.065)

Looking closer at the behavior near the wall, the wall shear stress τw is correlated with u in figure 5(a).
In this case, a positive correlation is shown in the wall normal direction but skewed in the negative time
direction. The strong correlations of the wall shear stress and u end around the buffer layer but similarly to
figure 4 there is a weak correlation value extending into the log layer and outer peak region.
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Figure 5: Space time correlation, (a) Rτwu (b)Rτww.

Finally, with the readily available wall normal velocity w, the correlation of the wall shear stress and
w is also calculated and is shown in the figure 5(b). In this plot a strong positive or negative correlation
was not found as was shown in figures 4 and 4. However, a negative correlation of between = -0.1 and -0.3
with negative time shift extend from the wall to the log-layer. The maximum negative correlation appears
at (-0.85t+,17z+). Likewise, regions of equally small positive correlation are found on either side of the
negative correlated region.

6 Space-time Visualization
In this section the interaction between the near- and far-field flow features over a long time series is asesed.
Furthermore, localized seperation events that appear within this time series are also highlihted. In figure
6 freestream fluctuation fields from the wall to the log-region are plotted over a long time sequence. This
representation is usufull in relating relatively rare events, e.g. localized seperation, to more commen features
of the flow such as elongated superstructures and near-wall streaks. This plot was made by selecting a thin
wall normal slice of the flow field and plot all the trajectories passing through that slice with time. In the
case of the wall-normal planer data, trajectories passing through a thin (streamwise) strip extending from
the wall to 350 viscous units over 45000 image sequences, corresponding to t+ = 12500 or tU f/δ = 290,
is plotted in figure 6. The trajectories are colored with the streamwise fluctuating velocity, u′, scaled with
the local wall-normal mean velocity, ū. A similar plotting approach was used for ZPG turbulent boundary
layers in Willert (2015).

The first things immediately visible in figure 6 are the intermittent regions of low- (u′/ū < 0) and high-
(u′/ū > 0) momentum regions. Since this data is compressed in order to show a long time sequence, the
these regions in the log-layer are actually elongated structures in space. Interesting, often these regions
go all the way down to the wall, which indicates that a low or high momentum structure is aligned with a
corresponding low or high speed near-wall streak. Sometimes the regions only exist for tU f/δ = 1-2 and
other times there are sustained low or high momentum regions that persist for more that tU f/δ = 10. A
few examples of these short and sustained regions of low- and high-momentum are indicated in respective
dashed boxes in figure 6.

Also plotted in figure 6 are regions of reverse flow in purple where u < 0. The relatively sparse temporal
distribution of the reverse flow events allows for the detection of such events by visual inspection. Upon
this inspection it can be concluded that reverse flow regions appear relatively infrequently (around 1%). In
many cases the reverse flow events only exist for a short amount of time (< 50t+) and remain close to the
wall (z+ < 10), e.g. at 1000-1500t+ and 4050-9700t+. If the probability of reverse flow is calculated for
each wall-normal location, almost 90% of them occur below z+ = 10 as shown in figure 7. Predictably, the
locations where these reverse flow events occur coincide with regions of low momentum, as the flow must
be sufficiently decelerated so that the flow reversal can happen.
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Figure 6: Space-time plot over t+ = 12500 or tU f/δ = 290, from the 2D data set colored with u′/ū and purple
regions represent u < 0. Selected high-momentum (HM) and low-momentum (LM) regions are indicated in
dashed boxes.
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Figure 7: Probability of reverse flow u < 0 vs z+.
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However, there are instances where a large or extreme reverse flow events appear that persist for more
than 150t+ or 4-5tU f/δ and extend past z+ = 50, e.g. 5500-5700t+ and 7500-7700t+. These improbable
(according figure 7) events are shown in a zoomed in view in figure 6. In these cases, a large decelerated
region appears in the surrounding flow field and extends well into the buffer and log-layer. The lifetime
and spatial distribution of these decelerated flow regions can be explained by the superposition of elongated
low-momentum superstructure on a low-speed near-wall streak. Further evidence of this superstructure and
streak layering is evidenced by the large regions of accelerated flow, e.g. 13-23tU f/δ and 79-89tU f/δ,
which can be explained by the superposition of high-momentum superstructures on high-speed near-wall
streaks. Therefore, it appears, based on figure 6, that under this superimposed condition large or extreme
reverse events can take place.

What is absent from the figure 6 is information about the flow in the spanwise direction (y-direction). In
the following discussion, near-wall features and distribution of reverse flow events in the spanwise direction
and how they are associated with the meandering near-wall streaks will be shown. As this information is
embedded in the 3D near-wall data set a corresponding space-time plot was made. In this case, trajectories
passing through a wall-normal (z+ = 1-5) and spanwise (310 y+) volume over a sub-set of the entire data
set (20000 image sequences or 4450t+ or 98tU f/δ) is plotted in figure 8. The trajectories are colored with
the streamwise fluctuating velocity,u′, scaled with the local wall-normal mean velocity, ū. Reverse flow is
indicated in purple where u < 0.
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Figure 8: Space-time plot over t+ = 4450 or tU f/δ = 98, from the 3D data set colored with u′/ū and purple
regions represent u < 0. Selected high-momentum (HM) and low-momentum (LM) regions are indicated in
dashed boxes.

What is immediately visible in this plot is the low- and high- speed near-wall streaks and the locations
of reverse flow events with respect to the streaky pattern. It appears that in almost all the cases shown here
that the reverse flow events occur inside or at the edge of a low-speed streak, a few of which are indicated
in dashed ellipses in figure 8. Furthermore, it appears that when a reverse flow event appears in a low-speed
streak, that low-speed streak is often strongly tilted in the spanwise direction. This indicates the presence of
streamwise oriented vortices that when slightly tilted, induce a slight flow reversal.

As observed in figure 6, in the near-wall topology there are sometimes regions of fast moving streaks
that persist for 200-300t+ or 6-8tU f/δ (indicated in dashed ellipses). This can also be seen in the line plot
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of u′/ū for a cut through the data at y+ = 150. Although only the viscous sublayer is visualized there, this
extended region of fast moving streaks is consistent with the lifetime of the superposition of superstructure
and streaks shown in figure 6.

What is also visible is the appearance of groupings for reverse flow events, distributed in the spanwise
direction, e.g. between 0-250t+ and 1150-1300t+. As established in figure 6, in order for these groupings to
occur, the flow in the near-wall and far field regions must be sufficiently decelerated. This can be achieved, if
a low-momentum superstructure is superimposed on a near-wall low-speed streak. In other words, groupings
of reverse flow events can occur only when the flow is sufficiently decelerated by the layering of low-speed
near-wall streak and a elongated low-momentum superstructure in the far field. A statistical analysis of these
topological and dynamic features is provided in the next section.

7 Statistics of Reverse Flow Events

7.1 Reverse Flow Detection
In the following sections a statistical analysis of the reverse flow events is presented in order to quantitatively
characterize their occurrence frequency, connection with other extreme events, and preferred orientation
in the spanwise direction. Furthermore, only statistics from the near-wall three-dimensional data set are
accessed.

The probability of reverse flow based on the distribution of instantaneous streamwise velocity is shown
in figure 9(a). In this plot the maximum probability occurs at a u+ = 1.5 and rather sharply decreases
for values less than zero. In this case the probability of reverse flow, calculated by summing the region
for u+ < 0 or τw < 0 in figure 9(a), is relatively low, 0.01 or 1%. This value represents a much larger
value than presented in other measurements for ZPG boundary layer and channel flow (Willert et al., 2018;
Willert, 2015; Lenaers et al., 2012). However, in the DNS channel flow computation in Lenaers et al.
(2012), an increase in reverse flow probability for increasing Reτ up to 1000 was reported. Furthermore, an
increase in reverse flow probability was also reported for increasing APG conditions in Vinuesa et al. (2017),
which is intuitive, as more flow reversal is expected as separation is approached. Therefore, the relatively
large reverse flow measured herein at Reτ = 5000 for a turbulent boundary layer with APG conditions is in
accordance with the trends reported in the aforementioned DNS studies.
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Figure 9: (a) Inner scaled instantaneous streamwise velocity and (b) Inner scaled instantaneous wall shear
stress PDFs, from 3D-TR-PTV fields.

The low probability of reverse flow can also be illustrated by calculating the instantaneous wall shear
stress. Taking advantage of the high spatial resolution in the viscous sublayer, the wall shear stress, τw =
µ∂u/∂z|z=0, can be directly calculated. The probability distribution function for inner scaled wall shear stress
is provided in figure 9(b).

In the aforementioned discussion and figures the probability of individual reverse flow vectors was con-
sidered. However, it must be kept in mind that a reverse flow event is comprised of many reverse flow
vectors and therefore the occurrence probability of reverse flow event is actually much smaller, as will be
discussed in section 7.4.

413



ICEFM 2018 Munich

7.2 Reverse Flow and Extreme Wall-Normal Events.
Another potentially interesting feature of the near-wall region are wall-normal events. These events which
may be associated with the sweep (Q4) and ejection (Q2) of the near-wall streaks have been well documented
and discussed in the literature (see review Wallace (2012)). In this section, the connection of extreme wall-
normal fluctuations and the reverse flow will be explored in order to determine if there is a link between them.
In figure 10(a) the probability density function of the instantaneous wall-normal velocity, w, normalized with
the wrms is shown. In this plot, the probability of fluctuations beyond ±8wrms is several orders of magnitude
lower then maximum and therefore events outside of this range will be referred to as extreme events.

To examine the connection of wall-normal fluctuations and reverse flow evetns a JPDF of u/urms and
w/wrms is plotted in 10(b). In this figure it appears that there is not a strong correlation between extreme
wall-normal events (beyond ±8wrms and reverse flow events u/urms < 0, which is in agreement with DNS
results at lower Reynolds number Lenaers et al. (2012); Vinuesa et al. (2017). This shows that reverse flow
events are a feature of the flow that are not connected to extreme wall-normal events.
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Figure 10: (a) Wall-normal fluctuations PDF and (b) JPDF of wall-normal and streamwise fluctuations

7.3 Flow Direction Statistics
In the previous analysis showed the characteristics of reverse flow events, i.e. their size, extent in the wall
normal direction and dynamics. Furthermore, it was shown that reverse flow events are not connected with
extreme wall normal events. Therefore, in this following section the orientation of reverse flow events is
analyzed. Specifically their connection to spanwise motion of the near wall streaks, which could already be
seen qualitatively in figure 8. To examine if there is a connection between reverse flow events and strong
spanwise motion, the flow direction based on the u and v vector components (the wall-normal velocity
component is of little effect when compared to the other components) is calculated. In order to separate
more extreme events the data set is conditioned into two groups with |τw| > τw,rms and |τw| < τw,rms. The
probability at each angle for each conditioned set is provided in 11. In these plots, 0◦ and 360◦ degrees
indicate flow in the positive x-direction and 180◦ is flow purely in the negative x-direction. For each case
the flow direction with the lowest probability was used to normalize the rest of the probabilities and then is
scaled logarithmically. It must be noted that the conditioning requirement, |τw|> τw,rms, reduces the data set
to only 35% of the original set. Nonetheless, the preferred flow direction of these more intense events will
provide insight into the larger turbulent action of the flow in the near-wall region.
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Figure 11: Logarithmically scaled flow direction probabilities for (a) |τw|> τw,rms and (b) |τw|< τw,rms

In figure 11(a), where |τw|> τw,rms, the flow directions with the lowest probability occur at 90◦ and 270◦,
see figure 11(a). Relative to the probability at 90◦ and 270◦, the flow is almost two orders of magnitude
more likely to travel in the 180◦ direction. Therefore, it seems for these more intense fluctuations, the flow
direction is most likely to have a streamwise orientation during a reverse flow event. This was also seen
in the the DNS study for strong APG conditions in Vinuesa et al. (2017). However, when looking at the
other conditioned set of |τw| < τw,rms, which represents a much larger portion of the data set, a different
distribution is present. In figure 11(b), the least likely probability occurs at 180◦ and the reverse flow for
these fluctuations are more likely to have a strong spanwise component.

7.4 Reverse Flow Event Lifetime
In the preceding sections, efforts to qualify the experimental data and analyze statistical properties of indi-
vidual velocity vectors have been made. However, there must be a distinction made between an individual
reverse flow vector and a reverse flow event. Furthermore, in both figure 6 and 8 it was shown that some-
times flow reversal appears in groups. The distinction is made more evident by visualizing how the vectors
with negative streamwise velocity are grouped throughout a time series. Therefore, in figure 12 vectors with
u+ < 0 are grouped into bins of 50 time sequences.

As demonstrated in the space time plots (figure 8), many intervals exist where almost no reverse flow
events are detected. Secondly, it appears that reverse flow vectors often appear in groups. This does not
necessarily mean that they interact in these groups, but it seems that once a reverse flow event is detected, it
is likely to find more events within a short time period. By using analysis of this type, it is possible to locate
image ranges where significant reverse flow occurs. Furthermore, if one roughly considers the probability
of major reverse flow events (bins with amplitudes larger than 2000) it is one order of magnitude less than
previously calculated for individual reverse flow vectors, i.e. 0.1% compared to 1%. If the events seen in
the 2D data set are counted from figure 6 in this way, a similar percentage of 0.15% of reverse flow events
is measured.
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Figure 12: Reverse flow event detection over a time series, from 3D-TR-PTV fields.

The lifetime of large events is around 10 ms to 20 ms or 24t+ to 48t+ where t+ =(tu2
τ/ν) but they can

appear one after each other in a low speed streak for up to and beyond 100 ms (or 240t+).

8 Reverse Flow Event Visualization
In the following section, trajectory plots for a few of the extreme reverse flow events are provided. This
is done to not only understand the topology of these events but also further show the connection between
extreme reverse flow events and low-speed near-wall streak, low-momentum superstructures, and tilted lon-
gitudinal vortices.

In figure 13 a sequential set of flow trajectories during one of the large reverse flow events identified
in figure 6 is shown in physical space with streamwise velocity coloring. In this case, each plot (t1,t2,...)
represents particle trajectories over 100 image sequences (28.1t+). Highlighted in purple are reverse flow
vectors. What can be seen in this sequence is the continued deceleration of the flow in the wall-normal
direction (from t1 to t3) due the presence of a low-momentum large scale structure impinging on the wall,
which sufficiently decelerates the flow allowing for the large flow reverse shown in plots t4 and t5. After this
sequence of course the reverse bubble remains close to the wall (in t6 and t7) while the outer flow accelerates
until the flow reversal disappears in t9.
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Figure 13: Trajectory plot during reverse flow event from 2D-TR-PTV data set.

Furthermore, a selection of reverse events based on the maximum amplitude of the peaks in figure 12 are
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visualized in figure 14 by plotting three-dimensional trajectories colored with u′/ū. With this color coding,
regions of low and high-momentum with respect to the mean velocity can be quantitatively determined.
Reverse flow, i.e. u < 0, is highlighted in purple.

The left plot, (a), in figure 14 shows trajectories over a time series of 100 images (28.4t+). Two views
of the volume are shown, one in the x and y plane and also a view looking at the volume from the left side
of the xy plot in the zy plane. For this particular case, the streaky structure of low and high-speed streaks is
immediately obvious. Also visible are u< 0 events distributed most prominently in the regions of low-speed.
Looking at the xy view, these reverse flow events events are present in a group in the low-speed streaks across
the entire streamwise extent of the measurement volume or approximately 150 viscous lengths. Moreover,
the long streamwise extent of the low-speed streaks explains why the reverse flow events can be observed
in packages. Following the discussion about figure 8, low-speed streaks appear to be strongly related to the
existence of reverse flow events in turbulent boundary layers.
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Figure 14: Three-dimensional trajectories during two different (a and b) instantaneous reverse flow events.
Trajectories are colored with u′/ū, where positive flow is from left to right. Also highlighted are regions of
u < 0.

To highlight difference in the topology of these reverse flow events is not universal, another set (inde-
pendent of (a) of instantaneous trajectories is plotted in the right, (b), side of figure 14. In contrast to (a), the
flow is dominated by one large spanwise (y-direction) directed event. Trajectories with u< 0 appear grouped
in a defined spatial location and extend over and area of 120 by 120 viscous lengths in the streamwise and
spanwise directions, which is much larger than the spanwise extent of the low speed streaks shown in (a).
Furthermore, the significant spanwise motion of this flow event which was not observed to this extent in
figure (a).

Considering the results presented here, it seems that the large spanwise motion must be associated with
longitudinal vortices, which was previously reported in Lenaers et al. (2012); Diaz-Daniel et al. (2017).
This is confirmed by the cross-plane visualization (zy view). If the axis of a streamwise vortex is slightly
tilted with respect to the mean flow direction, these longitudinal vortices can generate reverse flow events,
provided the vortex travels with a sufficiently low convection velocity, which is possible when the vortex
is embedded inside a low-speed streak. Consequently, this generation mechanism is based on a interaction
between low-speed streaks and tilted streamwise vortices. If the local convection velocity is increased locally
by high-speed near-wall streaks, reverse flow events are probably suppressed and cannot appear.
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9 Concluding Remarks
The work presented herein, investigates the topological features of an adverse pressure gradient turbulent
boundary layer at Reτ = 5000 with a novel time-resolved tomographic PTV technique developed at the
institute. This technique is able to determine with high accuracy, fine spatial resolution, and without bias
errors (due to spatial averaging) the flow velocity within the viscous sublayer. Furthermore, time-resolved
particle tracking measurements were performed in a single wall-normal slice in order to see both the near-
wall and far field flows.

The physical characteristics of localized separation events or reverse flow events were discussed by
observing space-time plots for both the 2D and 3D data sets. It was shown that the reverse events appear
in a region of low-momentum extending from the wall to the log-layer. Furthermore, these types events
appear relatively infrequently and remain for the most part below z+ = 10. However, at least two cases
were observed where large reverse flow regions occurred over many times steps that penetrate into the
buffer layer. These large flow reversal regions suggest that certain relationship, e.g. superposition of low-
momentum superstructure on a near-wall low-speed streak, between the near-wall flow and far field flow
must exist in order to decelerate the convection velocity enough so that a relatively large event such as this
can occur.

In addition, it was shown that the large events can extend in both spanwise and streamwise directions
on the millimeter scale (and this case ∼100 viscous units), which is larger than the dimensions given in the
literature for the ZPG case at lower Reynolds numbers. Furthermore, the relatively more frequently occuring
reverse flow events measured herein under APG conditions and at relatively large Reynolds number is in
agreement with the increasing trend of reverse flow probability for increasing Reynolds number and pressure
gradient parameter β discussed in the DNS computations of Vinuesa et al. (2017).

In all the cases of reverse flow events measured, a region of low-momentum was observed in the sur-
rounding area which are associated with the near-wall low-speed streaks. Furthermore, evidence of small
longitudinally oriented vortices is demonstrated by the large spanwise directed trajectories in the vicinity of
reverse events. The probability of the majority of reverse flow vectors having a significant spanwise com-
ponent was shown to be much more likely than reverse events directed purely in the upstream direction.
However for a conditioned data set where |τw| > τw,rms, the spanwise component of the reverse flow events
was significantly diminished.

Moreover, regions of strong spanwise flow that are associated with reverse flow and |τw| < τw,rms were
shown to be correlated with regions of low-momentum. Which again indicates that longitudinal vortices
that reside within the near-wall low-speed streaks are able to generate reverse flow events. However, these
kind of reverse flow events only occur when the axis of the streamwise vortices is slightly tilted with respect
to the mean flow direction, generating flow in both the spanwise and upstream (reverse) directions.

The results clearly show that reverse flow events are not necessarily unique in terms of the topology
and temporal frequency and it is evident that these differences are linked with the strength of the fluctuating
near-wall flow. It was also demonstrated that reverse flow events are not strongly correlated with extreme
wall-normal events, which perhaps provides further insight into dynamics of the near-wall flow. However,
whenever the specific conditions are reached, i.e. sufficient deceleration of the flow, multiple reverse flow
events were shown to appear one after another.

It has been also demonstrated that low-speed streaks are one necessary condition for the detection of
large groups of reverse flow however as low-speed streaks occur relatively frequently compared to reverse
flow events, and therefore there must be additional conditions. One possible explanation could be the pres-
ence of low-momentum large-scale turbulent superstructures that are superposed on top of low-speed streaks
which sufficiently reduce the momentum so that large grouping of reverse flow events can appear.

Measuring long time sequences in turbulent flows is not only useful for the statistical analysis of tem-
poral scales but also for observing rare events that would be unlikely captured in standard double frame
imaging. Double frame methods are nevertheless very useful for extracting mean statistics, the turbulent
spatial scales, and two point analysis. Moreover, double or multi-frame approaches are still the only viable
option for high speed flows (Buchmann et al., 2016; Giepman et al., 2015). In both the past and currently,
long time sequences in wall bounded flows are often measured with hot wires (Monty et al., 2009; Mathis
et al., 2009; Vallikivi et al., 2015). Although these measurements have excellent temporal resolution, the
measurement location is limited to one (or several if a rake is used) wall normal location per recording. With
the techniques presented herein, it is possible to extract all 3 velocity components at several wall-normal and
spanwise positions simultaneously.

With the method first outlined by Willert (2015) and implemented in a similar way in the current work,
it was demonstrated that by using time-resolved PIV or PTV it was possible measure the time trace of
two velocities componenets at many wall normal positions simultanously. However, this uses only a thin
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streamwise slice extended in the wall normal direction and in order to recover long spatial scales from the
data, a mapping model must be used. Therefore, in order to test validity of these models, a simultaneous
measurement of both long temporal and large spatial scales is needed. This was explored in De Kat and
Ganapathisubramani (2015), where an empirical approach for mapping frequency spectra into wavenumber
spectra was developed by recording a large streamwise-wall normal plane with time resolved PIV. However,
wall bounded turbulence is highly three-dimensional, especially near the wall as demonstrated in the current
work. Therefore, volumetric measurements are essential for properly understanding the features of the flow
and their interactions. In particular, measuring time sequences in large volumes that extend from the viscous
layer to past the log-layer and several boundary layer thickness in both in streamwise and spanwise direc-
tions would be useful not only to simultaneously measure both the spatial and temporal turbulent scales,
but to characterize how these large meandering features interacted with the near field. Due to the large
range of scales from the near-wall to the far field, demonstrating the interaction between these regions with
volumetric approaches is challenging however, this is becoming obtainable as illumination, tracer particle
generation, imaging, and particle tracking technologies have improved.
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Abstract
The instantaneous flow field in the wake of a surface-mounted hemisphere exposed to a highly pulsatile
freestream was investigated using experiments and direct numerical simulations. The simulations accom-
pany a set of experiments performed under the same conditions using phase-averaged planar particle image
velocimetry. The wake of the hemisphere during the acceleration phase has been visualized with streamlines
and iso-surfaces of pressure through acceleration. The acceleration phase has been compared with wakes
resulting from a constant velocity freestream (steady flow) at similar Reynolds numbers. A relationship
between a starting vortex and the arch vortex in the recirculation zone has been proposed. The instantaneous
flow fields elucidate the existence and formation of the arch vortex as an instantaneous structure rather than
an artifact of averaging.

1 Introduction & Background
Canonical flows around surface-mounted bluff bodies have a wide range of applications. Bluff body geome-
tries like hemispheres serve as an abstractions for more complex natural and engineering bodies. While fairly
simple, these geometries produce complex fluid dynamics making them attractive for simulation bench-
marking purposes. The classical primary flow structures produced by a surface-mounted hemisphere are the
horseshoe or necklace vortex formed at the windward junction, and hairpin vortices shed downstream peri-
odically.(Acarlar and Smith, 1987) Alternate descriptions of the flow, often based on time-averaged data, de-
pict stationary arch-shaped vortex structures in the near wake or recirculation zone. (Manhart, 1998; Savory
and Toy, 1986) Both of these representations are accepted and valid, but what is missing is the link between
the two representations? Are the instantaneous and time-averaged depictions of the wake independent or
connected? Our studies of highly pulsatile flow have shown themselves to be helpful in understanding the
connection.

Figure 1 consists of a series of wake representations from previous studies (Tamai et al., 1987; Manhart,
1998; Savory and Toy, 1986). Figure 1a is a canonical representation of the instantaneous flow structures,
notably the classical hairpin vortices in the wake. Figures 1b and 1c are similar representations of averaged
flow structures. While the primary wake structures in Figure 1a are the hairpin vortices and the primary
structure in Figure 1b and 1c is the arch-shaped recirculation vortex. Neither of these representations is
complete and do not fully represent the wake. The existence of the arch vortex is still a debated topic.
(Johnson et al., 2017) A full understanding and representation of the wake structures should include struc-
tures from both. Instantaneous and averaged structures operate of different timescales, form, and influence
their surroundings differently.

Addressing the discrepancies in wake structures was not the original goal of our studies concerning
pulsatility, but the cyclic nature of pulsatility has proven to be a useful tool in understanding bluff body wakes
more generally. A flow is considered highly pulsatile when the amplitude of the cyclic fluctuations is on the
same order as the mean flow and the period of the fluctuations is sufficiently short, i.e. the acceleration and
deceleration phases are severe enough to not produce a set of quasi-steady results. Figure 2 is an example
of three highly pulsatile flows. The black profile is the one investigated in this study. It is convenient
to separate the inflow waveform into two primary segments, acceleration and deceleration. Acceleration
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(a) (b) (c)

Figure 1: (a) Schematic representation of the instantaneous flow structures around a hemisphere (Tamai
et al., 1987), (b) Computed averaged streamlines in the near wake of a hemisphere results (Manhart, 1998),
(c) Depiction of a vertical slice of the averaged streamlines in the near wake of a hemisphere (Savory and
Toy, 1986).

provides a view into the formation of the wake and deceleration highlights the behavior of the wake when
not influenced by the freestream. When carefully observed, the two segments can emphasize and elucidate
dynamics that are not obvious in steady flow.
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Figure 2: Examples of highly pulsatile flow pro-
files

It is common practice in the study of vortex dy-
namics to investigate the formation of a vortex to
learn about its nature. In typical studies of bluff
body flow the measurements are taken after the
flow has reached a steady freestream velocity giv-
ing no opportunity to observe the formation some
wake structures. For structures like the hairpin
vortices, which form and shed cyclically from the
shear layer, steady flow allows the experimenter to
see their formation. For a structure like the arch
vortex in the recirculation region a view of its initial
formation cannot be attained directly with a steady
freestream. If viewed in pulsatile flow the one can
observe the arch vortex formation with every accel-
eration phase.

2 Methods

2.1 Numerical Methods
The pulsatile simulations are carried out using an in-house finite difference Navier-Stokes code. The gov-
erning equations for a viscous incompressible flow are discretized on a structured grid in Cartesian space.
The geometry of the hemisphere, which is not aligned with the grid, is treated using an immersed-boundary
formulation. An exact, semi-implicit projection method is used for time advancement. All terms are treated
explicitly using a Runge-Kutta 3rd order scheme with the exception of the viscous and convective terms in
the wall-normal direction. Those terms are treated implicitly using a 2nd order Crank-Nicholson scheme.
All spatial derivatives are discretized using a 2nd order, central-difference scheme on a staggered grid. The
code is parallelized using a classical domain decomposition approach. The domain is evenly divided in the
streamwise direction and communication between the processed is handed with MPI library calls. The inlet
boundary condition is a uniform pulsatile velocity matched with the experiments. More details of the solver
can be found in Beratlis et al. 2007.

2.2 Experimental Methods & Numerical Validation
A series of experiments has led to the simulation results being presented herein. Those experiments were
performed in a suction-based, low-speed wind tunnel equipped with a set of rotating vanes at the test sections
exit. These rotating vanes vary the blockage ratio from 20% when aligned with the direction of flow to 99%
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when perpendicular to the direction of flow creating a pulsatile inflow waveform similar to that in Figure 2.
A TSI planar particle image velocimetry (PIV) system was used for measurements of the wake and incoming
boundary layer. The PIV capture system was synchronized with the motion of the rotating vanes to facilitate
phase-averaging. The inflow profile was broken into 36 phases and 100 image pairs were captured at each
phase. Additionally, a Dantech MiniCTA hotwire anemometer was used for highly resolved (in time) point
measurements of the pulsatile profile and frequency content in the wake. The incoming boundary layer
thickness is approximate half one obstacle height (δ/h = 0.5). For more information on the experimental
setup refer to our previous publications. (Carr and Plesniak, 2016, 2017)

The simulations were validated against the experiments in two ways: by comparing a set of streamwise
velocity profiles upstream of the obstacle and in the obstacle’s wake and correlating of a two dimensional
plane of data in the close proximity of the obstacle. The data was a 93% match between simulation and
experimental velocity magnitude averaged over the the cycle, with the lowest overall correlation being 87%.
Additionally the relevant flow physics were captured and are nearly indistinguishable from experiment.

3 Results & Discussion
The near wake of a surface-mounted hemisphere in a pulsatile freestream will be discussed. Specifically,
we will describe the formation of the arch vortex throughout the acceleration segment of the pulsatile inflow
waveform and explain how it relates to the steady state case. A relationship based on the formation of a
starting vortex and the steady state recirculation bubble will be proposed.

3.1 Pulsatile Freestream
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Figure 3: Phases corresponding to the pressure
contours in Figure 4.

To observe the formation and growth of the arch
vortex and recirculation zone, four instantaneous
realizations during the acceleration segment were
investigated. The distinct points during the acceler-
ation segment of a pulsatile waveform are shown
in Figure 3 with red dots. The waveform has a
mean Reynolds number based on diameter D, Rem,
of 1290, a total Re variation of 2000, and a non-
dimensional frequency of 0.054 ( f D/U where f
is the frequency of the large scale oscillation and
U is time-average freestream velocity in the x-
direction). The wake of the hemisphere during ac-
celeration is shown in Figure 4. The streamlines
are seeded randomly in a shell of diameter 1.1 D
surrounding the hemisphere. The pressure contour
thresholds were set at each phase to best empha-
size the wake. A single pressure threshold cannot
be used in pulsatile flow due to the large pressure
fluctuations during the inflow cycle.

The stages of development of the arch vortex
and near wake are typified by the four realizations in Figure 4. Figure 4a shows the flow shortly after
the boundary layer on the hemisphere separates and the arch vortex begins to form. In the case of the
hemisphere the recirculation zone and arch vortex are one in the same. In Figure 4b the arch vortex has
grown and gained clarity and coherence. Circular stream lines clearly mark an arch shaped structure and
the low pressure contour clearly forms in the center of the curved streamlines. In Figure 4c the arch vortex
expands further downstream along with the low pressure region and reattachment. And finally in Figure 4d
the wake turbulence increases to the point arch vortex organization begins to lose coherence and the pressure
contour becomes less defined.

Figure 4 also shows surface pressure contours. The surface pressure contours identify critical points
on the surface i.e. approximate point of separation, the presence of a near surface vortex, a recirculation
region, etc. In Figure 4 the ”B” shaped imprint of the recirculation zone can be observed in all four phases.
Additionally, an approximate line of boundary layer separation can be seen as an abrupt transition from
high surface pressure (red) to low surface pressure (blue). In all realizations this region shows a decreased
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Figure 4: Iso-surfaces of pressure in grey and contours of surface pressure on ground plane and obstacle
surface. The phase of each visualization is in Figure 3

pressure near the same magnitudes as in the wake. The pressure iso-surfaces provide a compelling case for
the an arch shaped vortex in the acceleration phase.

Throughout the acceleration segment of the pulsatile waveform it’s clear that the arch vortex clearly
exists, as viewed through circular streamlines or contours of pressure. In pulsatile flow it is clearly not only
a flow structure in an averaged sense, but in an instantaneous sense as well.

3.2 Steady Freestream
Figure 5 shows iso-surfaces of pressure and streamlines at Re near the minimum and maximum values ob-
served in the pulsatile case. The Reynolds number ranges between Re = 645 and Re = 2580. The streamlines
and pressure contours were produced using the same techniques as in Figure 4. The pressure iso-surfaces in
steady flow are spatially stationary but are located further downstream and further from the wall. The pocket
of low pressure is not in the near wake as it was in the pulsatile case. Instead it is in the area near the curved
free shear layer where the hairpins shed. In Figure 5a a portion of one of the hairpins is visible roughly 3D
downstream of the hemisphere.

The arch-like organization is highlighted by the streamlines in both Figures 5a and b, though the organi-
zation is clearer in the the lower Re, Figure 5a, case as the wake is less turbulent; an intuitive result. In both
wake representations there is evidence for an arch-type structure in the wake, but with lessorganization and
different morphology than the pulsatile case.

3.3 The starting vortex
In this section we will attempt to explain why the arch vortex is differs in steady flow compared to the
pulsatile case using starting vortices as a basis for understanding. A starting vortex is a vortex formed as
a result of accelerating a body from rest through a fluid. The most commonly studied scenario for starting
vortices is an airfoil accelerated through a quiescent field. (Chang et al., 1993; Agromayor and Kristoffersen,
2014; Auerbach, 1987) There have been some studies of starting vortices in the wake of two dimensional
ribs, and some bluff bodies. (Molochnikov et al., 2017; Pullin and Perry, 1980; Lian and Huang) Specifically
the study by Lian et al. (1989) of starting vortices produced with flat plates oriented normal to the flow
provides insight into the organization (or lack thereof) in the wake of a hemisphere.

We propose that a starting vortex forms in the wake of the hemisphere with each acceleration phase. Due
to the frequency of the inflow waveform this vortex cannot fully form. Instead, quickly after it forms the
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Figure 5: Steady flow around a surface mounted-hemisphere. Visualization with streamlines, surface pres-
sure contours and iso-surfaces of pressure at (a) Re = 645 and (b) Re = 2580

deceleration phase occurs and the vortex propagates upstream, and is shed into the wake in the accelerating
flow as discussed in detail in our previous publications (Carr and Plesniak, 2016, 2017).

The starting vortex and steady state recirculation zone/arch vortex share the same sense of rotation,
approximate position, and morphology. The primary difference is the degree of instantaneous coherence in
the starting vortex and the lack thereof in the arch vortex. When averaged (phase-averaged in the pulsatile
case and ensemble-averaged in steady case) the two structures appear to be one in the same. At the Re range
and frequency of pulsatility observed in the pulsatile case the hairpin vortices are not formed because the
shear layer has not reach a steady state. Once that steady state is reached the hairpin structures begin to form
and become the most prominent structure in the flow. The progression from starting vortex through some
transition to vortices shed cyclicly from the shear layer which surrounds a rotating recirculation zone is
commonplace in the study of starting wakes. The understanding that a surface-mounted hemisphere follows
the same progression as an airfoil, fence, disc, etc., allows for the knowledge gained in those previous studies
to be applied to a wider range of geometries. The starting vortex of low aspect ratio, surface-mounted
obstacle has not previously been reported.

4 Future experiments
Starting vortices have been observed in numerous instances in nature, e.g. certain modes of flapping flight is
one of the most notable. In these numerous occurrences there are numerous applications. Starting vortices
around surface-mounted bluff bodies have not before been documented in pulsatile flow, and perhaps not
even in steady flow. Possible control of starting vortices in the wake of surface-mounted bluff bodies could
be useful in many engineering applications.

A series of experiments using geometry to control, enhance, or weaken the starting vortices would be
interesting and enlightening. Instantaneous and phase-averaged fields are necessary to fully understand the
wakes. Performing high fidelity phase-averaged simulations requires computation times that are orders of
magnitude longer than similar experiments would take, therefore using a combination of phase-averaged
and time-resolved experiments appears most practical. A series of experiments aimed at understanding the
starting vortex and its behavior through the deceleration segment focused on control through geometry and
surface roughness will be performed using time-resolved, planar PIV in our recently completed small-scale
pulsatile wind tunnel. Fine adjustment of the pulsatile inflow waveform possible in updated experiment will
allow for a greater range of amplitudes, frequencies, offsets, and inflow profile shapes greatly expanding the
possible applications impacted by future studies.

5 Conclusion
The wake of a surface mounted hemisphere subjected to a highly pulsatile freestream has been investigated
using a combination of experiments and simulations. The results from the instantaneous results from a pul-
satile and steady freestream simulations have been presented. The arch vortex, observed in the steady case
often through averaging, has been compared with the starting vortex in the pulsatile case. The starting vortex
has a greater degree of organization at the same Re than the arch vortex in the steady case which agrees with
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previous literature on starting vortices and the steady state case that follows. This study extends the appli-
cation of knowledge gained from the study of starting vortices to low aspect ratio, surface-mounted bluff
bodies. A series of experiments on starting vortex control has been proposed. The proposed experiments
would be performed in a recently competed small-scale pulsatile wind tunnel which enables experimentation
on numerous geometries at rate not possible with simulations.
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Abstract
An experimental investigation was conducted to study the effect of a surface protuberance on a compressible
laminar boundary layer at Mach 6.48 and turbulent boundary layer at Mach 2. The surface heat transfer was
studied upstream and downstream of a cylindrical protuberance using quantitative infrared thermography.
The influence of the geometry of the cylinder on the surface heat transfer features is clarified for both
the laminar and turbulent interactions. Furthermore, boundary layer transition is observed in the laminar
interactions by identifying the turbulent wedge in the wake of the protuberance. A series of high and low
heat transfer regions are observed in the wake of the protuberance in the turbulent boundary layer, indicating
the presence of streamwise vortices.

1 Introduction
An important challenge in the design of high-speed vehicles is aerodynamic heating that is imposed by the
flow. While ideally, the external surface should have a smooth geometry, in practice this is not the case and
the vehicle typically contains surface discontinuities such as steps, gaps, and other protrusions (Schneider,
2008). These can alter the local flow field and may cause local overheating on the surface (Hung and Clauss,
1980; Hung and Patel, 1984). Hence detailed investigation of the flow behaviour around these protuberances
is essential to enable a reliable prediction of the convective heat transfer, which will further aid in the design
of a suitable thermal protection system (TPS).

Flow organisation around isolated protuberances have been studied in the past, both computationally and
experimentally. In a laminar boundary, the presence of a 3D protuberance may result in a large separation
region with multiple spanwise vortices (Baker, 1979; Avallone et al., 2016a) and a heat transfer peak up-
stream of the protuberance (Kumar et al., 2014; Avallone et al., 2016a). Additionally, the protuberances
may act as vortex generators, generating streamwise vortices and eventually forcing transition in some cases
(Iyer and Mahesh, 2013; Avallone et al., 2016b). Literature on the interaction of a protuberance with a tur-
bulent boundary layer is focused mainly on the associated protuberance induced shock wave boundary layer
interactions (Ozcan and Yuceil, 1992). The unsteady region upstream of the protuberance and the associated
aerodynamic heating can be quite pronounced, thus resulting in several investigations in the past. (Evans
and Smits, 1996; Yu et al., 2012).

Literature provides insight into the general flow organisation and surface feature evolution around a protu-
berance. However, in the laminar part, further studies on the upstream separation region and the downstream
wake region is essential and the influence of the aspect ratio (AR) of the protuberance was not discussed in
great detail. While in the turbulent region, any influence of the protuberance geometry on the heat transfer
distribution needs to be investigated, especially in the wake region where a possible high surface shear stress
and hence a high heat transfer is expected (Couch, 1969). The present study aims at filling these gaps in
literature by performing a parametric study of the effect of surface protuberance in a compressible laminar
and turbulent boundary layer using quantitation infrared thermography (QIRT).
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2 Experimental Apparatus

2.1 Flow Facility and Wind tunnel models
Two test facilities and wind tunnel models were used to perform measurements. For the laminar interac-
tions, experiments were carried out in the Hypersonic Test facility (HTFD) at the Aerodynamics laboratory
of TU Delft (Schrijer and Bannink, 2010). It is a cold hypersonic facility based on the Ludwieg tube con-
cept with a free stream Mach number of 7.5 and a free stream total temperature of 579 K. For this study,
experiments were performed at three unit Reynolds numbers - 8× 106m−1, 11× 106m−1 and 14× 106m−1

- and the results corresponding to these three conditions are labelled as Re8, Re11 and Re14 respectively.
The laminar boundary layer which develops over a 5o compression ramp model (200mm× 110mm) was
used for this investigation. The wind tunnel model is made of Makrolon®, a polycarbonate material that
has favourable thermal properties for the application of infrared thermography. The roughness elements are
mounted at xr = 60mm from the leading edge and along the symmetry axis of the model with a correspond-
ing roughness location based Reynolds number (Rex) equals 4.8×105, 6.6×105 and 8.4×105. All elements
are cylindrical shaped, with a height H = 2mm and diameter equal to D = 4mm, 5.7mm, 8mm and 11.2mm
which will be labelled as D4, D5.7, D8, and D11.2 respectively. The laminar boundary layer thickness (δ)
at the location of the protuberance equals 2mm, 1.7mm and 1.5mm, respectively for increasing values of
unit Reynolds number with a corresponding H/δ of 1, 1.17 and 1.33. The experimental conditions and the
laminar boundary layer properties are discussed in detail in Avallone et al. (2016b).

For the turbulent interactions, the ST-15 supersonic blow-down wind tunnel was used. The tunnel is op-
erated at Mach 2 at a free stream total pressure of 3.2 bars and a total temperature of 290K resulting in
a free stream unit Reynolds number of 42.2× 106m−1. The turbulent boundary layer (δ = 5.2mm) at the
walls of the wind tunnel is used for this part of the investigation. Roughness elements of three differ-
ent heights: H = 6mm, 8mm, 10mm (labelled as H6, H8 and H10), each with three different diameters:
D = 11.25mm, 15mm, 17mm (labelled as D1125, D15 and D17) were attached to the walls of the wind
tunnel using adhesive tape. Detailed PIV investigations have been carried out in the past in this facility
(Giepman et al., 2014), analysing the free stream and boundary layer properties. The incompressible mo-
mentum thickness (θi) and shape factor (Hi) were determined to be 0.52 and 1.23 respectively, resulting in a
Reynolds number based on incompressible momentum thickness Reθi = 21.8×103.

2.2 Infrared Thermography and Heat Flux Data Reduction
A CEDIP Titanium 530L IR system was used to carry out the quantitative infrared thermographic mea-
surements in both the test facilities. Temperature measurements were made at 218Hz and 25Hz with a
corresponding integration time of 400µs and 205µs, respectively for the laminar and turbulent interactions
for optimal performance. Optical access is provided by a Germanium window, which has a transmissivity
of approximately 0.8. Calibration of the camera was carried out using a reference black body and the ger-
manium window was included in the calibration procedure.

Owing to the working nature of the two test facilities used, two different data reduction techniques were
followed to obtain the convective heat flux / Stanton number from the temperature measurements. For the
measurements conducted in the HTFD, the heat transfer data reduction follows the thin film approach and
is based on the 1D semi-infinite model. The 1D unsteady heat conduction equation was solved from which
the convective heat transfer was determined using the measured transient surface temperature distribution.
Numerical integration of the measured temperature signal was carried out using the Cook and Felderman
(1966) approach. Further details regarding the implementation of the data reduction technique can be found
in the work of Schrijer (2010). However, the same technique cannot directly be applied to the measurement
in the ST-15 facility. For this purpose, a newly developed IR based active heat transfer measurement set-up
(Voogt, 2017) was used, based on the heated thin foil approach. It consists of a Printed circuit board (PCB)
containing regularly arranged tracks of copper over a 1mm thick FR-4 base material, covering an area of
150mm× 178mm. An 8mm thick Makrolon®slab was glued and screwed on to the other side of the PCB
providing insulation. The assembled test place was then mounted onto a custom built cavity door. The
protuberances were glued on to the PCB plate using an adhesive tape with high temperature resistance. The
test plate was then heated using an external power supply. Under a steady state condition during wind tunnel
operation, the test plate should be in thermal equilibrium with surrounding. The heat flux and hence the
convective heat transfer coefficient was then directly computed from the measured temperature under steady
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state conditions. More details regarding the test set-up and the data reduction procedure can be found in the
work of Voogt (2017).

3 Results

3.1 Protuberance in a laminar boundary layer
The centreline modified Stanton number (Ch) distribution, as seen in Fig 1, provides a first indication of how
a protuberance could alter an otherwise smooth laminar boundary layer development. Here, x∗ is the stream
wise distance scaled with the height of the element, with its origin at the trailing edge of the respective
element. The theoretical laminar and turbulent Stanton number, calculated using the reference temperature
method (Eckert, 1956) is also shown. A local peak is observed immediately downstream of the element for
all diameters and Reynolds numbers. This corresponds to the flow reattachment point which appears to be
be invariant with the Reynolds number or the diameter of the element and maintains a constant value of
x∗R = 3.6±0.1. It can also be seen that as the Reynolds number decreases, the flow takes longer to reach a
fully turbulent state. For the Re8 case, all the elements failed to attain a turbulent Stanton number within the
measurement domain, but are observed to increase towards the reference turbulent level. This effect is more
pronounced as the Reynolds number is increased. This is not surprising because the boundary layer thick-
ness decreases with an increase in Reynolds number and hence for the same height, the roughness element
is more effective at tripping the boundary layer at higher Reynolds number.
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Figure 1: Centreline Stanton number distribution at for all the roughness geometries. D/H corresponding to
elements D4, D5.7, D8 and D11.2 are 2, 2.85, 4 and 5.6 respectively.

(a) (b) (c)

Figure 2: Modified Stanton Number distribution at (a) Rex = 4.8× 105, (b) Rex = 6.6× 105 and (c) Rex =
8.4×105 for D = 11.2mm (D/H = 5.6) cylinder

The main advantage of IR thermography is the ability to measure the temperature map and hence the heat
transfer map of the entire 2D domain of interest. Fig. 2 shows the modified Stanton number distribution
around D= 11.2mm protuberances at three Reynolds numbers. For convenience, the origin of the coordinate
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system (x̄, ȳ) is moved to the centre of the protuberance and scaled with height. A high heat flux region is
found upstream of the protuberance for all the Reynolds number cases, which is due to the vortex system in
the recirculation region that wraps around the protuberance (Avallone et al., 2016a). A series of high and low
heat transfer streaks were observed in the wake of the elements, due to the presence of streamwise vortices
causing high and low speed streaks (Iyer and Mahesh, 2013). It is of interest to investigate how strength
(expressed in terms of induced heat flux magnitude) the of these vortices correlates to the protuberance
geometry.
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Figure 3: Spanwise variation of normalised heat flux at x∗ = 10

Fig. 3(a) shows the span wise variation of heat transfer for two roughness elements at x∗ = 10. Note that
the plotted values are heat flux normalised with respect to the undisturbed laminar heat flux (q∗). The values
away from centreline is close to 1, denoting the undisturbed region. The primary heat flux peak, close to
the centreline, is observed to increase with an increase in diameter of the element. This was also observed
for the other test cases that were investigated (not shown). In general, the normalised heat flux is found to
increase with approximately 19.5% when the diameter is increased from D = 4mm to 11.2mm. The nor-
malised position of these peaks is approximately y/D =±0.4. Fig 3(b) shows the spanwise normalised heat
flux distribution at the same downstream location for the D = 8mm (D/H = 4) cylinder at the lowest and the
highest Reynolds number. Similar to the previous case, the location of the primary heat transfer peaks scaled
with respect to the diameter of the element. This signifies that the strength and location of the symmetry
plane heat transfer peaks and hence the symmetry plane vortices are mainly dependent on the diameter /
span of the element. Moreover, there is an 8.5% increase in normalised heat transfer peak magnitude with
increase in the Reynolds number.
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Figure 4: Empirical correlation for Lsep

Observing Fig. 3(b), one can also notice that the wake
width for a given element tends to increase with Reynolds
number. This was also observed in the 2D heat transfer
distribution in Fig. 2. With increase in Reynolds num-
ber, a spanwise spreading of the wake occurs forming a
turbulent wedge. This indicates the onset of boundary
layer transition. The origin of the turbulent wedge tends to
move upstream with increase in flow unit Reynolds num-
ber. Since the height of all the roughness elements in the
laminar interaction is constant (H = 2mm), the onset of
transition can hence be said to more upstream with in-
crease in roughness height based Reynolds number (ReH).
A similar observation was also made by Ye et al. (2016).

Moving upstream, a heat transfer peak is observed due to the presence of span wise vortices in the recircula-
tion region. The upstream separation length (Lsep) is calculated from the centreline heat transfer distribution
as the distance between the leading edge of the protuberance and the point where the Stanton number dis-
tribution starts to deviate from the laminar profile. An empirical correlation based on the work of Hung and
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Clauss (1980) for short protuberances was developed:

Lsep

D
= 3.5

(
H
δ

)0.7(D
δ

)−0.435

(1)

Fig 4 shows the upstream separation length measured and predicted by Eqn. 1, showing satisfactory agree-
ment. The upstream separation length obtained from recent literature (Kumar et al., 2014; Zhao et al., 2016)
is also plotted, providing further confidence. This correlation highlights the influence of diameter of the
protuberance on the separation upstream, in contrast to the studies carried out earlier where the influence of
height was only considered (Kumar et al., 2014).

3.2 Protuberance in a turbulent boundary layer
Similar to the laminar case, the 2D heat flux distribution around a circular protuberance in a turbulent bound-
ary layer will be discussed, assisted by sectional plots in the streamwise and spanwise directions. Fig. 5
shows the distribution of centreline normalised convective heat transfer coefficient (h∗ = htest/hturb) in the
wake of the cylinder. The heat transfer in the wake of the cylinder is nearly 1.5 - 2 times the local reference
turbulent heat transfer and tends to increase with increase in H/δ of the cylinder. A local peak corresponding
to the reattachment point is observed immediately downstream of the element for all the cases and similar
to the laminar case, its location scaled with the height of the cylinder. For all the geometries reported here,
the scaled reattachment location remained fairly constant with x∗R = 1.47± 0.2. The heat transfer profiles
tend to portray a downward slope towards the end of the measurement domain, indicating the a recovery of
the boundary layer towards turbulent conditions..
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Figure 5: Centreline heat transfer distribution in the wake region
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Figure 6: 2D heat transfer distribution for D = 17mm cylinder (D/δ = 3.27) at different heights

The 2D heat transfer distribution of the D = 17mm cylinder at all the three heights is shown in Fig. 6. A
high heat transfer region can be found upstream of the cylinder due to the presence of a recirculation re-
gion. The high heat transfer region is observed to wrap around the protuberance and extends downstream,
similar to what was observed in the laminar case. Downstream of the element, the wake is characterised
by a low and high heat transfer streaks. The sustained streaks point to the possible existence of streamwise
vortices similar to those observed in the laminar case. The wake width is seen to remain constant till the end
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of the measurement domain. Fig. 7 shows the span wise heat transfer distribution, plotted at x∗ = 7.5 for
the D = 17mm cylinder. where the wake width is observed to increase with increase in height of the element.
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Figure 7: Spanwise distribution of normalised
heat transfer coeffcient at x∗ = 7.5

In addition to QIRT measurements, high speed schlieren
images were also captured for all the geometries, up-
stream of the protuberance. The images were acquired at
62.5kHz with an exposure time equal to 1.7µs. The result-
ing frames are processed to extract the time resolved posi-
tion of the separation shock at each pixel in the wall nor-
mal direction using the Sobel edge detection algorithm.
A linear curve fit is then applied to the shock position to
estimate the point at which the shock would hit the wall,
providing the upstream separation distance (Lsep). The
probability density function of the upstream separation
distance (see Fig. 8(a)) shows a near normal distribution.
Also the peak probabilities are seen to decrease with in-
crease in height. The mean separation length estimated
from Schlieren images, QIRT and oil flow measurement
are shown in Fig. 8(b). There is a good match in upstream separation length estimates, measured with var-
ious techniques and it is within the measurement uncertainty. An increase in upstream separation distance
with the height of the protuberance is seen. For all height considered here, Lsep was within 2 cylinder diam-
eters. The standard deviation of the shock oscillation portrayed as error bars in Fig. 8(b), is a good measure
to study the unsteadiness of the oscillation separation shock. The standard deviation is also observed to
increase with increase in height of the cylinder, varying between 0.09 to 0.156 cylinder diameters.
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Figure 8: Statistic of the separation length.

4 Conclusion
In the present study, the heat transfer around cylindrical protuberances in a compressible laminar and turbu-
lent boundary layer is studied using quantitative infrared thermography. The surface heat transfer features
are studied for different geometrical and flow conditions. The presence of a protuberance causes a series of
low and high heat transfer streaks in the wake region. The flow reattachment downstream induces a local
heat transfer peak, the location of which scaled with the height of the protuberance in both a laminar and
a turbulent boundary layer interactions. In the laminar boundary layer, the strength and the location of the
primary peaks caused due to the symmetry plane counter-rotating vortices depend mainly on the diameter of
the protuberance. The turbulent wedge, and hence the flow transition point was seen to move upstream with
an increase in roughness height based Reynolds number. The predictions of upstream separation length by
the empirical correlation that was formulated, shows good with the current dataset, along with recent litera-
ture. On the contrary, probability density function of upstream separation estimated in turbulent interaction
case portrays that both the mean and standard deviation increases with increase in height of the cylinder.
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Abstract 

Wind tunnel tests were conducted to characterize the evolution of the turbulent boundary layer flows over 

a dimpled surface and a rib-dimpled surface. In addition to measuring surface pressure distribution inside 

the dimple cavity, a particle image velocimetry (PIV) system was used to measure the detailed flow field 

above and inside the dimple cavity to characterize the turbulent boundary layer flows over the two test 

plates and the evolution of the unsteady vortex structures inside the dimple cavity. It was found that in 

comparison with those over a dimpled surface, the rib-dimpled surface was found to have much stronger 

near-wall Reynolds stress and higher turbulence kinetic energy (TKE) levels at the front portion of the 

dimple. The micro ribs placed in front of the dimples would generate complex shedding vortices, which 

further interact with the low-speed recirculating flow structure inside the dimples to enhance the 

turbulence mixing, therefore increase the heat transfer efficiency indie the dimple, especially at the front 

portion of the dimple.  

 

1 Introduction  

It is well known that the thermal efficiency of gas turbine is highly determined by the inlet temperature. 

With the growing demands of high inlet temperature, the development of more effective cooling 

techniques is urgently required for the gas turbine blades and combustion chambers. Dimpled surface, 

which can significantly enhance the heat transfer by generating strong unsteady vortices and meanwhile 

maintains a low pressure loss, is a very effective cooling strategy in forced convective heat transfer. A 

number of studies have been conducted in recent years to investigate heat transfer performance of dimpled 

surface. Ligrani et al. (2001) and Mahmood et al. (2001) indicated that the vortices shedding from the 

dimple edge and the flow upwash in the rear region of the dimple are the reasons for the enhanced heat 

transfer over the dimpled surface. Recently, Zhou et al. (2016) experimentally studied the flow behavior 

inside the dimple, including the formation and periodic shedding of unsteady Kelvin–Helmholtz vortices 

in the shear layer over the dimple, the impingement of the high-speed incoming flow onto the back region 

of the dimple, and the strong upwash flow in the boundary flow to promote the turbulent mixing over the 

dimpled surface. The heat transfer performance is greatly enhanced by these flow features.  

Although the dimple can significantly enhance the convective heat transfer, the detailed experimental and 

numerical calculations show that at the front portion of the dimple, the heat transfer efficiency is relatively 

low due to the flow separation and the low-speed recirculating flow inside the dimple cavity. It was found 

that the heat transfer coefficient of the front portion of a spherical dimple is only 25% or even lower 

compared to that of the rear region (Ligrani et al., 2001, Rao et al., 2015). In the present study, micro ribs 

are placed in front of the dimples to induce vortex structures. These vortex structures further interact with 

the low-speed recirculating flow structure inside the dimples to enhance the turbulent kinetic energy inside 
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the dimples, therefore increase the heat transfer efficiency over the dimpled surface, especially at the front 

portion of the dimple.  

The experimental study was conducted in a low-speed wind tunnel in Shanghai Jiao Tong University. The 

experimental Reynolds number (i.e., based on the hydraulic diameter of the dimple and freestream 

velocity) is in the range of Re=25,000–60,000. The flow characteristics over a micro rib-dimple structured 

surface are measured by using surface pressure taps and a high-resolution digital PIV system. The surface 

flow over a conventional dimpled plate is also measured for comparison. The PIV system was used to 

obtain the detailed characteristics of turbulent surface flows over the test plates to reveal the evolution and 

interaction of the unsteady vortex structures generated by the micro rib and dimple cavity. The flow field 

measurements were correlated with the surface pressure measurements to further expound the enhanced 

effect of micro ribs on the heat transfer efficiency inside the dimple cavity.  

 

2 Experimental Setup 

The experimental study was performed in a low-speed, open-circuit wind tunnel located at the School of 

Aeronautics and Astronautics of Shanghai Jiao Tong University. A rectangular channel was designed to 

simulate the channel flow inside the internal cooling channel of gas turbine blades. The tunnel has an 

optically transparent test section of 25mm×150mm in cross-section. The turbulence intensity level of the 

airflow in the test section of the wind tunnel was found to be about 1.0%.  

Figure 1 shows the schematic of a micro rib-dimple structured test plate and a dimpled test plate. As 

shown in the figure, the two test plates are designed to have the same dimension (i.e., 245mm in length 

and 130mm in width). Spherical dimples with the same diameter of 20mm and thickness of 4mm are 

distributed uniformly on both test plates in staggered pattern. For the micro rib-dimple structured test plate, 

V-shaped ribs with thickness of 1mm are placed in front of the dimples 

  

Figure 1: Schematic of the two test plates used in the present study (unit in mm): (a) a micro rib-dimple structured 

test plate and (b) a dimpled test plate. 

A total amount of 15 pressure taps with 0.5mm in diameter for each taps were arranged inside the dimple. 

The pressure taps were connected to three units of digital sensor arrays (DSA3217, Scanivalve Corp) by 

using tubing with 1.5mm diameter and 0.2m length for the pressure data acquisition. The precision of the 

pressure acquisition system is ±0.05% of the 10 in. H2O full scale range. During the experiments, the 

instantaneous surface pressure measurement data for each pressure tap were acquired at a data acquisition 

rate of 300 Hz for 300 s. 

In the present study, PIV measurements were conducted to measure the detailed flow field above and 

inside the dimple cavity, as shown in Figure 2. The incoming airflow was seeded with ~1μm oil droplets. 

Illumination was provided by a double-pulsed Nd:YAG laser adjusted on the second harmonic and 

emitting two laser pulses of 380 mJ at the wavelength of 532 nm. The thickness of the laser sheet in the 
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measurement region was set to be about 0.5mm. A high-resolution 14-bit (2048 pixels×2048 pixels) 

charge-coupled device (CCD) camera (PCO2000, Cooke Corp) with its view axis normal to the 

illuminating laser sheet was used for PIV image recording. 

(a)   

(b)  

Fig. 2 Experimental setup for PIV measurements 

After PIV image acquisition, instantaneous velocity vectors were obtained by frame to frame cross-

correlation of particle images, using an interrogation window of 32 pixels×32 pixels. An effective overlap 

of 50% of the interrogation windows was employed in PIV image processing. After the instantaneous 

velocity vectors were determined, the distributions of the ensemble-averaged flow quantities such as 

averaged velocity, normalized Reynolds Shear Stress, and normalized in-plane TKE were obtained from a 

sequence of about 300 frames of instantaneous PIV measurements. The measurement uncertainty level for 

the instantaneous velocity vectors is estimated to be within 2.0%, while the uncertainties for the 

measurements of the ensemble-averaged flow quantities are estimated to be within 5.0%. 

 

3 Results and Discussion 

As shown clearly in Figure 3, the distribution of the surface pressure inside the dimple cavity was found to 

show significantly different for dimpled surface and rib-dimpled surface. The mainstream flow would 

separate from the dimpled surface when passing over the front rim of the dimple, which leads to the 

formation of a recirculation region with relatively low surface pressure at the front portion of the dimple 

cavity. It can be seen that due to the effect of the flow recirculation flow, the surface pressure distribution 

is rather flat at the front portion of the dimple cavity. However, for the rib-dimpled surface, the flow 

downwash caused by the micro rib would significantly affect the recirculation flow inside the dimple. The 

pressure distribution shown in Figure 3(b) decrease continuously at the front portion of the dimple cavity. 

It means that the recirculation flow inside the dimple cavity, which induce the pressure distribution, has 

been weakened significantly. 
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(a)       (b)  

Figure 3: Measured pressure distribution inside the dimple at Re=60000 (a) dimpled surface (b) rib-dimpled surface 

Figure 4 shows the ensembles-averaged velocity field for both dimpled surface and rib-dimpled surface. It 

can be seen that the strong downwash flow induced by the micro ribs can highly improve the turbulent 

flow structure inside the dimple cavity (i.e., the low-speed recirculating region inside the dimple cavity 

has almost disappeared). It is believed that the turbulent vortex shedding form the micro rib would move 

downward significantly after it flows into the dimple, which destroy the original recirculation flow and 

highly enhance the mixing of the fluids near the wall.  

(a)  

(b)  

Figure 4: PIV measurement results of the flow field inside the dimple at Re=60000 (a) ensembles-averaged velocity 

field for dimpled surface (b) ensembles-averaged velocity field for rib-dimpled surface 
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4 Conclusion 

In the present study, an experimental study was conducted to characterize the evolution of the turbulent 

boundary layer flows over a dimpled surface and a rib-dimpled surface. In addition to measuring surface 

pressure distribution inside the dimple cavity, a PIV system was used to measure the detailed flow field 

above and inside the dimple cavity. It was found that the micro ribs placed in front of the dimples would 

generate complex shedding vortices, which further interact with the low-speed recirculating flow structure 

inside the dimples to enhance the turbulence mixing, therefore increase the heat transfer efficiency indie 

the dimple, especially at the front portion of the dimple. 
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Abstract
In the present study, the drag on a sphere is optimally reduced in a wide range of Reynolds numbers by using
a new passive control device. This device is called an adaptive moving ring (AMR) because its size can be
adaptively changed according to the wind speed (i.e. Reynolds number). The drag coefficient of the sphere
with AMR is empirically modeled as a function of the size of AMR and the Reynolds number to predict
how the optimal size of AMR should vary with the Reynolds number. The AMR, when properly tuned,
changes its size following the predicted optimal one. The amount of drag reduction compared to smooth
sphere monotonically increases with the Reynolds number by up to 74%.

1 Introduction
There have been various passive flow control methods for reducing drag on bluff bodies such as a sphere
and a cylinder. Examples of the control device include dimples (Bearman and Harvey, 1976; Choi et al.,
2006), surface roughness (Achenbach, 1974) and surface trip wire (Maxworthy, 1969; Son et al., 2011).
The detailed mechanisms of drag reduction by the devices are different from each other, but they commonly
produce the disturbances for the transition to turbulence for delaying the main separation (Choi et al., 2008).
Interestingly, the size of device (e.g. dimple depth, roughness height or trip wire diameter) affects the
critical Reynolds number at which the rapid decrease in drag coefficient (so called ‘drag crisis’) occurs and
the amount of drag reduction. That is, as the device size increases, the drag coefficient starts to decrease
at a lower critical Reynolds number but the amount of drag reduction also decreases. Therefore, in order
to achieve the maximum drag reduction for varying Reynolds numbers, the device size is required to be
changed with the Reynolds number. For a conventional control device, however, the device size is fixed
regardless of the Reynolds number, and thus the maximum drag reduction can be achieved in a very narrow
range of Reynolds numbers. In this study, we introduce a ring-shaped device whose size passively (i.e.
without the energy input) varies with the free-stream velocity (i.e. the Reynolds number) for reducing the
drag force on a sphere in a wide range of Reynolds numbers. We call this device as AMR (adaptive moving
ring) hereafter. The objectives of the present study are (i) to develop a predictive model of the relationship
between the optimal size of AMR and the Reynolds number for the maximum drag reduction, and (ii) to
validate the drag reduction by AMR through the wind-tunnel experiment.

2 Control device and experimental set-up

2.1 Control device
Figure 1(a) shows the schematic diagram of the sphere model with AMR. The AMR is attached to the linear
ball bearing such that it can be moved in the streamwise direction. The tip of AMR, protruded from the
sphere surface by l (see the inset), is located at 50◦ from the stagnation point to generate the disturbance
before the main separation occurs. The movement of AMR is controlled by the force balance between
the pneumatic pressure on the upstream side of AMR and the spring elastic force on the downstream side
of AMR. That is, the protruded length l (i.e. the size of AMR) decreases with increasing the free-stream
velocity (i.e. Reynolds number), and vice versa.
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Figure 1: Schematic diagram of (a) the sphere model with AMR and (b) the experimental set-up for the
force measurement.

2.2 Experimental set-up
Figure 1(b) shows the experimental set-up for the force measurement. The drag force is directly measured
by the loadcell (CAS BCL-2L) installed inside the sphere model through the wind-tunnel experiment. The
sphere model is supported from the rear to minimize the support interference. The blockage ratio based on
the size of test section (500 mm× 500 mm) and the sphere diameter (d = 150 mm) is about 7%, being small
enough to neglect the blockage effect (Achenbach, 1974). The Reynolds number range for the force mea-
surement is Re =Ud/ν = 0.4×105−4.4×105, where U is the free-stream velocity and ν is the kinematic
viscosity of air. The drag force is measured for two cases: (i) when the size of AMR (l/d) is fixed (called
‘fixed’ AMR hereafter) regardless of the Reynolds number and (ii) when the size of AMR varies depending
on the Reynolds number.

3 Results and discussion

3.1 Drag variation for the fixed AMR
Figure 2(a) shows the variations of the drag coefficient with the Reynolds number for the fixed AMR. For
l/d = 0, the sphere with AMR is almost perfectly round and thus the present results show good agreement
with that of smooth sphere Achenbach (1972), showing the reliability of the measurement. At a given
l/d, the drag coefficient rapidly decreases at a modified critical Reynolds number and then remains nearly
constant with increasing the Reynolds number. This behavior is similar to those of dimples (Bearman and
Harvey, 1976; Choi et al., 2006) and surface trip wire (Son et al., 2011). As l/d increases, the drag crisis
occurs at lower critical Reynolds number but the minimum drag coefficient increases. Therefore, the optimal
size of AMR for maximizing the drag reduction decreases with increasing Reynolds numbers.

3.2 Predictive model for the optimal size of AMR
To find the relationship between the optimal size of AMR and the Reynolds number, we suggest the follow-
ing empirical model for the prediction of the drag coefficient with the fixed AMR by adopting the parame-
terized logistic function (Kuss et al., 2005):

CD =CD,sub−|∆CD|
(

1+ exp
[
−2ln9

w
(Re−Rec)

])−1

. (1)
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Figure 2: Variations of (a) the measured drag coefficient and (b) the predicted drag coefficient with the
Reynolds number for the fixed AMR. In (a) the drag coefficient of a smooth sphere (◦; Achenbach, 1972)
is also shown for the comparison, and in (b) the drag coefficients are shown for l/d = 0−3.33×10−2 with
the interval of 1.33×10−3.

Here CD,sub is the drag coefficient for the Reynolds number smaller than the modified critical Reynolds
number, |∆CD| is the amount of drag reduction, w is the width of the Reynolds number range where the drag
crisis occurs (i.e. critical Reynolds number range) and Rec is the central Reynolds number of the critical
Reynolds number range. CD,sub can be assumed to be constant regardless of the size of AMR because the
drag coefficient converges to almost the same value as the Reynolds number decreases (figure 2a). By fitting
the drag coefficient with (1) for various l/ds, the relationship between each of the remaining parameters and
the size of AMR can be obtained as follows:

|∆CD|= 0.11exp(−180l/d)+0.28, (2)

w = 74016, (3)

Rec = 317200exp(−141l/d)+29960. (4)

It is interesting to note that, as shown in (3), the critical Reynolds number range is nearly constant irrespec-
tive of the size of AMR. By combining (1)−(4) the drag coefficient for the fixed AMR can be predicted
as shown in figure 2(b). The fit of the predicted drag coefficients to the measured ones are very good with
r-squared values of 0.91−0.99, where r is the correlation coefficient. Based on the predicted drag coeffi-
cient, the optimal size of AMR can be modeled as a function of the Reynolds number using the following
logarithmic equation:

(l/d)opt =−0.0063ln
Re−Rei

Re f −Rei
. (5)

Here Rei and Re f denote the modified critical Reynolds numbers for asymptotically high l/d and l/d = 0,
respectively. Note that the above model is valid for Rei < Re < Re f and the detailed derivation is omitted
for the sake of brevity.

3.3 Drag variation for AMR
Figure 3 shows the variations of the drag coefficient with the Reynolds number for smooth, dimpled and
roughened spheres together with the sphere with AMR. Here, the spring constant is tuned as κ = 720 N m−1

such that the size of AMR can be changed following (l/d)opt in (5). Dimples reduces the drag on a sphere as
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Figure 3: Variations of the drag coefficient with the Reynolds number for smooth, dimpled and roughened
spheres together with the sphere with AMR: ◦, smooth (present); �, dimpled (k/d = 0.9×10−2, Bearman
and Harvey, 1976); N, roughened (k/d = 0.5×10−2, Achenbach, 1974); •, AMR (present). Here, k is the
depth of dimples or height of roughness.

much as 50%, but the reduced drag coefficient remains nearly constant after the modified critical Reynolds
number. Surface roughness also reduces the drag, but the drag coefficient rather increases after the drag
crisis occurs. On the other hand, the drag coefficient of the sphere with AMR continuously decreases with
the Reynolds number, approaching CD ≈ 0.1.

4 Conclusion
Compared with the conventional passive devices, as described above, the most distinguished advantage of
the AMR is that the maximum drag reduction can be achieved in a wide range of Reynolds numbers. The
drag reduction of a bluff body under varying wind (or water) speed is a very important engineering problem.
For example, more than 30% of the total fuel is consumed during take-off and landing for an aircraft on short
flights (Romano et al., 1999). Therefore, the AMR can be a potential candidate for efficient and effective
adaptive-passive drag reduction.
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Abstract
Back in 2009, an until then successful method of implementing Active Flow Control (AFC) in the stator
vanes of a high-speed 4-stage axial compressor failed for the first time, and the accident damaged almost the
entire compressor blading. The AFC was implemented by the injection of high momentum fluid through a
span-wise slot near the trailing edge of the vanes suction side. Downstream of the injection gap, the Coanda
effect is used to prevent the separation of the flow.
As a result of the failure, the design and manufacturing process of the AFC vane were revised without mak-
ing any changes in the 3D flow design in order to maintain the initial aerodynamic design intent. The new
set of re-designed vanes was produced and successfully implemented into the first stator vane row of the
4-stage high-speed axial compressor to continue the AFC investigation.
First experimental results of the first stage AFC show that the overall compressor performance was main-
tained with respect to the isentropic efficiency and the total pressure ratio. However, on the other hand, the
outlet flow angle of the AFC vane can be adjusted by means of different AFC mass flow ratios (mfr).

1 Introduction
In March 2011, the Advisory Council for Aeronautics Research in Europe (ACARE) released the new vision
”Flightpath 2050”. This sets the goals for future innovations in aviation relative to the capabilities of typical
new aircraft in the year 2000:

• carbon dioxide (CO2) emission reduction by 75%,

• nitrogen oxides (NOx) reduction by 90%,

• noise reduction by 65%, and

• ensuring recycling capability of air transport systems.

In aviation, different approaches to reach these goals are currently being investigated, including maintaining
high power density at off-design conditions.
In aircraft engines, the axial compressor supplies highly pressurized air during the flight phases (e.g. taxi-
ing, take off, climb, cruise, descent, landing approach, and landing), and therefore must cope with a wide
operating range. The compressor is usually the limiting factor of the aircraft engine and off-design operation
is particularly challenging for compressors. A traditional approach to handle a wide operating range is the
use of variable stator guide vanes, but these vanes are associated with a number of considerable disadvan-
tages (e.g. many parts, high weight, high complexity). The latest approach for ensuring the operability of
the compressor and improving compressor performance is Active Flow Control (AFC) by jet injection, for
which no moveable parts are needed.

The feasibility of AFC by jet injection is documented by multifarious authors. The injection of high
momentum fluid near the trailing edge of a compressor stator vane has been demonstrated in previous in-
vestigations at the Institute of Turbomachinery and Fluid Dynamics. Guendogdu et al. (2008) and Vorreiter
and Seume (2015) implemented an AFC stator vane equipped with jet injection and a Coanda radius near
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(a) Outlet flow path at the
AFC stator vane

(b) Numerical investigation of the jet injection

Figure 1: Jet injection over a Coanda radius (Siemann et al. (2017), edited from Vorreiter et al. (2012))

the trailing edge of the first stage in a four stage compressor rig (see Fig. 1(a) and 1(b)). Injecting 0.5 % of
the compressor inlet mass flow maintained the outlet flow angle, despite a reduced vane number by 20 %,
from 30 in the reference configuration to 24. A brief overview of newest numerical predictions, re-designed
manufacturing and the latest comparison of numerical calculation and experimental investigation are given
in this paper.

2 AFC by Jet Injection
The performance capability of compressor blades arises from the effective turning angle, which is the dif-
ference between the inlet angle of the flow β1 and the outlet angle of the flow β2. The higher the targeted
turning, the higher is the tendency that the flow separates from the blade profile, which results in a signifi-
cant decrease in performance. Guendogdu et al. (2008) and Vorreiter et al. (2012) described an approach to
inject high momentum fluid in a stator near the trailing edge (see Fig. 1(a)) by guiding a secondary air flow
through an inner plenum of the vane (see Fig. 2). The injected jet follows the blade surface along a Coanda

Figure 2: Former Coanda vane during manufaturing (edited from Guendogdu (2009))

radius at the trailing edge, which in turn leads to an adjustable outlet angle depending on the strength of the
jet, defined by the AFC m f r

m f r =
AFC mass flow

compressor mass flow
. (1)

The enhanced turning allowed the outlet flow angle referred to the reference design blade number at the same
time to be maintained, which then enabled the reduction of the number of blades by 20 % in the first stator
row. Further numerical studies (Opitz (2017)) for the reference design number of blades predict a significant
influence on the outlet flow angle β2 at different m f r (see Fig. 3). Without any moveable parts inside the
flow path, the outlet flow angle is varied by injected air supplied by an external secondary system. Higher
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Figure 3: Different outlet flow angles by varying injected mass flow rate (edited from Siemann et al. (2017))

loaded compressor designs allow for higher pressure ratio and efficiency, at the cost of narrowed operability
margins. The AFC by injection is intended to be used for stage matching during off-design operations to
support the operability margin.

3 Failure Analysis and Re-Design of the AFC vane
As mentioned, a previous attempt of AFC implementation failed. The error pattern led to the conclusion
that at least one lid of an AFC vane initially detached during operating at 17,100 rpm and consequently
triggered a chain reaction throughout the entire compressor. The free lid in the first stage caused further
damages in other AFC vanes, and the resulting loose parts followed the flow path through the three stages
downstream and damaged almost every blade (see Fig. 4(a)) and vane. Examinations of the vane probes
with a welded connection between the basic body and the lid revealed defects in the weld (see Fig. 4(b)),
and consequently, welding was excluded from the manufacturing possibilities to connect the body and the
lid. The search for alternative manufacturing strategies also put rapid prototyping into focus, but nowadays

(a) Damaged rotor blades (b) Welding defects (c) Mounted AFC stator vane ring

Figure 4: Faillure analysis and final re-design

it is not applicable due to the strength and surface quality requirements inside the plenum and the necessary
reworking of the outer geometry. Therefore, two alternative joining methods, soldering (brass vanes) and
gluing (aluminum vanes), were considered replace welding (steel vanes). Tensile tests (DIN 50125 and
DIN ISO EN 4136) were conducted to identify the appropriate method. The results (see Fig. 5(a)) revealed
gluing as unsuitable (< 20 MPa) and soldering as feasible (> 80 MPa) under real conditions regarding the
required tensile strength (> 70 MPa). One strict boundary condition in the re-design process was to keep the
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(a) Tensile strength tests (b) Re-designed vane

Figure 5: Re-design process of the AFC vane

existing 3D design and dimensioning of the AFC vane unchanged, including the inner plenum. As the two-
part design had to be maintained, adjustments of the parting line were the only way to fulfill the geometrical
requirements, namely shape and surface quality. Besides the necessary changes, the re-designing offered the
possibility to solve some issues of the former design, which the technicians had to deal with at the milling
machine. Some edges, grooves, indentations and faces are simplified to improve accessibility and prolong
the service life of the milling tools, which led to the current design as shown in Fig. 5(b). The contact
areas for the connection between basic body and lid were significantly enlarged to increase the capability to
withstand tension stress. The height of the lid was increased, to ensure it reaches beyond the flow profile
into the hub and shroud contour to allow for the mounting of additional screws and safety pins. The longer
lid also ensures that it cannot leave its mounting location in the stator row ring even if the joint connection
should fail.
The final manufacturing process starts with the two blanks, which are roughed into a workpiece with a raw
outer surface, but with the final plenum contour and final contact areas. Soldering paste is applied to the
contact areas, and the two parts are assembled and fixed with clamp devices for the next process step. The
full package is heated in a soldering furnace to melt the soldering paste, while the clamps ensure the correct
position and gap size. After a cooling slowly, the soldered brass parts are milled to the final contour and
mounted to the full stator vane ring (see Fig. 4(c)), which is implemented into the first stage of the 4-stage
axial compressor rig.

4 Performance of the AFC vane
The numerical performance prediction of the reference vane configuration and the AFC vane configuration
without jet injection is verified in the experimental investigation (see Fig. 6). Even the slightly thicker design
of the trailing edge of the AFC vane does not cause a significant reduction of the isentropic efficiency in the
range from the Aerodynamic Design Point (ADP) towards the ”choke line”. This confirms the aerodynamic
design, which aims to maintain the aerodynamic behavior of the AFC vane without injection in respect to the
reference design. Only in the operating range towards lower mass flow (”stall line”) than ADP, the efficiency
of the reference slightly exceeds the AFC configuration due to the aforementioned thicker trailing edge. The
AFC does not show major effects in the total pressure rise of the compressor. In fact, the pressure ratio
at ADP is the same for the reference configuration, the AFC configuration without, and with jet injection.
Only towards a higher compressor mass flow, the pressure rise increases slightly by 1.5 %.
However, a closer look on the experimental results of the AFV vane performance reveals the numerically

predicted shift of the outlet angle β2 depending on the injected m f r (see Fig. 7). The turning of the AFC vane
increases with rising AFC m f r, but the numerically predicted effect exceeds the experimentally measured
results.
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Figure 6: Speedlines of the reference and AFC (mfr off=0.0% and mfr on=1.1%) configuration at
14,400 rpm and 17,100 rpm aerodynamical speed

Figure 7: Experimental results of the outlet flow angle β2 compared to numerical prediction

5 Conclusions
Active Flow Control is demonstrated using hollow stator vanes in a soldered two-part design. This approach
does not require moveable parts inside the flow path. In the axial compressor, the AFC vanes achieve
increased turning by increasing the outlet flow angle through injecting a small portion of the compressor
flow through a 0.2 mm thin slot. The experimental results verify that the efficiency and total pressure rise of
the AFC configuration without jet injection matches that of the reference configuration. For this reason, the
flow does not require an active adjustment due to AFC at the Aerodynamic Design Point (ADP). At ADP,
injecting 1.1 % of the compressor mass flow achieved a 0.5 % increase in pressure ratio.
AFC by injection was found to be applicable to reduce the number of vanes in one stage but was not proven
to be suitable for eliminating an entire stage of the compressor. Contrary to the initial assumption, that a
stage could be eliminated thanks to a significant increase in pressure rise at the ADP, the main potential of
AFC by injection over a Coanda radius near the trailing edge of the compressor stator vane is that...

(1) the pressure rise was increased at off-design conditions without a loss in efficiency, in the present case
mass flows higher than at the ADP,

(2) a reduced number of vanes and thus solidity is feasible without loss in pressure rise and efficiency at
the ADP, thereby reducing cost and weight, and
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(3) no loss in efficiency occurs at operating points at which the AFC is not used.
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Abstract
The influence of sinusoidal leading edge tubercle- and Leading Edge Vortex Generator (LEVoG) technology
on the performance of wind turbine airfoils have been investigated in the UniBwM wind tunnel for the
Reynolds number Re = 8.0×105. Infra-red thermography and oil flow visualization were implemented for
the flow visualization and the lift- and drag measurements obtained with the use of an above-tunnel force
scale and a wake rake. At lower incidences the tubercles and LEVoGs are located close to the stagnation
point and the suction side flow remains unaffected. At higher incidences longitudinal vortices are induced
which impact the suction side flow, lowering the lift production. With a parameter study the influence of the
LEVoG parameters were analysed for the ability to limit the lift production beyond the operation point. The
tubercle amplitude and leading edge radius have the largest influence on the performance with a larger peak
radius preventing the formation of laminar separation bubbles and maintaining a higher lift production in
comparison. The LEVoG height to boundary layer thickness as well as the LEVoG’s distance to the leading
edge was found to have the largest influence on the performance and an optimum ratio for the distance
between LEVoGs is observed. An optimum LEVoG configuration was defined for the tested case.

1 Introduction
Wind turbine blades experience strong alternating loads over the length of the rotor blade which severely
limit the service lifespan of the wind power plant. Due to wind gusts, which prevail in a turbulent atmo-
sphere, the angle of attack over the rotor blades can be increased. This in turn results in an increased local
lift and causes the occurrence of an alternating load over the wind turbine blade. In order to improve the
lifespan and efficiency of the wind power plant, it is of interest to limit the occurrence of alternating loads
on the rotor blades by limiting the lift production beyond the operation point. The use of sinusoidal leading
edge tubercles and DLR Leading Edge Vortex Generator (LEVoG) technology have been identified as pos-
sible solutions.

The tubercles on the humpback whale’s flippers were first identified by Bushnell and Moore (1991) for
it’s improved stall performance. Fish and Battle (1995) concluded that the leading edge tubercles act as
large vortex generators to generate vortices along the length of the fin in order to maintain lift and delay stall
at higher angles of attack. Subsequent experimental and numerical studies have shown that the tubercles aid
in keeping the flow attached to the surface in order to postpone stall, while also reducing the lift production
due to the formation of stream-wise vortices. Although tubercles offer a promising solution, it is more
complex to manufacture and retrofit to existing wind turbines, increasing the costs and reducing the overall
effectiveness of implementation. The use of a smaller device with a similar effect as the tubercles, but which
is more suitable for retrofitting, is therefore of high interest.

Geissler et al. (2005) first developed the Leading Edge Vortex Generator (LEVoG) as a passive flow
control device by means of miniature, low aspect ratio vortex generators added to the profile leading edge.
Further wind tunnel experiments with the rotary aircraft profile OA209 were carried out by Mai et al. (2008)
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and an optimum configuration identified for the improvement of dynamic stall conditions. It was concluded
that, due to the LEVoGs location in or near the stagnation point, the flow remained unaffected at lower
angles of attack, only forming small longitudinal vortices over the upper airfoil surface at higher angles of
attack. Heine et al. (2010) investigated the wake of a cylinder with the implementation of LEVoGs with an
aspect ratio of 0.09. A pair of counter rotating vortices were observed, which induced an upward facing
velocity resulting in an increased wake height. A LEVoG height slightly larger than the boundary layer
was thus suggested. However, in the paper of Heine et al. (2013) for the implementation of LEVoGs on the
OA209 profile, it was observed that a larger height and larger spacing were more successful in delaying stall.
The existing investigations into LEVoGs, as well as the optimum LEVoG configurations defined in previous
research, mainly focused on the improvement of dynamic stall conditions. Therefore, further research is
needed to optimise LEVoGs for the use in wind turbine applications, in which a limited lift production after
the operation point is desired in order to reduce undesirable alternating loads on the rotor blades.
The aim of the present paper was the investigation of the effect of the tubercles and LEVoGs on laminar,
wind turbine airfoils with the use of a parameter study and flow visualization. Measurements with a large
range parameter study of the LEVoGs resulted in a database of the aerodynamic performance implemented
to optimize the profile polars for the Reynolds number Re = 8.0×105.

2 Experimental Setup
The low-speed wind tunnel at the Universität der Bundeswehr München (UniBwM) was implemented for
the experimental investigation. The wind tunnel design is that of a closed circuit, open-jet test section with
a maximum flow velocity of U∞ = 40.0 ms−1, turbulence level of appr. Tu = 0.35 % (cf. Eulitz (2014))
and an average Reynolds number Re = 8.05×105 for the model chord. Two laminar, wind turbine airfoils
TEG4418 and TEG2618 were used as the reference clean wing profiles, characterized in Tab. 1. Models
with a chord length of c = 0.35 m and model span of 0.8 m were constructed from WB1222 Polyurethane
block material and fitted with circular end-plates, radius r = 2·c, to preserve a 2D flow.

Flow visualization was obtained with the use of oil flow visualization as well as implementing an Infrared
thermography (IRT) camera. Lift forces were measured with an overhead force scale and the drag measured
with the use of a wake rake. The wake rake consisted of 80 total- and 7 static pressure tubes with a rake
height of y/c = 1.43 and mounted x/c = 0.6 downstream of the model trailing edge in the center plane
of the test section. Two MicroDAQ-64DTC-Q systems from Chell Instruments Ltd with the corresponding
MicroDAQ software were implemented for the data acquisition. The static and total pressure was calculated
as a mean value of 500 consecutive measurements with a sample rate of f = 0.01 Hz and implemented for
the calculation of the profile drag by analysing the momentum loss in the profile wake, as constructed and
validated by Terreblanche (2017).

2.1 Design of tubercles
The tubercle models were formed by adding sinusoidal tubercles at the leading edge of the clean wing
airfoils (see Fig. 1(a)). The shape of the tubercles is controlled by the amplitude A, wave length λ and the
form of the tubercle peaks named V, D and Disc. The form V and D indicate the difference in the resulting
leading edge radius of the tubercle peaks with the D form implementing a larger radius at the peak and
creating a noticeable valley at the trough. The Disc configuration created a plateau at the trough without
changing the amplitude or wavelength of the tubercles. Detailed information on the parameter variation is
given in Tab. 2.

Table 1: Basic design information of the reference airfoils.
Max thickness Point of max thickness Leading edge radius Cross-sectional area

Airfoil t [%·c] xt,max [%·c] rLE [%·c] Az [%·c]

TEG4418 18.00 40.9 1.42 11.38
TEG2618 18.37 35.1 1.96 11.51
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(a) Drawing of an airfoil with tubercles
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(b) Side view of the LEVoG positioning

Figure 1: Positioning and parameters of the sinusoidal tubercles and circular LEVoGs, with the amplitude
A, wavelength λ, diameter D, height H and LEVoG distance from the leading edge s. Adapted from Mai
et al. (2008) and Heine et al. (2009).

Table 2: Tubercle configurations and adopted terminology.
Airfoil Label Wavelength λ [%·c] Amplitude A [%·c] Form Chord length ce f f [m]

TEG2618 W38A5V 38 5 V 0.359

TEG4418 W38A5V 38 5 V 0.359
W38A7,5V 38 7.5 V 0.363
W38A7,5D 38 7.5 D 0.363

W38A7,5Disc 38 7.5 Disc 0.363
W38A10V 38 10 V 0.368
W19A7V 19 7 V 0.362

2.2 Design and application of Leading Edge Vortex Generators
The presently tested LEVoGs were shaped as flat cylinders, cut from foam rubber with a thin layer of
adhesive tape applied to the bottom side in order to be glued onto the model surface. The LEVoGs were
applied to the model leading edge over the entire span. The LEVoG parameters for the diameter D, height H,
span-wise spacing S and distance from the leading edge s were varied systematically in order to identify an
optimum configuration for the tested case (see Fig. 1(b)). The total ranges tested include: A LEVoG diameter
of 1.14 %·c ≤ D ≤ 2.86 %·c, height of 0.14 %·c ≤ H ≤ 0.66 %·c, span-wise spacing between the LEVoGs
centre-to-centre of 4.29 %·c ≤ S ≤ 14.29 %·c and distance from the leading edge 0 %·c ≤ s ≤ 2.86 %·c.

3 Results

3.1 Tubercle technology
It is observed that stream-wise vortices are formed either side of the tubercles which accelerate the flow in
the trough region and result in delayed transition to a turbulent flow. For tubercles with a small leading edge
radius, a laminar separation bubble forms on the tubercle peak. This results in a turbulent flow behind the
peak and a laminar flow to be maintained for higher angles of attack behind the trough (see Fig. 2(a)). In the
case of a larger leading edge radius and deeper valley at the trough, a greater flow attachment is observed
behind the peaks (see Fig. 2(b)). It is concluded that the larger peak radius prevents the formation of a
laminar separation bubble at lower incidences, therefore resulting in a larger region of laminar flow and a
higher lift production (see Fig. 3(c)).
The findings indicate that the wavelength influences the activation angle, at which the lift production is
affected, as vortices in closer proximity lead to the earlier onset of instability behind the troughs. The ampli-
tude is observed to have a larger influence on the performance however, with a larger amplitude resulting in
a higher drag increase and a decreased activation angle (see Fig. 3(b)). The activation angle could however
only be varied between 3° and 4.8° for the tested parameter range. By displacing the tubercles, creating a
plateau at the trough with the Disc-form (see Fig. 2(c)), it is observed that the neighbouring counter-rotating
vortices only interact and merge at higher angles of attack. This results in a larger region of laminar flow
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(a) TEG4418-W38A7.5V at α = 6.2°

U
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(b) TEG4418-W38A7.5D at α = 5.9°

U
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LSB

B

(c) TEG4418-W38A7.5Disc at α = 6.1°

Figure 2: IRT flow visualization for the tubercle V-, D- and Disc- configurations for Reavg = 8.06×105.
Flow regime indicated for A) laminar flow, B) turbulent flow and LSB) laminar separation bubble.
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Figure 3: Comparison of profile polars for the TEG4418 airfoil clean wing case (solid line) compared
to wing with tubercles for varying tubercle amplitude A, wavelength λ, peak leading edge radius rLE and
increased plateau distance for Reavg = 8.06×105.

to be maintained behind the troughs and a smaller separated region at the trailing edge. The Disc-form thus
results in a decreased lift production and minimal drag increase (see Fig. 3(d)). It should be noted that in
previous research, as observed by Johari et al. (2007) and Hansen et al. (2010), it was found that the tubercle
effectiveness reduced with a decrease in the Reynolds number, as this resulted in an increased drag. It can
therefore be expected that the observed drag penalty for the current application should be reduced for higher
Reynolds numbers.

3.2 Leading Edge Vortex Generator technology
With the parameter study, the LEVoG parameters are varied and the effects on the flow analysed. The flow
experiences an acceleration between the LEVoGs resulting in delayed transition. As the LEVoG wake size
increases and interacts with neighbouring wakes downstream, the point of transition slowly creeps upstream
with increasing angles of attack. It is observed that the implementation of LEVoGs maintains an attached
flow on the front 19 % of the wing at an angle of attack α ≈ 14°, with the vortex streets behind the LEVoGs
delaying separation up to appr. 58 %. This results in a lowered but maintained lift production with delayed
separation. Parameter ranges which produces the best results for the TEG4418 airfoil at a Reynolds number
Reavg = 8.04×105 are identified for the LEVoG model configuration, relative to the airfoil chord length c,
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for a diameter D = 1.71 %·c, height H = 0.43 %·c, distance from the leading edge s = 1.14 %·c and span-
wise spacing S = 5.71 %·c (see Fig. 4).
It is observed that the addition of the LEVoGs do not affect the lift performance before the activation angle.
The addition of the LEVoGs result in a higher overall drag coefficient but experiences a decrease in drag
when located in or near the stagnation point. For the optimum LEVoG configurations the drag is observed
to be lower than the clean airfoil case for a narrow incidence range pre-LEVoG activation. This effect
is however attributed to the larger influence of the laminar separation bubble at lower Reynolds numbers.
Furthermore, it is concluded that due to the difference in the position of the stagnation point for different
airfoils, the LEVoG activation angle is affected and is attributed to the local boundary layer thickness δ. Due
to the large influence of the LEVoG parameters, the activation angle could be varied between 3° and 7° with
a 7.3 % reduction of the maximum lift. Of the LEVoG parameters, the LEVoG distance from the leading
edge s as well as height H are found to have the largest influence on the aerodynamic performance. Both
influence the ratio of LEVoG height to boundary layer thickness H/δ (see Fig. 5(a)) with the optimum ratio
found for the range 2 ≤ H/δ ≤ 5. The boundary layer thickness δ was numerically calculated using XFOIL
for the TEG4418 clean wing airfoil with a Reynolds number Re = 8.05×105, Mach number Ma = 0.11
and critical amplification factor used by XFOIL of Ncrit = 8. An optimum ratio of the LEVoG span-wise
spacing to diameter S/D is also observed as a reduced effective spacing between the LEVoGs Se f f , affected
by both the span-wise spacing S and diameter D, results in a significantly increased drag (see Fig. 5(b)). The
optimum ratio is identified for the range 2.8 ≤ S/D ≤ 5.0.
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Figure 4: Measured lift, lift-drag and drag polar for Reavg = 8.04×105 of the TEG4418 airfoil clean wing
case (solid line) compared to wing with LEVoG configuration D = 1.71 %·c, H = 0.43 %·c, s = 1.14 %·c
and S = 5.71 %·c (dashed line).
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Figure 5: Comparison of profile polars for the TEG4418 airfoil clean wing case (solid line) with varying
LEVoG hight to boundary layer thickness H/δ and varying effective spacing between LEVoGs Se f f for
Reavg = 8.04×105.

4 Conclusion
Experimental results are presented for the implementation of sinusoidal leading-edge tubercles and leading
edge vortex generators (LEVoGs) on laminar, wind turbine airfoils TEG4418 and TEG2618 at a Reynolds
number Re = 8.0×105. The measured lift and drag polars, infra-red thermography and oil flow visualiza-
tion are used for investigation of the flow and the parameter analysis. Implementing an increased plateau
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between tubercles was found to reduce the lift with a minimal drag penalty. Variation of the tubercle param-
eters however do not allow significant adjustment of the activation angle, at which the lift is first affected.
The implementation of LEVoGs does offer a larger variation of the activation angle. A flatter lift curve
after activation is however only possible with a higher activation angle, which in turn only offers a small
reduction of the maximum lift. The ratio of the LEVoG height to boundary layer thickness is found to be a
driving factor, with the optimum ratio for the current application found to lie between 2 and 5. An optimum
ratio for the spacing to diameter is also identified and defined for the range 2.8 to 5.
The results from the analysis of the tubercle and LEVoG parameter variation are consistent with that ob-
served in previous research. The findings suggest that both tubercles and LEVoGs can be implemented to
lower the lift production beyond the operation point for use in wind power plants. Additionally, this research
offers a better understanding of the effect of the LEVoG parameters on the resulting aerodynamic perfor-
mance. Future investigations at higher Reynolds numbers are necessary to determine whether, and to what
degree the effect of the LEVoGs changes with an increased Reynolds number.
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Abstract 

Oil holds remarkable amounts of gas which may be exchanged with bubbles. We investigate the rate at 

which bubbles dissolve in stagnant oil when rising at their natural velocity. Our experimental method is 

the rotary chamber. It allows levitation and observation of the rising bubble. Bubble sizes from 1 to 8mm 

are covered. The saturation rate of the oil ranges from zero to fully saturated. Results are produced in 

terms of the Sherwood number vs. Archimedes number. Most notable is the detection of a transformation 

of the interface with a considerable impact on the Sherwood number.  

 

1 Introduction  

Bubbles in water have been of predominant interest over decades, see Clift et al.(1978), because they are 

ubiquitous and readily made. Also the bubble-water interface is special due to the high surface tension and 

the high attraction to surfactants. However, there are other important systems and applications. In process 

engineering and lubrication technology bubbles play an important role because oil interchanges a lot of 

gas with bubbles carried along. Real vapor cavitation is a different process, yet it may interact with gas 

bubbles. To a large extent mass transfer at gas bubbles is controlled by diffusion. This has been widely 

overlooked mainly because diffusion is labelled too slow to play a role in cavitation. Peters and Honza 

(2014) as well as Groß and Pelz (2017) have conducted seminal experiments to rethink the problem. 

The present work deals with a reduced, elementary experiment on bubbles in oil. We study at what rate 

single bubbles of different gases (mainly argon, oxygen or nitrogen) dissolve into oil when they rise at 

their natural velocity. Besides the rate we determine the velocity itself, the bubble deformation and the 

state of the interface, whether it moves with the flow (mobile) or remains stagnant (immobile). The mass 

transfer results appear in dimensionless form based on the scaling parameters Sherwood number and 

Archimedes number. A clear view is obtained on the relation between bubble properties and mass transfer. 

All this is made possible by the rotary chamber technique which has been employed successfully in our 

group by Nüllig and Peters(2013, 2014). The key advantage of the chamber is that a bubble can be 

observed over its life time in a levitated position.  

All experiments were carried out in mineral white oil taken from one batch (Meguin PP20 DAB10). Not 

available physical properties were measured. 

2 Experimental  

We have been working with rotary chambers for various goals among them the bubble diffusion rate in 

water, e.g Nüllig and Peters (2016). Presently a follow-up version like in Fig.1 was employed. Two round 

plates made from acrylic glass are kept at a distance of 76 mm by a PVC-ring. This way we get a drum 

like chamber including a volume of 6.3 liter. The stability of the drum and the parallelism of the plates is 

achieved by an outer frame held together by an array of bolts. Filling and draining of the chamber takes 

place via a single port through the PVC-ring (not shown) which is closed by a small plug. The chamber is 

supported by two rubber coated rollers which are driven by a frequency controlled motor. Rotational 

chamber speeds were 1.83 rad/s for nitrogen and 1.90 rad/s for the other gases. 
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Fig. 1 Rotary chamber in side view (left) and cross view (dimensions in mm). 

Bubbles are introduced into the rotating chamber through a small center hole in one of the side plates. A 

special syringe operating with capillaries allows the predetermination of the bubble volume V and an 

injection like bubble release. For more details on chamber operation, bubble generation, bubble release 

and capillary size see Nüllig and Peters (2013, 2014, 2016). The hole remains exposed to atmospheric 

pressure at all times except for filling. It is small enough for a stable meniscus and big enough to neglect 

the capillary pressure. After injection the bubble performs a few loops before it levitates at some radial 

position close to the horizontal line. In this position forces in radial and tangential direction are 

equilibrated as shown by Nüllig and Peters (2018).  

 

Fig. 2 Sequence of images as the bubble proceeds in undersaturated oil from left to right towards the 

center of rotation. 

Fig. 2 presents a sequence of bubble images vs. time. The chamber rotates counter-clockwise about the 

crossing point. The process of diffusion starts at the left edge with a large, deformed bubble of known 

initial volume. On its way to the center it loses volume and approaches a spherical shape. Bubble position 

and shape are observed by a CCD-camera (LaVision Imager pro X 4M) with high resolution (2048 x 2048 

pixel). Illumination is provided by a diffuse light plate pulsed by a Nd:YAG laser (Solo III, New Wave). 

The arrangement of light source and camera is shown in Fig. 1. Light source and camera are fixed with 

respect to each other. They can be moved on an x-y-traverse to trace the bubble position with respect to 

the center of rotation. The images are stored in an IMX-format and evaluated using MATLAB tools. 
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The evaluation of the mass transfer is based on the precise determination of the bubble volume as it 

shrinks with time, see Nüllig and Peters (2014). The initial volume comes along with the syringe injection.  

3 Results 

Fig. 3 shows an example of recorded de(t) traces for argon.  is the saturation ratio. The bubbles were 

launched somewhat above 8 mm such that recording could begin at 8 mm. All traces show a similar 

behavior. A constant initial slope bends over to a smaller slope which is also constant. 

 

Fig. 3. Recorded de (from the equivalent spherical 

volume) for argon at different saturation ratios  (=0 

is totally degassed.) 

The Sherwood Sh number takes the form 

𝑆ℎ =  
𝜌𝑖𝑛

(𝜌∞ − 𝜌𝑠)𝐷
𝑑𝑒  

𝑑𝑅

𝑑𝑡
 

which is normally plotted against the Reynolds number. 

With respect to buoyancy we prefer the Archimedes 

number as discussed by Peters and Gärtner (2011) which reads 

𝐴𝑟 =  
𝑔 𝑑𝑒

3

𝜈𝑒𝑥
2  

With the Ostwald coefficient L one gets  𝑆ℎ =  𝐶 𝐴𝑟1/3 where dR/dt remains constant. C is 

𝐶 =  (
𝜈𝑒𝑥

2

𝑔
)

1/3

∙  
𝑑𝑅/𝑑𝑡

𝐿 (𝜒 − 1) 𝐷
 

  argon oxygen nitrogen 

bubble size χ C C C 

 (-) (-) (-) (-) 

8 (7.4) to 4 mm 

0.0 32.382 57.653 25.612 

0.2 32.490 58.021 26.043 

0.4 32.266 58.077 25.785 

0.6 31.838 59.117 26.066 

0.8 32.708 56.162 26.732 

2.7 to 1 mm 

0.0 4.735 9.909 6.068 

0.2 6.034 11.989 5.987 

0.4 6.612 12.403 6.328 

0.6 6.969 13.492 5.936 

0.8 7.160 13.066 5.930 

 

Tab. 1 Calculated values for C. Note that C>0 because dR/dt and (-1) are negative. 

 

Fig.4 displays the results as Sh(Ar) in a log-log plot. The five -traces for each gas appear now 

collectively bundled over an order of magnitude of the higher Archimedes numbers. For the smaller 

Archimedes numbers the five curves appear somewhat spread within the dark bars (nitrogen and argon 
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share the black bar). In both ranges the proportionality 𝑆ℎ ∝  𝐴𝑟1/3 is observed as indicated by the 

inserted line. In total the Sherwood number extends over 2 orders of magnitude when going from large to 

small bubbles. Therefore, the relative mass transfer at a big bubble is a hundred times more effective than 

the one at a small bubble. Note that oxygen features by far the greatest Sherwood number followed by 

argon and nitrogen.  

 

Fig. 8. Sh vs. Ar for oxygen, argon and nitrogen bubbles dissolving in white oil. 

The substantial transition of Sh between 2.7 mm to 4 mm is unusual and not straightforward. In the 

progress of the experiments we convinced ourselves that the transition is unambiguously related to the 

state of the boundary condition at the bubble surface. It means that a mobile surface at a large bubble 

gradually stiffens in the transition zone (decreasing bubble volume) to become an immobile surface. 

Although the principal existence of a transition has been proved for water by Nüllig and Peters (2018) we 

find no immediate indication in this experiment. The line of argument to follow is to consider the bubble 

rise velocity and corresponding drag coefficients. This has been shown by Nüllig and Peters (2018). 

The relatively wide transition zone means that the immobilization from large to small bubbles takes place 

gradually. The spread of the data within the bars suggests that the process is not perfectly reproducible. 

All this agrees with the cap formation concept suggested by Levich (1962). Obviously, we are not in the 

position to identify a mechanism which creates the cap. Using clean oil there is no clue on impurities and 

after all a self-structuring of the oil molecules can hardly be ruled out.  

4 Conclusion 

Gas bubbles rising in white oil were investigated with respect to mass transfer rates by a rotary chamber 

technique. The main free variables concerned the kind of gas and the pre-saturation of the oil (five pre-

saturations). Bubble sizes were limited to 0.3 mm (equivalent diameter) at the lower end due to 

experimental conditions and 8 mm at the upper end set by a natural instability of the bubbles. 

Mass transfer rates were deduced from size vs time. Already there two rate levels were observed bridged 

by a transition. The corresponding presentation in the Sherwood-Archimedes diagram shows a striking 

result. Large bubbles above the transition zone feature high Sherwood numbers proportional to Ar
1/3

. This 

dependency holds also for small bubbles below the transition. Yet the level of the Sherwood number 

appears significantly lower than predicted by an extension of the upper curve. The explanation of this 

behavior was found to be the change of the bubble interface. The large bubbles start with a mobile 
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interface which changes to immobile within the transition zone. Most likely this is caused by impurities 

which form a cap and gradually change the boundary conditions for flow and mass transfer. Therefore, 

from the perspective of the immobile interface the mobile interface enhances the normalized mass transfer 

substantially.  
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Abstract 

Being able to accurately describe gas/liquid flows on different time and length scales is still a challenging 

task. The hydrodynamic description alone is a complex challenge. Adding the prediction of mass transfer 

and reaction in the systems, the inaccuracy of the calculations increase. The Priority Program (SPP 1740) 

deals with reactive gas / liquid flows in which the chemical reaction takes place in the liquid phase to gain 

a better understanding in these systems. This subproject reduces the complexity by first analyzing single 

bubbles instead of a swarm of bubbles. This is done in an especially for this tasks developed single bubble 

rising cell. A bubble is created at the bottom of a column of liquid and the free-rising bubble is tracked 

with two high-speed cameras from two sides with an angle of 90 degrees. In order to realize a high-

resolution recording of the bubbles, the two cameras are carried on a linear guidance system following the 

bubble. This has been accomplished with a real-time control of the motor for the guidance system. 

 

1 Introduction  

The design of reactors with a gaseous phase dispersed in a liquid one, (e.g. bubble columns) is in most 

cases based on rather roughly estimated parameters. The Priority Program SPP 1740 “Influence of local 

transport processes on chemical reactions in bubbly flows” of the German Research Foundation (DFG) 

was set up to get a deeper insight in such systems. The interdisciplinary program allows a close 

cooperation between chemists, process engineers and mathematicians for both experimental work and 

simulation, e.g., using CFD. Aim of the SPP 1740 is to develop a fundamental understanding of the 

interactions in gas/liquid-reactions, especially concerning fluid dynamics, mass transfer, reaction rate and 

their influence on yield and selectivity. In this subproject, the complexity of the two-phase flow prevailing 

in a bubble column is reduced by the observation of single-bubbles. This allows highly detailed and 

reproducible experiments.  

 

2 Experimental setup 

To carry out the measurements with a high degree of accuracy, an experimental test cell has been 

developed, which enables the measurement of fluid dynamics, also considering the size and shape of 

bubbles with high temporal resolution. The system is shown schematically in Figure 1. On the left side the 

test cell is shown schematically. The main part of the system is a 2 meter long glass tube (1) with a 
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maximum filling volume of 10 liters. This tube stands on a stainless steel plate through which a glass 

capillary is inserted (2). Single bubbles can be generated at this capillary. The glass capillary is shaped 

like a straight-cut tube with different diameters or like a trumpet with a smooth opening. The glass 

capillary is connected tube to a T-piece with a PTFE tube. The T-piece is further connected to a car 

injector valve with a gas source (3) and a Hamilton syringe pump (4). The bubbles can be produced in 

different ways. An amount of gas can be injected with millisecond accuracy into the liquid filled T-piece 

by opening the car injection valve. The gas in the T-piece can be flushed out by pumping further liquid 

with the syringe pump until the gas leaves the glass capillary. The generated bubble size can be varied 

almost arbitrarily. This method is similar to that developed by Ohl (2001) with two valves. The volume for 

flushing can either be sucked out of the system beforehand with the syringe or removed from a separate 

container. Another option is to work without the syringe pump. The tube and the capillary are filled with 

gas and the valve lets a specific amount of gas pass when the car injection valve opens. 

The glass tube is covered with an octagonal acrylic glass jacket (5). This serves on the one hand as heating 

jacked to temper the system and on the other hand to reduce the optical distortions of the round glass tube. 

  
Figure 1: Experimental setup rising bubble test cell: schematic sketch (left), single bubbles rise in a temperature-

controlled glass tube (h = 2m) observed with high-speed cameras; Cross section of the system (right) 

The bubble is observed during ascent by two high-speed cameras (7) mounted 90° apart on a slide 

(Vieworks VC-4MC-M180E0-CM). In addition to the two cameras, the slide also has two LED panels (8) 

attached, which allow sufficient lighting of the bubble. The cameras have telecentric lenses (Sill TZM 

2298) and capture images at a resolution of 1400 x 1696 Px² at 200 fps. 

The speed of the motor (9) for the slide is controlled in real time by the position of the bubble in the 

picture. The start time can be triggered either via the injection valve or via an image evaluation on the 

capillary. The possible movement distance of the carriage is approx. 1800 mm. 

Thus, the trajectory of a bubble in a volume of 33 x 33 x 1800 mm³ can be measured in three-dimensional 

space. In addition to the path, the size and shape of the bubble can be traced. The volume of the bubble is 

reconstructed by row-wise measurement of the bubble width in both views (w1 and w2) and therefore 

determining the ellipsoidal area at one height. With the height of a pixel hPx, a volume element can be 

calculated. This is done for the entire bubble:  
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𝑉𝐵 = ∑ 𝜋 𝑤1,𝑖 𝑤2,𝑖 ℎ𝑃𝑥 ,     (1) 

like Timmermann (2016) did for a view from one side.  

The programming of the entire setup was realized in LABVIEW. For the motor control a cRIO system 

(cRIO-9024 from National Instrument) is used. 

The continuous phase to be measured comes in contact only with parts of glass, PTFE, PCTFE and 

stainless steel, which not only allows aqueous solutions to be tested, but also organic solvents, e.g. 

Methanol or dichloromethane. It is possible to work under a protective atmosphere (10-12), as is usually 

necessary for measurements with chemical reaction, Merker (2017). 

3 Results 

One system often measured in the literature is water with gas bubbles, Clift (1978). Figure 2 left and 

center shows the two views of the two cameras of a 2mm bubble in water. Thus, with a series of images 

the three-dimensional trajectory of the bubble can be reconstructed. It is possible to analyze the oscillation 

frequency and the movement pattern in the xy plane. The bubble volume and both the rising velocity and 

the 3D velocity along the trajectory are measured. 

A comparison with the literature, e.g., with Clift (1978) shows good agreement for non-contaminated 

systems. 

 

 

Figure 2: Two views on a bubble in water from different sides (left and middle); Reconstructed 3D bubble trajectory 

(right). 

In addition to water, other Newtonian fluids were also investigated. Different concentrations of invert 

sugar syrup were used. In Figure 3, on the left, the terminal rising velocity depending on the bubble 

diameter are shown for water and two types of syrups with viscosities of 1, 8 and 20 mPas respectively. It 

can be seen that the terminal rising velocity decreases with increasing sugar concentration and the bubble 

diameters increase. To get an idea of how the shape and size of the bubbles changes, the bubbles with the 

highest terminal rising velocity of the three different systems are shown on the right. 

A comparison with shape regimes for bubbles according to Grace (1973) shows an apt description of the 

Eötvös Number and Morton number. 
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Figute 3: Terminal rise velocities of bubbles Newtonian liquids (left); shapes and sizes of bubble with the maximum 

terminal velocity in each liquid (right) 

In addition to Newtonian media, shear thinning and viscoelastic fluids were also investigated. 

Carboxymethylcellulose (CMC) was chosen at a concentration of 10 g / kg of water. Rising velocities 

were measured as a function of bubble size, as shown in Figure 4, left, and the shape of the bubbles 

analyzed. It can be seen in Figure 4 on the right that the shape differs significantly from the shape of 

bubbles in Newtonian media. CFD simulations to predict the fluid dynamics and shape of bubbles in non-

Newtonian media were conducted and will be published elsewhere. 

 
Figute 4: Terminal rise velocities (left) of carboxymethylcellulose (CMC) and the shapes of different bubble sizes 

(right) 

 

 

 

467



4 Conclusion 

A setup was built to investigate the fluid dynamics and the mass transfer on single bubble basis, if 

necessary with a chemical reaction. This can be done with high spatial and temporal resolution. As a 

result, reliable data for the three-dimensional fluid dynamics of single bubbles are experimentally 

accessible and can be used, e.g., to validate CFD simulations. The rising test cell is not limited to aqueous 

continuous phases, inorganic solvents can also be measured. This enables the study of a broad spectrum of 

substance systems. 
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Abstract 

Experimental and numerical analyses were performed to resolve the complex 3D deformation and periodic 

shape oscillations of deformable air bubbles in water (~ 4−5 mm diameter). Characterizing the temporal 

variation of the surface-to-volume ratio was the primary interest of this investigation. It is shown that the 

surface-to-volume ratio oscillates with two dominant frequencies (or modes) called fR and fS modes in the 

following. In the literature, the oscillation modes are derived from 2D data by evaluating the temporal 

variation of the elliptical axes of the deformed bubbles. Significant differences can be detected between 

the literature values and our 3D data, suggesting that, for bigger bubbles, a 3D evaluation becomes 

necessary to avoid bias errors.  

 

1 Introduction  

Gas bubbles are frequently used in industry for two reasons. First, bubbles transfer gaseous chemicals into 

a liquid medium so that the desired chemical reactions can take place. Second, they enhance the mixing by 

generating turbulence. Mixing is very important for chemical reactions, as molecules of different species 

must come into contact for the reaction to occur. In most technical applications, bubbles of diameter  

1–10 mm are used with up to 10% volume fraction. The transfer of chemicals from the bubbles into the 

liquid depends strongly on the flow state of the surrounding media (laminar/turbulent). The size of the 

bubble is also an important parameter, since larger bubbles deform in a complex manner (Clift 1978). This 

results in a variation of the surface area, which can have an effect on the transfer of chemicals through the 

interface. The wake structure of the bubbles, and thus the generated turbulence level, depends on the size, 

shape and oscillatory modes of the bubbles. In order to understand how the mass transfer depends on the 

flow state and the bubble deformation, it is necessary to investigate the details of the 3D bubble dynamics 

in a turbulent flow. 

The specific aim of this work is to experimentally and numerically determine and characterize the shape 

oscillations of large bubbles. Several previous works have been published about the studies of freely rising 

bubbles, such as Lamb (1932), Tsamopoulos (1983) and Wang (1996). However, those examinations 

mainly focus on small bubbles. In this case, the deformations are of small amplitude and the oscillations 

can be described in terms of spherical harmonics. If larger bubbles are considered, the amplitude of the 

oscillations lead to non-linear effects, as the inviscid frequency shift described by Tsamopoulos (1983), 

for instance. Hartunian and Sears (1957) studied large scale lateral motion of bubbles, following mainly 

zig-zagging and spiraling paths, and suggested that an interaction between capillary shape oscillations and 

the translation of the bubble is responsible for the behavior. Meiron (1989), on the other hand, did not find 

such interaction in his numerical results.  

It is evident that the shape of a bubble fluctuates as a result of the turbulent shear and pressure forces of 

the surrounding liquid. In addition to that, the coupled vortex shedding behind rising bubbles leads to 
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lateral motion of the bubbles, inducing drag and lift forces on the bubbles. This was also observed by Fan 

and Tsuchiya (1990), who reported a shape oscillation with a frequency of the lateral motion. To describe 

these oscillations in the literature, two different modes are discussed: the oscillations in the equivalent 

major axis, named mode 2,0; and of that in the axes ratio, as mode 2,2.  

In Lunde and Perkinson (1997), a simple model is described linking the shape oscillations to capillary 

waves travelling on the bubble surface. Meiron (1989) noted that bubble shape oscillations have the 

character of progressive waves. The 2,0 waves are moving from the front to the rear stagnation points 

(from pole the pole), and mode 2,2 waves are travelling around the equator of the bubbles. In Fig. 1 a 

sketch visualizing the two modes is shown. It is further described in Lunde and Perkinson (1997) that the 

modes correlate with the bubble volume and deformation. The frequencies of the oscillations can be 

formulated in terms of the spherical equivalent diameter 2rε and the ellipticity ε. The speed of the capillary 

wave 𝐶 can be calculated by 𝐶 =  √2𝜋𝜎 / 𝜆𝑛𝜌𝐿. In this formula, 𝜆𝑛 denotes the wavelength, with the 

mode n around the bubble circumference, 𝜎 the surface tension, and 𝜌𝐿 the density of the liquid. The mode 

2,0 and 2,2 frequencies can be calculated according to Lunde and Perkinson (1997) as follows: 

 

𝑓2,0 =
1

2𝜋
 √

16 √2𝜀2𝜎

𝜌𝐿(𝜀2+1)
3
2𝑟𝜀

3
       and          𝑓2,2 =

1

2𝜋
√

8𝜎

𝜌𝐿𝜀 𝑟𝜀
3                       (1) 

 

The oscillation frequencies for small bubbles with a diameter up to 2–3 mm are well reported in the 

literature, but the deformation dynamics of larger bubbles is less well documented, see Lunde and 

Perkinson (1997) or de Vries (2002). Bubbles with a larger diameter become unstable and start to deform 

in such a manner that it is more difficult to measure or simulate their dynamics and surface motion. The 

aim of this work is to analyze the deformation dynamics of larger bubble with a diameter between  

4–5 mm by using a novel 3D-reconstruction technique and direct numerical flow simulation. Thanks to 

the 3D analysis approach, it becomes possible to analyze the surface-to-volume ratio of the bubbles. The 

surface-to-volume ratio covers 3D effects and is in particular relevant for the estimation of the mass 

transfer from the bubble into the liquid medium. It will be shown that the surface-to-volume ratio is a 

good measure to detect and characterize periodic bubble deformations.  

 

 

2 Experimental Setup 

The experiments were conducted in the countercurrent channel (see Fig. 2) at the Universität der 

Bundeswehr in Munich. Four LaVision Imager Pro HS cameras were used to record data at up to 0.6 kHz. 

In order to better recognize and evaluate the bubble, LED backlights were installed on the opposite side of 

the cameras. The commercial software DaVis from LaVision was used for the recording. Since the 

bubbles can move freely over the whole channel, a large measurement volume is desired. However, as a 

good reconstruction result requires a high spatial resolution, the volume has to be rather small to resolve 

 

Figure 1 Sketch to visualize the mode 2,0 and 2,2 waves. The 2,0 waves are moving from the front to the rear 

stagnation points (from pole the pole), and mode 2,2 waves are travelling around the equator of the bubbles. 
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small amplitudes of the shape oscillations. Thus, a compromise was found with a 20×20×20 mm³ volume. 

The measurement volume was located in the middle of the channel to avoid wall interactions and 

boundary layer effects.  

To keep the bubble in this measurement volume for a sufficiently long period of time, the flow speed in 

the test section was aligned with the raising speed of the bubbles by using an electronic control valve at 

the lower end of the channel. To ensure a homogeneous inflow with desired turbulent velocity 

fluctuations, a turbulence generator was installed above the measuring section. The turbulence generator 

consists of solid particles with a specific size, shape, and volume densities that were arranged in a regular 

manner by using thin yarn. Thanks to the flexibility of the yarn, the particles can oscillate around their 

equilibrium location under the action of the flow. In Haase et al. (2017), different types of particle grids 

were characterized in detail. For the experiments in this paper, a grid with 5 mm ellipses and 10% by 

volume was used. These grids can be used to create turbulences similar to bubbly swarms in the near field 

behind the particles. However, to ensure comparability with the numerical results, the measurement 

volume was placed roughly 50 mm behind the grids. Here the turbulence intensity is slightly lower and 

more homogeneous, but the statistical properties better match the conditions of the numerical flow 

simulations.  

For the oscillation measurement, 4 mm bubbles are used. The bubbles were created 0.5 m below the 

measurement volume with appropriate nozzles. The size of the bubbles is highly reproducible. For each 

measurement, several bubbles were released in the channel with at least 50 bubble diameters between 

them to avoid wake interactions. As already mentioned, to make a longer recording in the 3D-volume 

possible and to generate the turbulence with the particle grids, a counterflow was generated such that the 

velocity of the liquid is comparable with the vertical mean motion of the air bubbles. With a recording 

frequency of 600 Hz, the recording allows to resolve oscillations up to 300 Hz. 

 

 

 

The 3D-surface of the bubble was reconstructed based on the shadow images of four high speed cameras 

with a MLOS algorithm, as it is implemented in the commercial software DaVis. The MLOS algorithm 

multiplies the line of sights of each individual camera view to project the surface of the bubble onto the 

3D space. With a Matlab-Code, ellipses were fitted to the data to measure the shape and calculate the 

surface area. In Fig. 3 (left) an example of a reconstructed bubble is shown.  

To obtain a comprehensive picture of the complex phenomenon, the extensive experimental study is 

complemented by Direct Numerical Simulations (DNS), resolving the full spectrum of turbulent scales. 

This facilitates a direct comparison with experimental data, but also assists the physical interpretation. The 

 

 
 

 
Figure 2 Schematic diagram of the countercurrent channel (left). The flow velocity is regulated by an electric valve 

at the end of the measuring section. In order to generate a continuous flow, the fluid is pumped back into the water 

basin. The turbulence generators are located between the measuring section and the nozzle. Schematic representation 

of the camera setup (right) with controlled background lighting. White LEDs are used as backlight for better contrast 

in the shadows. 
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state-of-the-art two-phase flow solver PARIS (PArallel Robust Interface Simulator), described by Ling et 

al. (2017) and Tryggvason et al. (2011), implements the one-fluid formulation of the unsteady 

incompressible Navier-Stokes equations including gravitational and capillary forces. Two immiscible 

fluids are represented by a jump in density and viscosity. Propagation of the phase interface is implicitly 

calculated by an advection equation for the cell-based volume fraction of one of the phases. Cell-averaged 

fluid properties are then obtained from an arithmetic mean for density, and a harmonic mean for dynamic 

viscosity. In terms of in-cell interface treatment, advanced numerical techniques are applied: a geometrical 

Volume-Of-Fluid method including piece-wise linear interface reconstruction and a height function 

method combined with continuous surface force balancing for interface curvature determination. 

 

  
 

Figure 3 Highly deformable bubble in both experiment (left) and numerical simulation (right). In the simulation the 

coherent structures in the bubble wake are also visualized by using the Q-criterion. 

 

 

3 Results and Discussion 

Since the tomographic measurement technique allows only for a small field of view due to the spatial 

resolution constrains outlined above, the rising path itself cannot be fully resolved in this experiment. 

However, at least half of the spiraling motion can be seen in the recorded data. Nevertheless, in this 

analysis only the deformation is considered and compared with the numerical results from the simulation.  

According to Lunde and Perkins (1997) it is expected that bubbles with a radius of 4 mm exhibit 

frequencies in the range of 41 Hz for the f2,0 (oscillation of the major axis) and 28 Hz for the f2,2 

(oscillation in the axis ratio). The f2,2 frequency from the shadow images used for the 3D reconstruction 

was evaluated for comparison. The result is f2,2 ~ 25 Hz, which is in acceptable agreement with the 

literature value taking the differences of the boundary conditions into account. Thanks to the 3D 

reconstruction and the simulation, it is possible to investigate the surface-to-volume ratio in order to gain a 

better understanding of the complexity of the 3D deformation.  

Figure 4 shows the surface-to-volume ratio calculated from the 3D measurement (left image) and the 

numerical simulation (center image) for comparison. Two dominant frequencies can be clearly seen in the 

measured data, called fR and fS. fR describes the frequency of the superimposed oscillation (mean value of 

the individual frequencies), and fs the frequency of the envelope. By considering the specific frequencies 

of the bubble deformation modes that describe the lateral f2,0 and axial deformation f2,2 oscillations, we can 

write fR = (f2,0 + f2,2)/2 and fS = |f2,0 – f2,2|/2. A summary of all frequencies for the measured bubble 

diameters is given in Tab. 1.  

The measurement clearly shows that two frequencies dominate the deformation dynamics for 4 mm 

bubbles: a low one with fS =13 Hz, and a high one with fR = 48 Hz. The high frequency is possibly 

induced by capillary waves, while the low frequency seems to correlate with the periodic motion of the 

bubble. The simulation for 5 mm bubbles shows a dominant frequency around 25−30 Hz, which matches 

nicely the theoretical fR value. A dominant frequency of lower value is difficult to estimate from Fig. 4 

(center). However, in the right graph the components of the trajectory of the bubble are displayed and it is 

visible that the bubble performes a zigzag-like motion with a frequncy of around 5 Hz. This frequency 

agrees well with the theoretical fS value, but it has to be mentioned that the cause of this oscillation is not 
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the capilary wave considered in the theory. The problem is that the deformation induced by the capillary 

wave and the deformation induced by the periodic bubble path (zigzag, or spiral motion) cannot be 

distinguished from one another.  

Another interesting observation is that a correlation exists between the shape deformation due to the 

capillary waves and the path oscillations. This is indicated by Rꞌ in Fig. 4 (right), which fluctuates with a 

frequency of around 30 Hz. The high frequency oscillation of Rꞌ, which is superimposed on the low 

frequency path oscillation of the bubble, is possibly a result of the varying aerodynamic forces on the 

bubble due to high frequency geometry changes induced by the capillary waves. The analysis shows the 

potential of the combined experimental and numerical analysis. However, to confirm the physical 

interpretations, more measurements and simulations are required to resolve the physical interactions in 

detail.  

 

   
 

Figure 4 Surface-to-volume ratio measured from the 3D reconstruction (left) and the simulation (center). On the right 

side the path oscillations of the bubble split in its components derived from the simulations. While X, Y, Z are the 

coordinates bubbles center of mass (right) in space, 𝑅 = √𝑋2 + 𝑌2 + 𝑍2 and 𝑅′ = 𝑅 − 𝑅filtered. 
 

 

 

4 Conclusions 

With the introduced method for a 3D-shape reconstruction and numerical simulations, it was possible to 

resolve the complex deformation dynamics of bubbles with a diameter of 4 and 5 mm due to capillary 

waves and aerodynamic forces.  

From our experiments and simulations, it is possible to conclude that, for highly deformable bubbles, two 

dominant frequencies exist (fR and fS), which interact with each other in a complex manner. The 

decomposition of the modes yield two frequencies f2,0 and f2,2, which can be associated with capillary 

waves. Moreover, it can be concluded from the numerical results that the capillary waves induce 

Deq (mm) f2,0 (Hz) f2,2 (Hz) fR (Hz) fS (Hz) 

literature/theoretical     

4.0 41 28 34.5 6.5 

5.0 29 20 24.5 4.5 

experimental     

4.0 61 35 48 13 

 

Table 1 Comparison of the different frequencies from the reconstruction (exp.), and theoretical calculation taken 

form literature. For the first literature/theoretical values  fR  and fS are calculated from f2,0, f2,2 (f2,0, f2,2  are  calculated 

with eqn. 1 for the specific diameter). The experimental f2,0 and f2,2 values are calculated from fR and fS (fR and fS are 

derived from the measurment, see Fig. 4 left). 
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aerodynamic forces as they alter the shape of the bubble and thus the aerodynamic loads. This in turn 

alters the bubble path with high frequency. The high frequency path oscillations caused by the capillary 

waves are superimposed on the low frequency motion (zigzag or spiral) of the bubble.  

The analysis shows that the presented 3D approaches are capable of resolving the 3D bubble deformations 

with high spatial and temporal resolution. The experimental results agree fairly well with direct numerical 

simulations, taking the different bubble size into account.  

In the future, this experimental approach will allow for investigating the complex interaction between the 

bubble path, the vortex shedding, and the shape oscillation in a turbulent flow field in more detail, so that 

a deeper understanding of the physical phenomena can be obtained. In combination with the direct 

numerical simulations, the small details can also be resolved, which are not accessible with experimental 

techniques, or quantities which cannot be measured. 
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Abstract 

The motion of single bubbles in a net co-flow rising through a vertical rectangular confinement is 

experimentally and numerically investigated in this paper. A flow channel, varying from 22 mm × 5.84 mm 

to 3 mm × 5.84 mm (width × thickness) cross-sectional geometry was used in the present experimental 

investigation. The bubble sizes ranged from with 0.91 mm to 2.85 mm and the bubble motion was captured 

using a particle shadow velocimetry (PSV) measurement technique. A water/glycerol solution was used to 

control the continuous phase viscosity, while providing a fluid co-flow along with the flow of bubbles. 

Images were collected using a high-resolution, high-speed camera in a back illuminated configuration. The 

collected images from the experiments were processed using two image processing approaches of particle 

recognition to derive the bubble characteristics (size and rising velocity etc.) and particle image velocimetry 

(PIV) to determine the velocity vector map around the rising bubble, respectively. In addition, a coupled 

volume-of-fluid and level set method (VOSET) was used to numerically capture the interface of bubbles 

and compute the terminal velocity of them. It is shown that there is a good agreement between numerical 

and experimental results. Based on the results, for bubbles with diameters more than 1.56 mm, increasing 

the bubble diameter decreases its terminal velocity.

1 Introduction  

Investigation of gas-liquid flows are important due to their applications in many industries, such as bubble 

columns, heat exchangers, environmental studies, petroleum or water pipe lines (Clift, Grace, & Weber, 

1978). Dispersion of bubbles and oil droplets in a liquid medium leads to mass and heat transfer, which is 

the basis of fluid-fluid extraction (Komrakova, Eskin, & Derksen, 2013). Shape regime and terminal 

velocity of rising bubbles depends on properties of both phases such as density, viscosity, surface tension, 

fluid impurity, and the dispersed phase’s shape and size (Kulkarni & Joshi, 2005). Typically, flow of two-

phase gas-liquid fluids, in a confinement, such as circular tubes or rectangular channels are described based 

on the interactions between drag, gravity and surface tension forces. Single bubbles rising through 

unconfined channels have been widely studied (Bhaga & Weber, 1981; Böhm, Kurita, Kimura, & Kraume, 

2014); some authors have predicted terminal velocity of air bubbles passing through rectangular channels 

(Böhm et al., 2014). However, little quantitative information on the bubble rising velocity as passing 

thorough a straight mini-slot inside a rectangular flow channel appears in the literature. 

To investigate the effect of diameter on a bubbles terminal velocity, motion of seven different bubbles with 

diameters ranging from 0.91 mm to 2.85 mm were studied. Particle shadow velocimetry (PSV) was used to 

monitor bubble size and velocity experimentally, particle image velocimetry (PIV) was used to extract the 

velocity field around bubbles experimentally. VOSET method was used to simulate the fluid flow and 

bubble characteristics numerically. For each size, the bubble terminal velocity was computed and compared 

to experimental results. 
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2 Experimental Setup  

An experimental setup was developed to investigate the velocity field in the flow surrounding bubbles rising 

through a vertical rectangular confining geometry. To hinder the bubble rising velocity in the bulk fluid and 

hence being able to capture the bubble motion in the experiments, a water/glycerol solution of 93 wt% 

concentration was used as the working fluid to provide a relatively high dynamic viscosity of 0.4 Pa.s. The 

configuration allowed the passage of the bubble through a vertical confinement designed inside a flow 

channel. 

The bulk rate of the co-flow is addressed as a fluid flux defined as: 

𝑞 =
𝑄

𝐴
 (1) 

where 𝑞 is the fluid flux, 𝑄 is the volumetric flow rate and 𝐴 is the cross-sectional area. Here, one fluid flux 

of 2.64 mm/s for the bulk flow was provided to flow along with the bubbles. 

A back-light illumination approach or PSV was employed to capture the motion of bubbles rising through 

the rectangular confinement. Figure 1(a) shows a schematic of a shadowgraph setup for the experiments. 

The optical setup contained a high speed camera (CMOS SP - 5000M – PMCL, JAI Inc.) with 

2560 pixel × 2048 pixel resolution and capable of capturing up to 134 frames-per-second along with a 

macro lens (Sigma 105 mm f/2.8 EX DG) and an LED (BX0404, Advanced Illumination Inc.) source to 

provide illumination. The camera was operated with an exposure time of 30 µs to freeze the bubble motion 

and camera frame rate was controlled using a function generator (AFG3021B, Tektronics Inc.). The LED 

source was aligned with the camera on the same optical axis at the back of the flow cell to provide uniform 

illumination over the region of interest. The experimental configuration provided a field-of-view of 

8 mm × 9 mm to investigate the flow around the rising bubbles. 

 

 

(a) (b) 

Figure 1: The (a) schematic of the shadowgraph experimental setup, and (b) details of the two-dimensional flow 

geometry, which has a constant depth of 5.84 mm. All dimensions are in mm. 

Figure 1(b) shows the different flow regions in the flow cell including a parallel plate region (PPR) 

(22 mm × 5.84 mm, width × thickness) before and after a rectangular cross sectional region (RCSR) (3 

mm × 5.84 mm, width × thickness) which was the focus of this study. The flow cell was mounted vertically 

in the experimental setup and the bulk flow direction was opposite to gravity. The flow channel (5.84 mm 

depth, Optix acrylic; Plaskolit Inc.) was manufactured using a commercial laser cutter (VersaLaser VLD 

Version 3.50; Universal Laser Systems) which provided flexibility in shaping the geometry of the flow 

channel and hence the experimental design. An inlet orifice of 4 mm diameter was used to inject the working 

fluid into the flow channel via the rear window relative to the camera view and a similar orifice was used 
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for the flow outlet. An inlet tube was connected to a syringe which was mounted on a syringe pump (‘11’ 

Plus, Harvard Apparatus Inc.). Air was injected through a nozzle into the fluid medium to create a bubble.  

Hollow glass sphere particles (7 μm diameter) of 1.10 ± 0.05 g/cc density were mixed in the glycerol/water 

solution before injecting into the flow cell as tracer particles to study the motion of the fluid around the 

rising bubble. After mixing the tracer particles into the working fluid, the solution was left stationary for 

48 hours to separate particles of relatively heavier and lighter weight than the fluid. The mixture of the fluid 

and tracer particles at the middle of the solution was used in experiments. This resulted in tracer particles 

of 1 to 3 pixels in size in the images captured in the experiment. 

3 Image Processing 

Shadowgraph processing was employed to quantify the diameter and rising velocity of air bubbles in 

different locations of the flow channel. In this step, the software (Davis 8.4.0, LaVision GmbH) recognizes 

bubbles based on image intensity difference between the fluid medium and bubbles. After detecting the 

bubble area, which has relatively less image intensity, the software calculates the number of pixels in the 

projected image. This was converted into physical dimensions and finds an equivalent area diameter based 

on the assumption that the bubble is a sphere. A minimal filter was also used to determine the desired 

diameter range of particles that software should recognize. This eliminates bubbles of smaller sizes and 

gives out information only on bubbles in the desired diameter range.  

In PIV processing (Davis 8.4.0, LaVision GmbH), to brighten the tracer particles and eliminate non-uniform 

light intensity, image intensity was inverted and a “subtract sliding background” option was utilized, 

respectively. Multi-pass cross correlation with decreasing interrogation window size processing scheme was 

used to determine the velocity field in the bulk flow. A large interrogation window of 128 pixel × 128 pixel 

was chosen to capture large changes in the velocity field followed by a 64 pixel × 64 pixel window. First 

and second interrogating windows were used with three and one passes respectively, and 75 % window 

overlap in between sequential correlations. 

4 Numerical Model  

To numerically track the interface between two phases, a Lagrangian or Eulerian approach can be used. In 

the Lagrangian method, the interface is discretized and advected by interpolation of background velocity 

onto the interface (Hua, Stene, & Lin, 2008). In contrast, in Eulerian approach the interface is advected on 

one fixed mesh and is not discretized separately. Among all of the versions of the Eulerian approach, 

Volume of Fluid (VOF) (Rudman, 1997) and Level Set (LS) (Sussman, Smereka, & Osher, 1994) are two 

well-known methods. The VOF method is mass conserved but does not capture sharp interfaces, while LS 

method captures sharp interfaces, but is not mass conserved. To take advantage of both algorithms, both 

methods can be coupled (Sussman & Puckett, 2000). Sun & Tao (2010) developed the VOSET method, 

which couples VOF and LS methods. A modified version of VOSET was used by Ansari, Azadi, & Salimi 

(2016) to predict the topology of bubble motions in a stagnant fluid. VOSET uses a geometrical algorithm, 

which reduces the complexity of coupled coding and has proven to give results as precise as other coupled 

methods such as CLSVOF (Ansari et al., 2016). 

Both phases are assumed as Newtonian and incompressible with no slip velocity on the interface. With this 

assumption, one set of Navier-Stokes equations can be written for the homogenous mixture as: 

𝛁 ∙ 𝐕 = 0 (2) 

𝜌𝑚 (
𝜕𝐕

𝜕𝑡
+ 𝛁 ∙ 𝐕𝐕) = −𝛁𝑝 + 𝛁 ∙ [𝜇𝑚(𝛁𝐕 + (𝛁𝐕)𝑇)] + 𝐅𝑠 + 𝐅𝑔 (3) 

where, 𝐕 = 𝑢𝐢 + 𝑣𝐣 is the velocity and 𝑝 is the pressure of the mixture. 𝜌 and 𝜇 are density and viscosity of 

the mixture, respectively. 𝐅𝑠 and 𝐅𝑔 are surface tension and gravitational forces acting on the flow. 
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Density and viscosity are defined as: 

𝜌𝑚 = �̃�𝜌𝑐 + (1 − �̃�)𝜌𝑑 (4) 

𝜇𝑚 = �̃�𝜇𝑐 + (1 − �̃�)𝜇𝑑 (5) 

where the subscripts 𝑐 and 𝑑 represent the continuous and dispersed phases, respectively. The Heaviside 

function, �̃�, can be defined as (Sussman et al., 1994): 

�̃� = 𝐻𝜖(𝜙) = {

0

0.5 [1 +
𝜙

𝜖
−

1

𝜋
sin (

𝜋𝜙

𝜖
)]     

1

𝜙 < −𝜖
|𝜙| ≤ 𝜖
𝜙 > 𝜖

 (6) 

where 𝜙 is the distance function and is obtained geometrically for each cell based on values of volume of 

fluid, 𝛼. The details of this coupling can are reported in the literature (Ansari et al., 2016; Sun & Tao, 2010). 

The surface tension force is computed using continuum surface force (CSF) (Brackbill, Kothe, & Zemach, 

1992) as: 

𝐅𝑠 = 𝜎𝜅(𝜙)𝛿𝜖(𝜙)𝐧 (7) 

where 𝜎 is the surface tension coefficient, 𝜅 is the curvature of the interface and is defined as 𝜅 = 𝛁 ∙ 𝐧. 

𝛿𝜖 = 𝑑𝐻𝜖 𝑑𝜙⁄  is the smoothed delta function and normal vector is 𝐧 = 𝛁𝜙 |𝛁𝜙|⁄ . 

For the VOSET method, first the advection equation: 

𝜕𝛼

𝜕𝑡
+ 𝛁 ∙ (𝐕𝛼) = 0 (8) 

is solved using the well-known Young-PLIC algorithm (Sun & Tao, 2010), then the distance function of LS 

method is calculated using a geometrical procedure. Knowing the distance function, the surface tension 

force and physical properties of the mixture flow are computed and finally are introduced to Navier-Stokes 

equations to solve for pressure and velocity of the flow. The location of the interface is where 𝛼 ≈ 0.5 or 

𝜙 ≈ 0.  

5 Results and discussion 

Figure 2 plots the bubble terminal velocity from the experimental and numerical results versus the bubble 

sizes. In this plot, 𝑉𝑡−𝑅𝐶𝑆𝑅 is the bubble terminal velocity through the RCSR and 𝐷𝑒 is the bubble equivalent 

diameter, which is normalized to the RCSR width, 𝑤. A mesh size of 0.034𝑤 in both 𝑥 and 𝑦 directions was 

used to simulate the bubble motion. A velocity-inlet boundary condition was applied to the channel inlet, 

the outlet of the channel had a pressure-outlet boundary condition and no-slip wall boundary condition was 

applied to the channel walls. The maximum and minimum deviation between the experimental and 

numerical data were calculated as 11.85% for bubble diameter 2.36 mm and 1.68% for diameter 1.56 mm, 

respectively. Figure 2 indicates that for bubble sizes larger than 1.5 mm, the bubble terminal velocity 

decreases as the diameter is increased due to confining wall effects. 

The bubble terminal velocity can be derived from the vertical velocity component in the whole domain to 

develop a pseudo-Lagrangian velocity vector field for both experimental and numerical results. These 

velocity vectors are plotted in Figure 3(a) and 3(b), respectively. In Figure 3(a), 𝑦 and 𝑥 are the lengthwise 

and horizontal distances in the RCSR, which are normalized to the RCSR width, 𝑤. Qualitative comparison 

of the experimental and numerical results of the velocity field around rising bubbles shows that in front of 

and behind the bubble, both approaches give approximately the same result. The actual three-dimensional 

flow was modelled in two-dimensions, meaning that the confinement effects in the third direction are 
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neglected. This can be a reason that the numerical simulations predict a relatively stronger circulation 

between the bubble and confining walls. This is more evident for the fluid between the bubble and the 

confinement walls, where the changes in the velocity magnitude does not follow the experimental results. 

 

Figure 2 Experimental and numerical results for the bubble terminal velocity for 𝑞 = 2.64 mm/s. 

 

  

(a) (b) 

Figure 3 Pseudo-Lagrangian velocity vectors around a bubble with 𝐷𝑒 =1.56 mm from the (a) Experimental PIV, 

and (b) Numerical VOSET results, where the white edge shows the interface between the phases. 𝑞 =2.64 m/s. The 

vector fields for both plots show only every 3rd and 6th vectors in the horizontal and vertical directions, respectively. 
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6 Conclusion 

Motion of bubbles in a viscous flow inside a confined channel were investigated experimentally and 

numerically. Using PIV, the velocity field around the rising bubbles were extracted from high-resolution 

images. To simulate the flow numerically, coupled VOSET method was used. Both experimental and 

numerical results showed that for bubbles with diameters above 1.5 mm, terminal velocity decreases with 

increasing the bubble diameter due to the confining wall effect. In general, the characteristic of the flow 

were captured by the numerical model, however, variations in the results in the near wall region require 

additional investigation. 
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Abstract 

In order to get more knowledge about the flow conditions inside the gap of crankshaft main bearings, a 

special model test rig was developed. The design is based on similarity laws resulting in a scaled model 

including the detailed local bearing geometry of a genuine crankshaft main bearing. Additionally, means 

were developed to produce a simplified shaft displacement curve. Shaft displacement is a characteristic 

feature of combustion engines. During the operating cycle the crankshaft performs radial movements 

resulting in an unsteady eccentricity between shaft and liner. The individual operating cycle of any 

crankshaft bearing can show critical conditions of eccentricity in combination with its change rate that are 

prone to cavitation. Thus, the displacement mechanism of the model experiment must target these critical 

conditions to yielding a flow field similar to the real crankshaft main bearing.  

The model experiment is constructed from transparent acrylic glass that allows the access by means of 

optical measuring methods to investigate the flow field. Color visualization gives a global impression of 

the complexity of the flow problem. In addition, at selected locations inside the flow field laser-optical 

measurements produce velocity distributions in great detail. Moreover, experiments with a two-phase fluid 

reveal the bubble formation during the cavitation process. The combination of these experimental data is 

in good agreement with the validated numerical results. 

 

1 Introduction  

The flow inside the gap of a hydrodynamically lubricated journal bearing has been subject of many 

investigations since the 19th century. Osborne Reynolds (1886) laid the foundation for the mathematical 

description of the processes in the lubricating gap with his Theory of Lubrication. State-of-the-art 

simulation tools make use of this reduced two-dimensional theory during the design process of journal 

bearings. There are however, particular flow conditions where the application of two-dimensional 

methods is at the most limited or even giving false results. For example, transitional three-dimensional 

flow occurs adjacent to the local bearing geometry (grooves, feed holes etc.) and in the event of cavitation. 

These three-dimensional flows are subject of current research and the work on hand focuses particularly 

on a new experimental approach.  
The experimental investigation of the lubrication flow inside a journal bearing, between the rotating shaft 

and the stationary liner represents a challenging problem, even under the application of state-of-the-art 

measuring technology. Moreover, the validation of newly developed three-dimensional computation 

methods requires information from the inside of the flow field which falls beyond the reach of traditional 

measurement means applied to original bearings. Traditionally, experiments were carried out obtaining the 

bearing loads externally as well as measuring pressure distributions and shaft displacement by tapping the 

liner with micro probes. These techniques were applied inside fired engines or at special bearing test rigs 
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producing good results for the general understanding of journal bearing characteristics but fail to reach 

inside the flow field, entirely. 

 

2 Experimental Setup 

The geometry of the model test rig is derived from the geometry of a real journal bearing liner. At a scale 

of 1:3 all relevant dimensions were transferred to the bearing model in Figure 1. The shaft and housing of 

the model are made of transparent acrylic glass to provide optical access into the narrow lubrication gap. 

The housing can be fixed on the linear profile guide in a targeted eccentric basic position relative to the 

shaft. In summary three stepping motors are installed. The first one rotates the shaft. With the second one 

turns the housing, which is mounted on a turntable. The third stepping motor drives a cranking mechanism 

with a freely selectable speed ratio synchronous to the drive of the shaft. The cranking mechanism 

generates an oscillating movement of the housing in relation to the shaft. It has an adjustable slider for 

determining the amplitude of the oscillating movement. Thus, it is possible to adjust the maximum 

dynamic eccentricity. A micrometer screw guarantees exact positioning of the slider. 

 

 

Figure 1: Real journal bearing liner (left) from Nobis et al. (2012) and  

journal bearing model (right) from Nobis et al. (2016) 

Transient gap width conditions can be generated by means of a dynamic displacement of the bearing 

housing. Thus, it is possible to reproduce the load dependent shaft displacements in a real journal bearing 

of an internal combustion engine in a very simplified form. These relative displacements in radial 

direction between the shaft and the housing are the initial point for quench flows in the lubrication gap. 

There is no demand for copying the exact shaft displacement track of a selected operating point of an 

internal combustion engine. From the point of view of flow studies there is a need to ensure the principal 

generation of a quench flow in a reproducible manner. 

For the measurement of flow velocities inside the lubrication gap, a LDV is used. It is positioned axially 

above the bearing model and mounted on a two-way traverse system. This allows a very exact positioning 

of the measuring volume in axial and radial direction inside the gap. In order to realize different angular 

measuring positions the turntable together with the bearing housing will be rotated gradually. With this 

type of alignment the circumferential component of the local flow velocity can be measured. 

  

scale 1:3

turntable

inlet bore

linear profile guide

cranking

mechanism

stepping motor 1 stepping motor 2 stepping motor 3
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3 Geometrical Parameters 

Figure 2 shows a schematic longitudinal and cross section through the journal bearing model with the 

associated geometrical parameters. The position of the inlet bore in the housing is defined by the angle φB 

starting from the widest gap. The rotation angle of the shaft is given relative to the angular position of the 

inlet bore. By definition at a rotation angle of 0° the outlet bore of the shaft is aligned with the inlet bore 

of the housing. 

 

 

Figure 2: Schematic sections through the journal bearing model 
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The given equations (1) to (3) define in detail the average clearance (1), the relative gap width (2) and the 

relative eccentricity (3). The relative eccentricity ε sets the distance e between the center axes of shaft and 

housing in relation to the average clearance H0. According to the explanations in the section Experimental 

Setup the eccentricity is composed of two parts. The first part is given by the basic eccentric position of 

the housing compared to the shaft and is defined as the static eccentricity. The second part is caused by the 

oscillating movement of the housing and is therefore referred as the dynamic eccentricity. The following 

equations (4) to (7) define the inner volumetric flow rate caused by the rotation of the shaft (4), the 

circumferential velocity at the surface of the rotating shaft (5) and volumetric flow ratios (6) respectively 

(7). According to equation (8), the circumferential velocity U1 and the average clearance H0 are used to 

determine the Reynolds number in the lubrication gap for an adjusted rotational speed. According to 

Küntscher et al. (2014) especially for crankshaft main bearings the relative gap width is usually within a 

range of Ψ = 0,1%. Depending on the viscosity of the engine oil and the engine speed the range of the 

Reynolds number is extended from Re = 20 to Re = 300. 
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4 Visualization of gas bubble formation 

In the crankshaft main bearings of an internal combustion engine are different types of cavitation present. 

Nemec (1975) defined four basic types of cavitation. There are the so called impact cavitation, the suction 

cavitation, the exit cavitation and the flow cavitation. Every type has a own special cause and a different 

visual appearance of the resulting bearing damage. In the present paper primarily the formation of gas 

bubbles in context with the impact cavitation is discussed. 

Compared to a real journal bearing the model test rig has a considerably larger relative gap width of 

Ψ = 2,462%. As one result, no matter how large the adjusted eccentricity is, the pressure gradients in the 

lubrication gap will be comparatively low. The acrylic glass used for the main components limits the 

allowable pressure gradients anyway to a small area near the ambient pressure. However, the vapor 

pressure of new engine oil without contaminants is sometimes below 1 Pa absolute pressure. Together 

with the requirement that a clear liquid is necessary for the observation of bubble formation in deeper 

layers of fluid, a replacement fluid adapted to the boundary conditions must be used.  

Water which is enriched with carbon dioxide is well suited for this purpose. The amount of carbon dioxide 

which can be dissolved in water depends on temperature and pressure according to Diamond et al. (2003). 

With an enrichment of the water up to the respective saturation limit, a small pressure reduction causes the 

dissolution of carbon dioxide. Thus, the dissolved carbon dioxide releases the water in areas of lower 

pressure and forms visible gas bubbles. The outgassing of carbon dioxide from water is a process of the 

uncritical gas cavitation. According to Sun and Brewe (1991) the erosion of material from the bearing 

housings is primarily caused by steam cavitation. However, this method is suitable to visualize bubble 

formation, if the analogy between the pressure and temperature-dependent CO2-saturation limit in the 

model experiment and vapor cavitation in real bearings is carefully observed. 

 

 

Figure 3: Visualized bubble formation in the outlet bore of the shaft from Nobis (2017) 
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A membrane contactor is used to control the insertion of carbon dioxide into the water. In the membrane 

contactor numerous semi-permeable hollow fiber membranes provide a non-dispersed solution of carbon 

dioxide in the water. By means of pressure reducer, a targeted pressure ratio between the liquid and gas 

side in the membrane contactor can be set. The adjustment of the pressure ratio defines the amount of 

carbon dioxide to be dissolved in the water. The higher the concentration of dissolved carbon dioxide in 

the water, the more gas bubbles will be generated in local low pressure areas. The optical recording of the 

gas bubble formation process is carried out with a high-speed camera with focus in axial direction.  

The images in Figure 3 were taken with a frame rate of 250 fps at various boundary conditions. The 

documented bubble formation processes in the outlet bore of the shaft are caused by the superposition of 

two mechanisms. When the outlet bore moves out of the groove area, an abrupt reduction of the outlet 

cross section occurs. Hence, there is an eminent acceleration of the fluid which leads to a significant 

increase of the local flow velocity and consequently to a local decrease of the static pressure. Another 

consequence of the sudden reduction of the outlet cross section is a prompt reduction of the volumetric 

flow rate. The inertia of the flowing liquid in the outlet bore creates a suction effect for a short time and 

the static pressure is lowered again. In combination, both of these relationships reduce the static pressure 

briefly to a level at which the carbon dioxide releases the water and forms visible gas bubbles. The 

comparison between the three images on the right side in Figure 3 shows that a higher rotational speed or 

a higher volumetric flow rate leads to a significantly stronger bubble formation.   

It is already known that the risk of cavitation can be reduced by increasing the static pressure. However, as 

the comparison of the images in Figure 3 shows, it is nonproductive to counteract the impact cavitation in 

a journal bearing with an increase in the oil supply pressure which goes along with increasing the supplied 

volumetric flow rate. The achieved increase in the global pressure level is always accompanied by the 

increase of local flow velocities. Together with the enhancement of the local suction effects in the outlet 

bore, increasing the oil supply pressure tends to be counterproductive. In this case, changes in the 

structural design of the groove end must rather be carried out. Garner et al. (1980) propose a tangential 

groove end as a preventive procedure. In consequence the reduction of the outlet cross section is less 

abrupt when the outlet bore of the shaft leaves the groove area. The result is a significantly reduced 

tendency to impact cavitation. 

 

4 Velocity measurements in the gap 

The velocity profiles in Figure 4 illustrate the differences in the flow field between an adjustment with 

only static eccentricity (case 1) and an adjustment with only dynamic eccentricity (case 2) with otherwise 

identical setting parameters. In both cases there are transient flow conditions which are effected by the 

interaction of the Couette flow, the incoming flow through the inlet bore, the outgoing flow through the 

outlet bore in the rotating shaft and especially in case 2 the additional quench flow caused radial 

movement of the housing. Hence, the shown velocity profiles should be understood as a snapshot at a 

selected time step. The exact course of the eccentricity for each case is given in the upper diagram of 

Figure 4. For case 2 the angular position of the narrowest gap changes between φ = 0° and φ = 180°. 

Accordingly the oscillation of the housing is in the axial direction of the inlet bore. 

For the selected time step respectively rotation angle of the shaft of 1° there are nearly the same gap 

conditions for the two cases. However, in case 2 the crank drive has passed the top dead center and the 

gap will become smaller at φ = 0° during the following time steps. Consequently a quench flow into the 

direction of the increasing gap area at φ = 180° is initiated and deforms the velocity profile in a kind of 

less deflection. In this context the back flow area is comparatively decreased significant for this time step.  

The simplified radial movement of the housing leads to knowledge about the influences of the quench 

flow and causes at least temporarily flow conditions which are common for the flow field inside the 

lubricating gap of unsteady loaded crank shaft main bearings. From the point of view of the three-

dimensional flow simulations the discussed case 2 is a very complex flow problem for which no 

practicable solutions with reasonable calculation times are available today. Thus, a comparison between 

numerical and experimental velocity profiles for the transient case remains open. 
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Figure 4: Comparison of velocity profiles by a rotation angle of the shaft of 1°,  

Ψ = 2,462%, φ = 8,96 °, αin = 50% , αout = 100% and Re = 35 

in case 1 only with a static eccentricity εstat = 80% and εdyn = 0% 

in case 2 only with a dynamic eccentricity εstat = 0% and εdyn = 80% 

4 Conclusion 

The present work deals with experimental and numerical investigations of the flow field inside the 

lubricating gap of a crank shaft main bearing model. A transparent bearing model is used to visualize the 

formation of gas bubbles during impact cavitation and allows optical access into the flow to apply LDV. 

Moreover, the bearing model includes typical features of genuine crank shaft bearings such as an oil 

groove on the inside of the housing and an outlet bore inside the shaft. In addition to the geometrical 

similarity, the model experiment is fitted with an actuator that creates a movement of the housing which 

can be calibrated to reproduce specific gap width changes, which are similar to critical shaft displacement 

conditions that occur during the load cycle of combustion engines. The model fluid in the experiment is 

water enriched with carbon dioxide, which shows analogous cavitation behavior within characteristic 

pressure boundaries for the case of the impact cavitation. The experimental results of this work include 

velocity profiles of the transient flow due to the outgoing flow through the bore in the rotating shaft and 
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due to gap width changes caused by the displacement of the housing as well as flow visualization, bubble 

formation and bubble transport. The comparison between experimental and numerical results shows 

excellent agreement. For future work the visualization of the bubble formation of other types of cavitation 

which are typical for crank shaft main bearings will be carried out. For this purpose the acceleration rate 

of the housing movement especially at high eccentricity needs particular attention. From the point of view 

of the numerical flow simulation there remains work to reproduce the case where the housing is moved by 

means of the actuator resulting in a sinusoidal gap width variation. The presence of a variable eccentricity 

with simultaneous outflow through the outlet bore of the rotating shaft creates very high demands on the 

numerical model. The obtained measurement results can also be used as a basis for comparison for future 

work in the field of three-dimensional calculation of the flow inside lubricating gaps. 

 

4 Nomeclature 

B  breadth of the bearing 

e  eccentricity 

h  local gap width 

H0  average clearance 

Q0  inner volumetric flow rate 

Qin  incoming volumetric flow rate 

Qout  vol. flow rate over outlet bore in shaft 

Qrest  vol. flow rate over axial ends 

R1  radius of the shaft 

R2  radius of the housing 

Re  Reynolds number 

U1 circumferential velocity of the shaft 

αin, αout ratios of volumetric flow rates 

φ angle 

φB angle of inlet bore 

ν  kinematic viscosity 

ε  relative eccentricity 

ψ normalized clearance 

ω  rotational speed of the shaft 
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Abstract 

Droplets may appear on surfaces of machines etc. due to condensation or liquid sprays. Often there is an 

airflow over these surfaces, so that the droplet experiences a shear flow. If the critical velocity is 

exceeded, the droplet moves and may end up in a critical area influencing the functionality of the machine. 

However, there is no common definition for the initiation of a movement of a droplet, since advancing 

and/or receding contact line might move without a temporal mean movement of the droplet-center of 

gravity. Additionally, there is no generally accepted definition available to describe the critical velocity 

(e.g. bulk velocity or some shear flow velocity). In this work, a definition of the onset of a droplet 

movement is found based on a normalization of the position of the droplet-center of gravity. Furthermore, 

the effect of viscosity on the droplet behavior is studied. The influence of the droplet volume and fluid 

properties on the droplet detachment is analyzed in detail. The experimental results show that the critical 

velocity can be expressed by a mathematical correlation between the Reynolds number and Laplace 

number. The correlation provides the critical velocity very accurately. 

 

1 Introduction  

Droplet motion has great importance in several technical applications in the field of heat transfer, 

microfluid devices or process engineering. In general, droplet movement can be initiated through different 

mechanisms such as gravitation (Extrand et al., 1995), dielectric potential (Kuo et al., 2003), vibrational 

forces (Daniel et al., 2002) or shear flows (Dimitrakopoulos et al., 1997). In this paper we focus on 

droplets subjected to a velocity gradient induced by an airflow. For adhering droplet in a shear flow, a 

deformation of the droplet contour can be observed even for low Reynolds numbers in the order of O(100) 

(Seevaratnam et al., 2010). Droplets with a higher mass show a visible oscillating contour deformation in 

contrast to droplets with small volumes (Lin et al., 2006). Eventually, for increasing airflow velocity, the 

droplet starts to move. It is known that the onset of the droplet movement depends on the contact angle 

hysteresis and the droplet volume (Maurer, 2017). Furthermore, the material surface properties 

(Theodorakakos et al., 2006) and the fluid properties (Fan et al., 2011) determine the initiation of the 

droplet movement. However, the behavior of adhering droplets in airflow is not fully understood and there 

is no common definition available concerning the critical velocity and the beginning of a droplet 

movement. The behavior of droplets under the effect of an airflow is important to understand in order to 

avoid the loss of system performances and potential failures. Hence, a detailed experimental study is 

necessary to identify and understand the critical parameters.  

The present paper deals with the experimental investigation of liquid droplet behavior in a shear flow 

within a Plexiglas-channel at different flow velocities. Liquid droplets of different volume (7.8 to 39.9 μl) 

and different ratio of water-glycerine (0 to 50 %) are placed on the bottom channel wall with a syringe. 

The droplet contour position is measured by transmitted light technique. The aim of this study is to 

analyze the influence of the fluid properties, in particular, the influence of viscosity on droplet detachment 

and behavior. A clear definition of the onset of a droplet movement is found and a unique criterion in 

order to determine the critical velocity is developed. 
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 2 Experimental setup and methods 

A main aim of this paper is to investigate the influence of fluid properties on the droplet behavior while 

being exposed to an airflow. Figure 1 shows a schematic representation of the test rig. The rectangular 

channel is made of Plexiglas to analyze the droplet behavior by camera technique. Droplets are placed 

with a microliter syringe on an acrylic glass 

plate. This section can be exchanged so that 

different material properties may be 

investigated. The volume flow of air is 

controlled by a mass flow controller. The 

droplet to be recorded is located between a 

high-speed camera and a LED light source. In 

this way, the camera captures the projection of 

the droplet shadow. For each experiment the 

velocity is increased linearly. Several different 

water-glycerine solutions were used for the 

droplet. The droplet analysis tool supplies 

geometrical and physical parameters. 

The composition and the determined material 

properties at 25 °C can be found in table 1. The surface tension σd was measured by a tensiometer using 

Du Noüy's ring method. The dynamic viscosity μd was measured with a rotational viscometer. Rheological 

measurements of the listed water-glycerine solutions have shown that all liquids have a Newtonian 

behavior. The increase of the glycerine mass fraction Фg up to 50 % slightly changes the density ρd (+13 

%), the surface tension σd (-9 %) and static contact angle ϴs (74° to 68°) but significantly alters the 

dynamic viscosity μd (+477 %). Hence, the effect of the viscosity on the critical velocity is studied.  

 
Table 1: Thermophysical properties and parameters values of selected liquids at 25 °C. 

Фg VD ρd σd μd ϴa ϴr ϴs Bo 

[%] [µl] [kg/m³] [mN/m] [mPa s] [°] [°] [°] [-] 

0 7.8 – 39.9 997.05 71.96 0.89 74.5 74.2 74.4 0.73 - 2.16 

10 7.8 – 39.9 1006.26 70.38 1.31 73.2 71.5 72.4 0.75 - 2.23 

20 7.8 – 39.9 1031.38 69.82 1.76 70.8 71.5 71.2 0.78 - 2.30 

30 7.8 – 39.9 1055.58 67.52 2.41 69.5 70.5 70.0 0.82 - 2.44 

40 7.8 – 39.9 1083.63 66.77 4.25 68.2 68.7 68.5 0.85 - 2.52 

50 7.8 – 39.9 1123.55 65.77 5.14 68.4 67.6 68.0 0.89 - 2.65 

 

3 Contour of adhering and moving droplet 

Figure 2 illustrates two examples of the motion path of pure water droplets (top left) and water-glycerine 

droplets (top right) as a function of the traveled distance. The water droplet is slightly deformed by the air 

flow and assumes a typical mean deformation. The center of gravity is shifted downstream and the droplet 

has a flat curved shape in the receding position, whereas in the advancing position the contour becomes 

steeper. In fig. 2, it can be qualitatively seen that the width of the moving droplet is smaller than that of 

the adhering droplet. However, the height of the moving droplet increases in comparison with the adhering 

droplet, thereby exhibiting a more compact shape. By introducing glycerine into water, the droplet 

deformation increases, as shown in fig. 2 (top right): The droplet flattens to a greater extent and a tail at 

the rear end appears. The greater the droplet volume, the longer the droplet tail becomes and the more the 

droplet deviates from the compact shape. Under certain conditions, a droplet separation can be observed at 

the rear end, i. e. small droplets detach from the main droplet. Figure 3 shows the movement of a 39.9 µl 

 

Figure 1: Schematic of the experimental setup. 
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droplet of Фg = 50 % compared to a glycerine mass fraction of 70 %. As the amount of glycerine 

increases, the droplet spreads over a large area of the surface. In addition, the size of the separated droplets 

continues to increase. Additionally, the shape of the droplet deviates significantly from the compact shape. 

By further increasing the glycerine mass fraction, it has been observed that the contour differences 

become more apparent. The analysis of the droplet contour shows that the typical shape of the adhering 

droplet as well as the moving droplet is not significantly altered as long as glycerine mass fraction is kept 

below 50 %, as demonstrated in fig. 2 (top right). Since the behavior of the droplet movement changes 

considerably with glycerine mass fraction, the method for determining the critical velocity is specially 

developed for the compact shape, i. e. only for glycerine mass fraction up to 50 %. 

 
Figure 2: Typical patterns of adhering droplets in shear flow from non-moving to moving droplet (black to red 

contours correspond to time step: ● 0 s ● 15 s ● 18 s ● 21 s ● 24 s) for pure water (top left) and water-glycerine 

mixture of 50:50 (top right). 

 
Figure 3: Typical shape of 39.9 µl droplets without and with airflow (from left to right) for a droplet of 50 % 

glycerine mass fraction (left) and 70 % glycerine mass fraction (right). 

 

4 Definition of the onset of droplet movement and the critical velocity 

A clear and universal definition of the droplet detachment has not yet been established. In (Hao et al., 

2013), the authors chose the velocity at which the receding and advancing position are moved for the first 

time as the critical bulk velocity. But this definition is not really suitable for the global droplet movement. 

Even if a droplet detachment initially takes place, it is no indication that the droplet moves further 

downstream. Depending on the local fluid-surface system, a new wetting can occur and a new attempt to 

surpass the contact angle hysteresis is necessary. In (Maurer, 2017) a more accurate definition of droplet 

detachment is presented. The beginning of the global movement of a droplet is identified by the 

equivalence of the contact line velocity of the advancing and receding position. With our new method we 

can achieve better results; as demonstrated in fig. 4. On the x-axis, the distance covered by the droplet 

center of gravity xc is adjusted to its current droplet width dw. The ratio between the droplet velocity vd 

and the airflow velocity vf is plotted on the y-axis. For a better overview every 20
th
-time step is plotted. 

The graph can be divided into three sections that represent three different phases of movement. The first 

section (I) characterizes the oscillating movement of the droplet. A global movement downstream does not 

take place, whereas a droplet detachment has taken place several times. If the airflow continues to increase 
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the distances between the individual points become greater (II). The droplet travels a greater distance in 

the same time span. In the third section (III), the droplet is in a uniform motion and has already traveled a 

long distance. The critical bulk velocity is detected at the transition from I to II. For this purpose, the red 

square in fig. 4 illustrates the possible range. 

 
Figure 4: Dimensionless method for determining the critical bulk velocity vcrit depending on droplet velocity vd, 

droplet width dw and the distance covered by the droplet center of gravity xc for a water droplet with 23.4 µl 

volume. 

5 Influence parameters of the critical velocity 

Figure 5 (left) illustrates that the required critical velocity vcrit decreases with an increase in droplet 

volume for all ratios of water and glycerine. Similar results can be found in the works of (Burgmann et al., 

2017, Fan et al., 2011, Fu et al., 2014, Maurer, 2017) for other fluid-substrate systems. The main reason 

for this phenomenon is the influence of the droplet height. A large droplet experiences a higher local 

velocity due to the increase in the distance between the highest droplet point and the substrate surface. It is 

found that there is an increase of the critical velocity if the proportion of glycerine mass fraction grows. 

This is due to changes in the properties of the liquid caused by the admixture of glycerine in water. 

Additionally, an increase in glycerine mass fraction increases inertia and contact angle hysteresis, leading 

to an increase of the critical velocity. Furthermore, viscosity has a very big influence on the droplet 

detachment. As viscous damping and adhesion force become greater, higher drag force is needed to 

initiate a droplet movement. 

For a correlation between the critical velocity and the reference parameters two important dimensionless 

numbers can be considered: the critical droplet Reynolds number, Recrit and the Laplace number, La. The 

Reynolds number generally describes the ratio of inertial forces to viscous forces. The Laplace number is 

defined as the product of surface forces and inertial forces of a fluid divided by the square of the frictional 

force. Both dimensionless numbers are defined as follows: 

𝑅𝑒 =
𝜌𝑑𝑣𝑐𝑟𝑖𝑡𝑑ℎ

𝜇𝑑
         (1) 

𝐿𝑎 =
𝜎𝜌𝑑𝑑𝑤

𝜇𝑑
2           (2) 

v
d
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w
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(I) Droplet adhesion with strong oscillation 

(II) Movement with slight oscillation 

(III) Uniform movement 
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The fluid properties are related to the droplet. The droplet width dw and the droplet height dh are taken as 

the characteristic lengths. The curve of the critical Reynolds number versus the Laplace numbers can be 

characterized by an exponential approach. 

𝑅𝑒𝑐𝑟𝑖𝑡 = 51.04𝐿𝑎0.434        (3) 

The results can be accurately well reproduced with the derived relationship, as demonstrated in fig. 5 

(right). The coefficient of determination, R
2
 is found to be 0.99. The authors want to point out that the 

critical velocity vcrit itself can only be used as a reference for the comparison to a limited extent. The 

reason for the limitation is the usage of different definitions for vcrit, geometrical dimensions, fluid 

properties, droplet volumes and wetting properties. Hence, in this study, the correlation between the 

Reynolds number and Laplace number is formulated which includes the droplet and geometrical 

dimensions and all the fluid properties. This relation will be further extended to include additional 

influencing parameters through experimental investigations. With the aforementioned relation, 

comparison with literature values becomes more consistent. 

 
Figure 5: Critical velocity and critical bulk velocity for the onset of droplet movement for different ratios of 

glycerine and different droplet volumes (left) and dimensionless representation based on Reynolds and Laplace 

numbers (right). 

6 Conclusion 

The analysis of the droplet contour shows that the typical shape of the adhering droplet as well as the 

moving droplet is not significantly altered as long as glycerine content is kept below 50 %. It is found for 

all cases that the critical velocity decreases with increasing droplet volume, which is in agreement with 

literature. Measurements show the same trend of the critical velocity decrease for all ratios of water and 

glycerine. But there is an increase of the critical velocity that is needed to move the droplet if the amount 

of glycerine is increased, i.e. the increase of viscosity leads to an increase of the critical velocity. The 

critical velocity can be expressed by a Reynolds number based on droplet density and viscosity:         

𝑅𝑒 =
𝜌𝑑𝑣𝑐𝑟𝑖𝑡𝑑ℎ

𝜇𝑑
. Viscosity effects can be represented by the Laplace number, which is the ratio of surface 

and inertia forces to viscous forces: 𝐿𝑎 =
𝜎𝜌𝑑𝑑𝑤

𝜇𝑑
2 . The graph of the critical Reynolds number versus the 

reciprocal Laplace numbers (which represents the effect of viscosity) seems to show a good law. Further 

investigations are necessary to understand in detail the complex behavior of droplet. Therefore, different 

material surface properties will be analyzed and the influence of surface tension will be thoroughly 

examined. The aim of future investigations is to extend the mathematical correlation to include various 

other influencing factors in order to predict the initiation of the droplet movement more accurately. 
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Abstract 

We study flow-induced particle motion on regular substrates at low particle Reynolds numbers. The shear 

flow is created and controlled with a rotational rheometer in the parallel-disk configuration. Particle rotation 

is detected using marks on the surface of the mobile beads. At the onset of motion, we find that single mobile 

beads carry out a rolling motion along the substrate, irrespectively of their degree of exposure, angle of 

repose or deviations from spherical shape.  

 

1 Introduction  

Bedload transport and incipient particle motion is encountered in a wide range of industrial and natural 

processes, ranging from sediment transport in river and oceans to conveying and cleaning of surfaces, see 

e.g. Burdick et al. (2005), Wierschem et al. (2008), Stevanovic et al. (2014), to name just a few. Due to its 

broad range of application, flow-induced incipient particle motion has been studied extensively for decades, 

yet mostly under turbulent conditions (e.g. Yalin and Karahan 1979; Valyrakis et al. 2010). However, during 

the last decade, also incipient motion in laminar flows, where the wide spectrum of length scales interacting 

with the bed is avoided (Derksen and Larsen 2011), has been studied intensively, see e.g. Charru et al. 

(2004), Ouriemi et al. (2007), Seizilles et al. (2014), Hong et al. (2015), Agudo et al. (2017a). 

 

The threshold for the onset of granular motion depends on the type of motion (Ling 1995; Agudo et al. 

2017a). The particle motion is typically characterized by rolling, sliding, and bouncing (Charru et al. 2004; 

Ouriemi et al. 2009). There have been many approaches to study flow induced particle motion at surfaces 

and in bedload transport (see e.g. Lee et al. 2000; Papanicolau and Knapp 2006; Böhm et al. 2006; 

Wierschem et al. 2008; Agudo et al. 2017b). Here, we focus on the particle motion close to onset at low 

particle Reynolds numbers. The substrate consists of a monolayer of regularly arranged fixed beads. Particle 

rotation is detected using marks on the surface of the beads. 

 

2 Experimental set-up 

The experiments were carried out placing a single glass bead with a density of (2.530 ± 0.025) g cm-3 and a 

diameter of (405.9 ± 8.7) μm on a regular substrate made of spheres of same size. The substrate had a size 

of 15 x 15 mm². It was arranged in quadratic order with a spacing between the spheres of about 14 µm. The 

regular spacing was obtained by depositing and gluing the glass beads on a stainless steel sieve. The 

substrate was fixed on a support and placed on the bottom of a circular container with an inner diameter of 

176 mm and with 25 mm high sidewalls made from Plexiglas. The container was placed in a rotational 

rheometer. The mobile bead was placed on top of the substrate center. The substrate was placed off-centered 

495



into the container such that the mobile bead was at a distance of 21 mm from the turning axis of the 

rheometer. As rotating top plate in our parallel-disk configuration, we used a glass plate of 65 mm diameter. 

 

As liquid, we used a silicon oil with a viscosity of (103.0 ± 3.3) mPas and a density of (0.965 ± 0.005) g/cm3 

at a temperature of (295.16 ± 0.5) K. The laminar shear flow was set up and controlled with the rheometer. 

The shear flow was characterized by the shear-rate given by �̇� = 𝛺𝑟 ℎ⁄ , where Ω, r, h are plate angular 

velocity, radial distance between mobile particle and turning axis of the rheometer, and the gap width 

between the top of the substrate and the rotating rheometer plate, respectively. The experiments were carried 

out at a gap width of 2 mm. We study the particle motion at the critical Shields number for incipient motion. 

The Shields number, θ, is defined by: 

𝜃 =
𝜈�̇�

(𝑆 ⁄ −1)𝑔ℎ𝐷𝑆
,      (1) 

where ν, S, , g, DS indicate kinematic viscosity, bead density, fluid density, acceleration of gravity and 

bead diameter, respectively. The particle Reynolds number, defined by 

𝑅𝑒𝑃 =
�̇�ℎ

𝜈
(
𝐷𝑆

ℎ
)
2

      (2) 

remained below 1 for all experiments.  

 

The particles were illuminated and detected through the rotating disk. To analyze the particle motion, the 

mobile beads were marked. The locations of the mobile bead and of the markers were tracked in a sequence 

of images and evaluated with image processing software, see Agudo et al. (2017b) for details: The bead was 

identified after cropping the images by applying Canny edge detection and circular Hough transform. As a 

precondition for the mark identification, the marks had to be within the area of the identified bead. They 

were recognized by appropriate thresholding. For further details on the substrate preparation and on the 

setup we refer to Agudo and Wierschem (2012), Agudo et al. (2014), and particularly to Agudo et al. (2018). 

 

3 Experiments 

First, we studied the rotating incipient motion of a single spherical bead on the substrate. Therefore, we 

determined the rotation angle of the bead following the marks on the bead and compared their position to 

that of the bead. Figure 1 depicts the angle of rotation from the initial position to the adjacent equilibrium 

position as a function of the relative trajectory between two neighboring valleys along the substrate. The 

experimental results are compared to the angle for a pure rolling motion. The diagram shows that the bead 

fulfilled a pure rolling motion while traveling along the substrate. This also holds for beads of other materials 

and on other substrates (Agudo et al. 2014). 

 
Figure 1: Angle of rotation for a single bead. The line indicates the angle of rotation for a pure rolling motion. 
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Next, we considered a bead that was completely surrounded by neighboring immobile particles. To this end, 

we built a cage with tungsten-carbide/cobalt (94:6) beads of same diameter as the glass beads. They have a 

density of (14.95 ± 0.03) g cm-3. Due to the much higher density they remained immobile in the shear flow 

that moved the hidden mobile glass bead. The initial motion ended once the bead touched its neighbor in 

front. The bead left the cage only beyond a Shields number that was almost 8 times larger than the critical 

one for an exposed bead. We remark that adding further immobile beads did not have any effect on the 

critical Shields number. Evaluating the motion of the marks on the bead surface showed that rolling was 

again the mechanism of motion at onset. Figure 2(a) provides an example for the upwinding bead motion. 

Figure 2(b)-(d) depict snapshots during the climb over the neighbors. The starting position, where the bead 

was in contact with two neighbors, is shown in Figure 2(b). For this position, the pivot angle is about 85.7°. 

We remark that the bead reached this position by rolling from its equilibrium position in the valley of the 

substrate (not shown). In a later stage, when the bead was close to the plateau on top of the neighbors, the 

bead became more exposed to the flow and deviations from pure rolling motion were observed. 

 

 

   

Figure 2: (a) Angle of rotation for an entirely hidden single bead during the climb over the neighbors. The solid 

line represents the angle of rotation for a pure rolling motion. The dotted line is shown to guide the eye. (b)-(d): 

Snapshots during dislodgment of the marked bead. The time instances are indicated in the diagram. Flow is from 

right to left. 

 

To see, whether rolling motion also prevails where deviations from spherical shape are significant, we 

prepared a dumbbell formed by two beads glued together. As shows Figure 3 even a dumbbell performs a 

rolling motion. 
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Figure 3: Sequence of pictures showing a top view of two glass beads glued together during the incipient rolling 

motion. The beads forming the dumbbell are marked to guide the eye. Flow is from right to left.      

 

4 Conclusion 

We examined different configurations for flow-induced particle motion on a regular substrate: a single 

exposed bead and a bead caged by immobile spheres of same size. Deviation from spherical shape were 

considered with a dumbbell formed by two beads. In all studied cases, we find that the beads rolled during 

the incipient motion. 
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Abstract 

In this work the oscillation of adhering droplets in shear flow is analyzed for different fluid properties and 

droplet sizes. A water droplet of different volume (5 to 40 µl) and different portion of glycerine (0 to 

50 %) is placed on a channel wall. Droplet height is less than 10 % of the channel height and therefore 

within the highest gradient of the velocity profile. Velocity of the channel flow is increased in each case 

from 0 to values at which the droplet detaches from the channel wall surface. Corresponding Reynolds 

numbers are up to 𝑅𝑒𝑐ℎ = 104. The droplet shape and contour deformation is analyzed by transmitted-

light technique. For selected cases, the flow inside the droplet is measured by Particle-Image Velocimetry 

(PIV) using an infrared laser-diode and a CMOS-high-speed camera. The analysis of the temporal 

behavior of the droplet contour shows that the droplet oscillates with distinct peak frequencies. These 

frequencies can be associated with the first resonant frequency 𝜔𝑅 and half of that value. Additionally, 

frequencies of higher order modes appear for higher flow velocities. Increasing the amount of glycerine 

does not change the spectrum concerning the frequencies but changes the amplitudes: a significant 

damping of the oscillation can be observed. This damping effect can be directly linked with the increasing 

viscosity with increasing amount of glycerine. Additionally, this effect corresponds to an increase of the 

critical velocity that is needed to move the droplet. PIV measurements inside the oscillating droplet show 

that at low flow velocities in the temporal mean there is a clockwise rotation inside the droplet. For 

increasing incoming flow velocity in the temporal mean a second vortical structure appears at the 

downstream part which is counterclockwise rotating. This counterclockwise rotating structure becomes 

more dominant and the clockwise rotating structure seems to vanish for increasing velocity. The 

instantaneous flow structure inside the droplet is governed by vortical structures and a strong horizontal 

back- and forth-movement. These flow patterns appear regularly and can be correlated with the detected 

characteristic frequencies of the contour oscillation. Understanding the inner flow structure of oscillating 

droplets will help to improve the numerical modeling of these two-phase flows such that onset and droplet 

movement itself can be predicted more precisely. 

 

1 Introduction  

Condensed droplets or liquid sprays appear in many technical applications. These droplets may attach and 

adhere to the surfaces of the apparatus. It is possible, that there is an additional gas flow over these 

surfaces. Under critical conditions the initially adhering droplets may move. It is known from experience 

that droplets unexpectedly migrate to parts of the apparatus where they may lead to corrosion effects or 

electrical shortcuts. The specific critical conditions for such a droplet movement are not completely 

understood. Additionally, the prediction of droplet movement by means of numerical simulations is 

complex due to several problems e.g. modeling of contact angle hysteresis and surface tension force and 

undesired damping of the inner flow of the droplet (Maurer, 2017). 

However, some general aspects are already known: larger adhering droplets in shear flow are deformed 

(Seevaratnam et al., 2010) and start to oscillate (Lin et al, 2006). These droplets stick to the surface until a 

critical flow velocity is reached and the droplet moves downstream still in contact with the surface. It is 

also known that this flow velocity at least depends on contact angle hysteresis and droplet volume (Fan et 
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al, 2011). In literature there is no common definition of the critical velocity: it might be the channel bulk 

velocity as in Fan et al. (2011) or in Maurer and Janoske (2015) or the local velocity of the shear flow 

profile at the maximum height of the droplet. Additionally, the droplet movement can be divided in 

several typical phases, e.g. movement of the advancing and/or receding contact line or gliding phase. The 

differentiation of these phases and especially the onset of the movement itself are hard to define. In our 

latest work a robust definition of the onset of droplet movement has been found (Barwari et al., 2018) and 

it has been pointed out that is advantageous to refer to the local velocity of the shear flow profile at the 

maximum height of the droplet for the definition of the critical flow velocity (Burgmann et al., 2017). 

However, the mechanisms of droplet instability for adhering droplets in shear flow are still insufficiently 

described. In this work we focus on the oscillation of the droplet contour and the arising instability of the 

inner flow structure of the droplet in shear flow. 

 

2 Experimental set-up and methods 

The liquid droplet behavior in a shear flow is analyzed in a Plexiglas-channel of rectangular cross-section 

at different flow velocities. A water droplet of different volume (5 to 40 µl) and different portion of 

glycerine (0 to 50 %) is placed on the bottom channel wall by a syringe. Volume flow rate of the air flow 

is defined by a mass flow controller. The channel length is sufficient to provide fully developed laminar or 

turbulent flow at the measurement section. The velocity profile at the location where the droplet will be 

placed is measured by hot-film anemometry (TSI 1750 CTA). Droplet height is less than 10 % of the 

channel height in each case, such that the droplet is within the strongest velocity gradient of the channel 

flow (fig. 1). 

The air flow rate is continuously increased in a single measurement until the droplet starts to move and is 

transported downstream. The temporal droplet behavior is measured by high-speed visualization using 

transmitted-light technique: a LED illuminates the droplet from the back such that a high-speed camera 

(MotionBLITZ EoSens Cube7) records the shadow of the droplet. Hence, images of the droplet provide a 

strong contrast for the application of an edge-detection algorithm. A Fast Fourier Transformation (FFT) is 

applied on the time-dependent contour position such that the droplet oscillation and the corresponding 

frequencies can be analyzed. The increase of the glycerine ratio up to 50 % only significantly alters the 

viscosity µ (+477 %) but only slightly density 𝜌 (+13 %) and surface tension 𝜎 (-9 %). Hence, the 

supposed damping effect of the viscosity on the oscillation can be studied. 

For selected cases, Particle-Image Velocimetry (PIV) is applied to analyze the flow inside the droplet. The 

PIV-system consists of an infrared laser-diode with 𝜆 = 805 nm and 50 W electrical power in cw-mode. 

Laser light is focused and formed to a thin light sheet (1 mm thickness) by a lens-system. The tracer 

particles (polystyrol) with a mean diameter of 4.2 µm are premixed into the water which is used to form 

the droplet. An 8 bit HCC1000 CMOS-high-speed camera with 1.024 × 1.024 pixels is used. The modular 

c-mount zoom-lens of the camera has a low focal depth, such that the particles in the center plane of the 

droplet are in focus, although the light sheet is relatively thick. Particles on the droplet surface are out-of 

 
Figure 1: Experimental set-up for the investigation of the channel flow condition by 

means of hot-film anemometry (left) and corresponding velocity profiles for        

𝑅𝑒𝑐ℎ = 2.500, 12.400 and 22.200, respectively, also showing a typical droplet size 

(right). 
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focus and can be eliminated by image processing. In the PIV measurements 1.024 image pairs are 

recorded in each case. For each image pair PIV post-processing is performed using a scheme of adaptive 

cross-correlation and an interrogation window size of 32 px with 50 % overlap. 

3 Results 

The analysis of the temporal behavior of the droplet contour shows that the typical shape of the non-

moving and moving droplet is not significantly altered within the investigated range of glycerine-content 

(0 to 50 %). Contour-images show a typical mean deformation of the droplet in a way that the center of 

gravity is shifted downstream and the upstream part of the droplet exhibits a flat curved shape whereas 

downstream the contour becomes steeper (fig. 3). Further details can be found in Barwari et al. (2018). 

 
Figure 4: Contour oscillation and characteristic frequency spectra for an oscillating 20 µl water droplet in a shear 

flow for channel flow of 35 %, 52 % 70 % and 87 % of the critical velocity (left to right) 

The oscillation of the droplet contour is recorded and analyzed by FFT. It was found that the droplet starts 

to oscillate with an up- and down-movement and additionally with a back- and forth-movement. As 

indicated in fig. 4, the temporal mean contour is shifted in a way that the center of gravity moves 

 
Figure 2: Experimental set-up for the investigation of the contour oscillation (left) and the inner flow structure of the 

droplet by means of PIV( center and right) 

 
Figure 3: typical shape of a 23,4 µl droplet without and with shear flow for pure water droplets (left) and droplets 

of 50 % water and 50 % glycerine (right) 
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downstream for increasing channel flow velocity. The bandwidth of contour position is indicated by the 

broad red band. However, the up- and down-movement and the back- and forth-movement still co-exist 

for the stronger deformed droplet. It was found that the oscillations in x- and y-direction possess the same 

spectra. The spectra reveal distinct peak frequencies. These frequencies can be associated with the first 

resonant frequency 𝜔𝑅 and half of that value according to the formula given by Lamb (1932) with 𝑙 being 

an integer value of 2 or higher, 𝜎 and 𝑚 are the surface tension and mass of the drop, respectively.  

𝜔𝑅 = √
𝜎

3𝜋𝑚
𝑙(𝑙 − 1)(𝑙 + 2)     (1) 

Although this formula initially was given for a free droplet, it seems to be applicable for adhering droplets 

of almost spherical cap-shape.  

Interestingly, the spectra do not change concerning the resonant frequency 𝜔𝑅 when the shear flow velo-

city increases: the amplitudes rise but the dominant frequency peaks remain. But frequencies of higher 

order modes (𝑙 =3 and 𝑙 =4) appear for higher flow velocities (fig 4). Increasing the amount of glycerine 

does not change the spectrum concerning the frequencies but changes the amplitudes: a significant 

damping of the oscillation can be observed (fig. 5). The damping of the droplet oscillation corresponds to 

an increase of the critical velocity that is needed to move the droplet as shown in Barwari et al. (2018). 

 
Figure 5: Frequency spectra for an 8 µl droplet of different ratio of water/glycerine showing the damping effect of 

the viscosity and the independence of the oscillation frequencies on viscosity 

PIV measurements inside an oscillating 20 µl water droplet show that at low flow velocities, i.e. 

approximately 20 % of the critical velocity, in the temporal mean there is a clockwise rotation inside the 

droplet (channel flow from the left). For increasing channel flow velocity in the temporal mean a second 

vortical structure appears at the downstream part which is counterclockwise rotating (fig. 6). This 

counterclockwise rotating structure becomes more dominant and the clockwise rotating structure seems to 

vanish for increasing velocity. Interestingly, the mean flow structure in a horizontal measurement plane is 

also completely changed: in each investigated case there are two counter-rotating structures leading to a 

strong flow at the edge of the droplet and a counter-movement in the center. For increasing channel flow 

velocity the rotation direction of the two vortical structures changes completely (fig. 6). 

Analyzing the temporal change of the flow inside the droplet shows that there are clockwise rotating 

structures moving from the front to the back part of the droplet. Additionally a strong horizontal back and 

forth movement is observed. These flow patterns appear regularly and can be correlated with the detected 

characteristic frequencies of the contour oscillation. The movement of the clockwise rotating vortex inside 

the droplet seems to correspond to 1 2⁄ 𝜔𝑅 whereas the strong lateral back- and forth-movement corre-

sponds to 𝜔𝑅. For higher channel flow velocities more unstructured flow pattern appear. Interestingly, 

although the temporal mean flow field completely changes when the flow velocity is increased, the 

contour frequency spectrum does not significantly change. Only higher order modes appear that might be 
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linked to the unstructured flow pattern observed in PIV results. There is a need for further analysis and 

measurements. 

 
Figure 6: Temporal mean velocity field inside an oscillating 20 µl water droplet for increasing channel flow velocities 

(left to right: 23 %, 41 % and 68 % of the critical velocity).Top: side view, bottom: bottom view 

 
Figure 7: Instantaneous velocity field inside an oscillating 20 µl water droplet at 23 % of the critical velocity showing 

the repeating pattern of the downstream movement of the clockwise rotating vortex (recording frequency 𝑓 = 115 𝐻𝑧) 

resulting in a frequency of 1 2⁄ 𝜔𝑅 

 

4 Conclusion 

Adhering droplets in shear flow start to oscillate before the flow velocity is high enough to move the 

droplet. In this work a deeper insight into the droplet instability is gained. It has been shown that the 

almost spherical-cap shaped droplet oscillates with distinct peak frequencies that can be associated with 

the resonant frequency 𝜔𝑅 of a spherical droplet of the same volume. Changing the ratio of water and 

glycerine of the droplet-fluid only significantly changes the viscosity. Hence, based on the present data it 

can be stated, that the oscillation frequency only depends on the droplet volume and surface tension but 

not the viscosity. However, for increasing viscosity a significant damping of the oscillation can be 

observed. This damping effect can be directly linked with the increase of the critical velocity that is 

needed to move the droplet. It has been observed that for higher channel flow velocities frequencies of 

higher order modes appear for higher flow velocities. PIV measurements have been performed to analyze 

the inner flow structure of the oscillating droplet and to link that flow structure with the contour 

oscillation. It has been found that the inner flow structure in the center plane is dominated by a clockwise 
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rotating vortex which periodically moves downstream with 1 2⁄ 𝜔𝑅. A strong back- and forth-movement 

with 𝜔𝑅 was found. Obviously, this second flow pattern dominates for increasing flow velocity since the 

amplitude of this frequency rises significantly. In the temporal mean the combination of the clockwise 

rotating vortex and the back- and forth-movement leads to a flow pattern inside the droplet which looks 

like a strong counter-clockwise rotating vortex. Additional measurements from the bottom of the channel 

also reveal a reverse of the rotational flow structure. 

PIV-measurements from below through the wall are applicable when this wall can be made transparent as 

in this case and also demonstrated by e.g. Marin et al. (2016) for non-moving evaporating droplets. When 

the wall is non-transparent, e.g. a porous wall, this optical access cannot be provided. Hence, PIV 

measurements have to be performed through the curved surface of the droplet. As shown by Minor et al. 

(2009) for a non-oscillating droplet in shear flow, the precision of the measurement of the inner flow 

structure of the droplet can be increased using ray-tracing methods. The oscillating contour of the droplet 

in this case hinders the application of a ray-tracing correction. Hence, the results presented here only show 

typical pattern of the flow inside an oscillating droplet. Precise measurements may be possible using fast 

adaptive optics that correct the distortion of the droplet surface (Teich et al., 2016, 2017). Additional 

measurements are planned using these techniques. Understanding the inner flow structure of oscillating 

droplets will help to improve the numerical modeling of these two-phase flows such that onset and droplet 

movement itself can be predicted more precisely. 
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Abstract 

Flow of an oil droplet in a net fluid co-flow through a vertical rectangular confinement is investigated in 

this study. Oil-in-oil emulsion can lead to coalescence of fine droplets forming into relatively larger droplets 

that need to be investigated individually. Emulsion can occur in a variety of industrial processes, where the 

effect of both body forces and surface forces should be considered. Here, the passage of a single oil droplet 

through a 3 mm × 5.84 mm (width × thickness) rectangular confinement, where the oil droplet diameter is 

relatively larger than the confinement width (3 mm), is monitored. A particle shadow velocimetry (PSV) 

system is employed as the optical measurement technique to capture the fluid flow motion inside and around 

the oil droplet as rising through the confinement. Transparent canola oil was used as the oil droplet and 

glycerol was chosen as the working fluid, allowing matching of the refractive index of both phases. The 

velocity field around and inside oil droplets were determined using a particle image velocimetry (PIV). Near 

the confining walls, PIV interrogation windows can potentially overlap with the wall or different flow 

features. In order to increase the resolution of the measurement, particle tracking velocimetry (PTV) image 

processing was assessed here. In PTV processing, since the particles are tracked individually (no 

interrogation window), sparse data sets are generated. To allow comparison of the two approaches, the PTV 

sparse data field was interpolated onto a regular grid and compared to PIV. While good general agreement 

was achieved, the spatial averaging of PIV resulted in a smoother vector field while noise was evident in 

the PTV as a result of the limits of particle detection inherent to the approach. 

1 Introduction  

Fluid particles, such as oil droplets, are important and applicable in many industries. Dispersion of liquid 

droplets in a fluid medium improves the mass transfer between the droplet and fluid medium, which is the 

base of fluid-fluid separation or separating liquid components of a multiphase solution (Komrakova, Eskin, 

and Derksen 2013). In liquid-liquid extraction processes, groups of liquid droplets are typically injected into 

the solution and hence the droplets would interact with each other. However, understanding the flow 

behavior of single oil droplets helps to study other types of droplet flow, such as flow of several droplets 

rather than single ones. Several forces are exerted on a droplet as it moves in a fluid medium, which are 

classified as surface forces and body forces that act on the droplet surface and volume of droplet 

respectively. For a moving oil droplet, main body forces are buoyancy, gravity and drag force, and surface 

forces are surface tension, viscous and surface charge forces (Kulkarni and Joshi 2005). 

Many studies have been performed experimentally investigating of rising path, rising velocity, drag 

coefficient and shape oscillation of oil droplets as moving in an infinite fluid medium (Bäumler et al. 2011; 

Eiswirth et al. 2011; Thorsen, Stordalen, and Terjesen 1956; Wegener, Kraume, and Paschedag 2009). 

However, experimental investigation of flow inside and around an oil droplet rising in a fluid medium can 

be challenging due to the difficulties in running experiments for such a system (Ninomiya and Yasuda 2006) 

and the potential problems of light scattering at the droplet interface. Comparison of the experimental results 

may not be valid, mainly because of difficulties in addressing the impurities in the fluids (Wegener, Kraume, 
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and Paschedag 2009). As a result, mostly numerical approaches have been undertaken to investigate the 

flow pattern inside and around a rising/falling oil droplets in a fluid medium and the results were validated 

with empirical correlations and/or collecting experimental data (Bäumler et al. 2011; Eiswirth et al. 2011; 

Komrakova, Eskin, and Derksen 2013). 

In this study, in order to avoid potential illumination issues that might ensue by using a standard particle 

image velocimetry (PIV) approach, a particle shadow velocimetry (PSV) setup is used to investigate the 

flow inside and around a canola oil rising in a glycerol continuous phase. This paper quantifies the fluid 

flow of oil droplets as the fluid and droplets flow in a vertical narrow straight slot in the opposite direction 

of gravity. PIV was employed to process data images and quantify the velocity field around and inside the 

oil droplet. Near the confining wall region, the PIV interrogation windows might overlap and perhaps 

deteriorate the measurement resolution. Therefore, particle tracking velocimetry (PTV) was used to increase 

resolution here and the results are compared to PIV. This experiment was carried out for one bulk flow rate 

and one droplet of larger size relative to the confinement width was generated to investigate the effect of 

confining wall on the flow inside the oil droplet near the walls.  

2 Experimental Setup 

An experimental setup was developed in such a way as to allow investigation of the velocity field around 

and inside a single oil droplet rising through a vertical rectangular confining geometry. The configuration 

allowed the passage of the droplet through a vertical confinement designed inside a flow channel. In this 

study, the bulk flow rate is addressed as fluid flux, which is defined as: 

𝑞 = 𝑄/𝐴 (1) 

where 𝑞 is the fluid flux, 𝑄 is the volumetric flow rate and 𝐴 is the cross-sectional area. Here, one fluid flux 

of 2.64 mm/s for the bulk flow was provided to flow along with the droplets. Even though matching 

refractive index (RI) is a more important than viscosity, the viscosity of the bulk fluid should still be 

relatively high to provide a creeping flow regime. In this experiment, transparent canola oil was used as the 

droplet and 100 Wt% glycerol was employed as the working fluid, which are immiscible fluids. The 

refractive index (RI) of canola oil and glycerol were measured as 1.4730 and 1.4723 respectively (Abbe-

3L, Bausch and Lomb). The canola oil viscosity was measured as 0.0738 kg/(ms), using a rotational 

rheometer (Rheolab QC, Anton Paar GmbH) with double gap measuring cup (DG42,  Anton Paar GmbH). 

The density of the canola oil was also measured as 915 kg/m3 using a force tensiometer (K100, KRUSS 

Scientific Instruments, Inc.) with the measuring probe for density measurements (DE0601, KRUSS 

Scientific Instruments Inc.). The glycerol properties for density (1261 kg/m3) and dynamic viscosity 

(1412 kg/(m.s)) were acquired from the literature (Segur and Oberstar 1951; Trejo González, Longinotti, 

and Corti 2011).  

Microbeads particles (Dynoseeds® TS 10, Microbeads Skedsmokorset, Norway) of 10 µm size and 

1050 kg/m3 density were mixed in the canola oil and glycerol as the tracer particles before injecting into the 

flow channel. After mixing the tracer particles into the droplet and working fluids, the solution was left 

stationary for 48 hours to separate particles of relatively heavier and lighter weight than the fluid. The 

mixture of the fluid and tracer particles at the middle of the solution was used to be injected into the system. 

This resulted in tracer particles of 1 to 3 pixels in size in the images captured in the experiment. 

A PSV, or back-light illumination approach was employed to capture the motion of droplets rising through 

the flow cell. Figure 1 shows a schematic of a shadowgraph setup for the experiments. The optical setup 

contained a high speed camera (CMOS SP - 5000M – PMCL, JAI Inc.) with 2560 pixel × 2048 pixel 

resolution capable of capturing up to 134 frames-per-second along with a macro lens (Sigma 105 mm f/2.8 

EX DG) and an LED (BX0404, Advanced Illumination Inc.) source to provide illumination. The camera 

was operated with an exposure time of 360 µs to freeze the droplet motion and camera frame rate was 

controlled using a function generator (AFG3021B, Tektronics Inc.). The LED source was aligned on the 

same optical axis as the camera at the back of flow cell to provide uniform illumination over the region of 
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interest. The experimental configuration provided a field of view (FOV) of 8 mm × 9 mm to investigate the 

flow inside and around droplets. 

 

Figure 1: The schematic of the shadowgraph experimental setup 

Figure 2(a) shows the 60 mm × 250 mm flow cell design, which consisted of a flow channel and two PMMA 

side windows confining the flow channel and developing the required rectangular shape. The flow channel 

of 5.84 mm depth (Optix Acrylic; Plaskolit Inc.) was manufactured using a commercial laser cutter 

(VersaLaser VLD Version 3.50; Universal Laser Systems) which provided flexibility in shaping the 

geometry of the flow channel. As shown in Figure 2(a), an inlet orifice of 4 mm diameter was used to inject 

the working fluid into the flow channel via the rear window relative to the camera view and a similar orifice 

was used for flow outlet. An inlet tube was connected to a syringe which was mounted on a syringe pump 

(‘11’ Plus, Harvard Apparatus Inc.). Oil was injected through a nozzle into the fluid medium to create a 

droplet. Figure 2(b) shows the different flow regions in the flow cell including a parallel plate region (PPR) 

(22 mm × 5.84 mm, width × thickness) before and after a rectangular cross sectional region (RCSR) (3 

mm × 5.84 mm, width × thickness). The flow cell was mounted vertically in the experimental setup and the 

bulk flow direction was opposite to gravity. 

 
 

(a) (b) 

Figure 2: Flow cell design for investigating flow around and inside oil droplets; (a) a disassembled solid model of 

the flow channel, (b) details of the two-dimensional flow geometry, which has a constant depth of 5.84 mm. All 

dimensions are in mm 
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3 Image Processing Approaches 

To determine the relative velocity in the surrounding fluid medium both PIV and PTV analysis of the seed 

particles were undertaken. For PIV processing (Davis 8.4.0, LaVision GmbH), image intensity was inverted 

so that tracer particles became bright and more distinct. A “subtract sliding background” option was used 

to eliminate non-uniform light intensity. A set value was subtracted from the intensity of the whole image 

to make the intensity of most parts of the background closer to zero. Multi-pass cross correlation with 

decreasing interrogation window size processing scheme was utilized to determine the velocity field in the 

bulk flow. A large interrogation window of 128 pixel × 128 pixel was chosen to capture large changes in 

the velocity field followed by a 64 pixel × 64 pixel window. First and second interrogating windows were 

used with three and one passes respectively, and 75 % window overlap in between sequential correlations. 

PTV image processing, that takes into account the time resolve nature of the data collected, was conducted 

using a commercial software (Davis 8.4.0, LaVision GmbH). In this processing, every tracer particle is 

tracked individually over time. Hence, after detecting each particle and eliminating the background noise, 

particles can be tracked in between sequential frames and results will be in the form of a sparse field of 

velocity vectors at the highest possible particle resolution. In PTV pre-processing, images were inverted 

similar to PIV pre-processing and a “subtract sliding background” and Gaussian smoothing operations were 

undertaken on the images to minimize noise. In this study, by trial and error, the particles was chosen to be 

tracked over 5 frames to have a desired velocity vector resolution. In PTV processing, typically, tracking 

particles over more frames gives more confidence in the results. However, by tracking particles over a larger 

number of frames, some of the particles can disappear and hence the number of tracked particles can 

decrease, lowering the number of available vectors for analysis. The spatial coherence of the velocity vectors 

were also checked to the vectors in the neighborhood. The sparse vector field can then be mapped onto a 

regular grid of results for the determination of other parameters. 

4 Results and Discussion 

For a system of rising droplets, the reference frame can be set at a fixed location (Eulerian frame) to observe 

the absolute motion of droplet, or on the center of the rising droplet to see the movement of droplet relative 

to the surroundings (Lagrangian frame). The velocity field from PIV and PTV processing are shown for 

some example images in Figure 3. In the figure, the black arrows represent the velocity vectors, 𝑉 is the 

velocity magnitude and 𝑥 and 𝑦 are respectively the horizontal and vertical locations normalized by the 

RCSR width, 𝑤 where the points -0.5 and 0.5 on the 𝑥-axis represent the left and right sides of the RCSR. 

In Figure 3, the velocity vectors are plotted for every 1 and 6 vectors in the x and y directions, respectively, 

for PIV processed data (Figures 3(a) and 3(d)). However, in PTV data field, the velocity vectors are plotted 

for every 3 and 18 vectors in the 𝑥 and 𝑦 directions (Figures 3(c) and 3(f)). Figure 3(a) plots the PIV velocity 

vectors on a colour map background in Eulerian reference frame. In Figure 3(b), the PTV vector field 

highlights the sparse nature of the velocity vectors, a result of which is that a colour map velocity 

background cannot be directly plotted. For PTV data there are some regions with no velocity vector, because 

no tracer particle was detected. To allow a comparison, the PTV data was interpolated and mapped onto a 

regular grid with 5 pixels resolution, the results of which are shown in an Eulerian reference frame in Figure 

3(c). 

To observe the fluid motion inside the droplet relative to the surrounding fluid, a value close to the droplet 

terminal velocity was subtracted from the whole velocity field. Figures 3(d-f), which plot the velocity 

vectors under laid by the vorticity in Lagrangian frame, show that there are two counter-rotating vortices on 

either sides of the droplet near the confining walls. This flow motion occurs because of the force exerted on 

the droplet from the surrounding fluid and the confining walls. As shown in Figures 3(d) and (f), the local 

velocity of the fluid is relatively higher inside the droplet comparing to the other regions. This is because 

the droplet terminal velocity is higher relative to the fluid co-flow and the region around the droplet center 

is at the RCSR centerline, which is farthest from the confining walls. Comparison of PIV and PTV velocity 

vectors indicate that a relatively higher velocity vector resolution is derived from PTV processing. 
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(a) PIV (Eulerian) (b) Sparse PTV (Eulerian) (c) Interpolated PTV (Eulerian) 

     

(d) PIV (Lagrangian) (e) Sparse PTV (Lagrangian) (f) Interpolated PTV (Lagrangian) 

Figure 3: Examples of velocity field from PIV and PTV processing for a relatively large oil droplet, where the 

velocity vectors are plotted for every 1 and 3 vectors in the horizontal direction for PIV and PTV data respectively 

Figures 4(a) and 4(b) show a zoomed-in image of the data shown in Figures 3(d) and 3(f), respectively, to 

demonstrate the vorticity map at the leading edge of the droplet in more detail. In Figures 4(a) and 4(b), the 

velocity vectors density in the vertical and horizontal directions is the same as Figures 3(d) and 3(f) 

respectively. Comparison of PIV and PTV processed data in Figures 4(a) and 4(b) shows the PTV data 

provides a relatively higher velocity vector resolution, because in PIV processing, the particles displacement 

are averaged over the interrogation windows and only one velocity vector is calculated per window. This 

might lead to decrease in the velocity vector resolution and hence, losing the details of the fluid flow. In 

PTV processing, however, particles are tracked individually in flow field and a relatively higher velocity 

vector resolution can be derived. Therefore, more details of the fluid flow can be derived. 

   

(a) PIV (b) PTV 

Figure 4: Examples of vorticity field from (a) PIV, and (b) PTV processing in Lagrangian reference frame, where 

the velocity vectors are plotted for every 1 and 3 vectors in the horizontal direction for PIV and PTV data  
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4 Conclusion 

The flow around and inside a relatively large oil droplet rising through a rectangular confinement has been 

experimentally investigated. PIV and PTV were employed to analyze the displacement of tracer particles in 

the flow around and inside the rising oil droplets. Qualitatively, it was shown that the PIV and PTV 

processing approaches give approximately the same result; however, more details of the flow was observed 

in the PTV processed data, compared to PIV velocity field. This is because in PIV processing, the particles 

displacement is averaged over the interrogation windows. However, in PTV processing, the particles are 

tracked individually which might lead to relatively higher velocity vector resolution in the data.
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Abstract 

Steam assisted gravity drainage (SAGD) is an enhanced recovery method used to recover high viscous crude 

bitumen from oilsand reservoirs. In this process emulsions are generated in the reservoir through the 

formation of water bubbles due to interfacial phenomena or heat transfer between the two phases. The 

presence of water bubbles in the produced oil intensifies the effects of the emulsion flow on the pressure 

drop and the flow through the surrounding porous medium. The aim of this research is to investigate the 

deformation of a bubble in an oil flow through a 2D porous medium. The deformation of the bubble is 

visualized using a micro shadowgraph particle image velocimetry (µSPIV) method. The results are further 

analyzed to investigate the pressure drop introduced to the continuous phase by the pore in the presence of 

a deformed bubble. 

 

1 Introduction  

In SAGD, one of the most important parameters to optimize the oil production is the pressure drop of the 

flow through the porous formation of the reservoir (Butler, 1998). The pressure drop is introduced due to 

the fluid flow which is affected by the presence of emulsions. In an emulsion flow, the generated bubbles 

migrate as the dispersed phase in a continuous phase of an immiscible fluid. These individual bubbles may 

have different interactions with each other and with the surrounding medium depending on their size, the 

geometry of the pore and present interfacial forces (Tan, 2007; Wang, 2006). 

A bubble experiences a deformation when it passes through a pore throat as shown in Figure 1. The change 

in the bubble shape leads to a pressure difference across the pore as part of a phenomenon known as the 

Jamin effect which was first introduced in 1860 (Benet, 2017; Wright, 1933) and is described as:  

∆𝑃𝑐 = 𝑃2 − 𝑃1 = 2𝜎 (
1

𝑅2
−

1

𝑅1
)      (1) 

where ∆𝑃𝑐 is capillary pressure, 𝜎 is interfacial tension of the bubble and 𝑅1and 𝑅2 are the radii of the bubble 

before and after the pore throat, respectively.  

 

Figure 1: Schematic of a bubble deformation through a pore throat (black is pore throat 

wall, white is oil and blue is water); after (Benet, 2017) 

The capillary pressure resulting from the deformation of the bubble can be used to determine the effect of 

emulsion flows in porous media. This can be undertaken by measuring the bubble deformation using a 

visualization technique. An optical diagnostic technique such as particle image velocimetry (PIV) can be 
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used to measure the motion of the fluid surrounding a bubble. The pressure drop in the flow of the 

continuous phase caused by the penetration of a bubble, as described in equation (1), can be obtained from 

the visualization technique. 

The pressure of the continuous phase can be calculated by coupling the velocity measurement (from µSPIV) 

and the governing equations. Using an integration of the Navier-Stokes’ equation for an incompressible 

fluid (Dabiri, Bose, Gemmell, Colin, & Costello, 2014): 

∇𝑝 = −𝜌 (
D𝑢

D𝑡
−ν∇2𝑢)      (2) 

where p is the pressure, 𝜌 is the density of the fluid, u is the velocity, 
D

D𝑡
 is the material derivative, and ν is 

the kinematic viscosity of the fluid. By integrating the pressure gradient described by equation (2) between 

any two points (𝑥1 and 𝑥2) along a streamline, the pressure difference can be calculated as: 

𝑝2 − 𝑝1 = ∫ ∇𝑝 𝑑𝑥
𝑥2

𝑥1
      (3) 

Based on the equation (2) and equation (3), it can be concluded that the pressure of an inviscid fluid as a 

continuous phase is only a function of the velocity field, measured in this study using PIV and the properties 

of the fluid (Dabiri et al., 2014). The result of this study will be useful to form a clear understanding of the 

pressure distribution at the pore scale and migration of fines through a porous medium in SAGD. 

2 Experimental Setup  

An imaging experiment was setup to measure the velocity field across a pore using PIV as shown in 

Figure 2(a). The setup consisted of a camera, a light source and a flow channel. The camera (Phantom v611, 

Vision Research Inc.) in this experiment can capture the motion of the bubble with frequency up to 5000 

Hz. The camera was coupled with an infinity corrected microscopic lens (MPLN with 5× magnification) to 

focus on the interface of the bubbles. The system was illuminated using a high current LED that operated 

in a continuous mode. The geometry of the flow channel manufactured to represent the pore is shown in 

Figure 2(b). The flow channel was made of 2 layers - one as the window (optical) access and the other one 

as a flow channel. The window was made of an acrylic sheet using a laser cutter. The flow channel, on the 

other hand, was made by 3D printing a clear resin using a commercial printer (Form 2, Formlabs, Inc.). To 

mimic the geometry of a pore throat, two pillars with a constant aperture size (1 mm) were designed in the 

flow channel. The flow cell also contained respective inlets and outlets for the continuous and dispersed 

phases. The continuous phase was seeded using 40 µm tracer particles that followed the flow. The fluid 

moved from bottom to top in the flow channel with a constant net flow provided by a syringe pump. The 

dispersed phase (air) was also injected from the bottom of the channel from a separate source. The bubble 

of a dispersed phase moved upward due to the presence of the net bulk flow and the density difference 

between the fluids.  

  

(a) (b) 

Figure 2: Annotated image of (a) the µ-PIV setup  and (b) the flow cell  
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3 Results 

3.1 Bubble motion 

The velocity and deformation of a bubble passing through a pore was investigated using µSPIV. Figure 

3(a) to (e) show successive images of the bubble passing through the pore throat. The deformation of the 

bubble at these locations were modeled by a fitted curved on the front and the back face of the bubble. As 

shown in Figure 3(a), the bubble had its stable spherical shape before it entered the pore. As the bubble 

entered the pore, it starts to deform which results in different radii of the front face and the back face of the 

bubble. As shown in Figure 3(b), when the bubble was located before the pore, the radius of the front face 

(red circle) was smaller than the back face (green circle). As the bubble moved further into the pore the 

center of the mass of the bubble aligned with the pore throat, asshown in Figure 3(c), and the back and front 

face curvatures had the same radii. As the bubble passed the pore throat, its front face curvatures had a 

greater radius, Figure 3(d) and it gained its spherical shape when it exited the pore throat. 

 

      (a)   (b) (c) (d)   (e) 

Figure 3: Successive images of a bubble passing through a pore throat (all units are in mm) 

The change in the radii of the curvature of the front and back faces of the bubble with respect to the position 

of its center of area is shown in Figure 4. The pore throat of the channel was located at x = 4.5 mm. The 

curvatures of both faces were constant before the bubble entered the pore, Figure 3(a) for x < 2 mm since 

bubble had its spherical shape. As the bubble entered the pore at x = 2 mm the curvatures of both faces 

decreased. The radius of the front face decreased faster at the entrance of the pore due to the smaller cross-

sectional area available for the bubble. The radius of curvature of the front face reached its minimum at 

x = 3.5 mm in Figure 3(b), when the front face was aligned with the pore throat. As the front face passed 

the pore throat at x = 4.5 mm, the radius increased until it became constant at x = 6.5 mm which represents 

the equivalent radius of the bubble seen in Figure 3(e). The back face curvature followed a similar trend as 

shown in Figure 4. This face, however, had different starting point at x = 1.75 mm where the radius of 

curvature began to decrease since it reached the pore later than the front face. It reached its minimum radius 

at x = 5 mm in Figure 3(d) where it was aligned with the pore throat. At x = 4.5 mm, the radii of the front 

and back faces were comparable as seen in Figure 3(c). 
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Figure 4: Plots of the change in the front and back face radii of curvatures for a bubble passing through a pore 

throat 

The deformation in the shape of a bubble and the change in the available cross-sectional area resulted in the 

change in the velocity of the bubble through the pore. In order to study the effect of the deformation, the 

velocity of the continuous phase and bubble (front face, back face, and the center of area) were compared 

as shown in Figure 5. The velocities for all cases were normalized by their respective initial velocities to 

have a better comparison of the change in velocity. It can be seen that the velocity of the bubble center of 

area and the continuous phase were constant before the pore for x < 2 mm since the cross sectional area of 

the channel was constant. The velocities of the fluids increased in both single- and multi-phase flow 

scenarios as the bubble enter the pore throat for x > 2 mm. They reached their maximum velocity at the pore 

throat x = 4.5 mm and the velocity decreased at locations past the pore and reached the respective initial 

values farther downstream of the pore for x > 6.5 mm. 

 

Figure 5: Plot showing the change in the velocities at the front, back, and the center of area of the bubble  

As shown in Figure 5, the velocities of the front face and the back face had different trends in comparison 

with the bubble center of area and the continuous phase velocities. The change in the front face velocity of 

the bubble started before the bubble entered the pore. It moved faster than the continuous phase as it entered 

the pore at x = 2 mm due to the decrease in cross-sectional area and it reached its maximum velocity when 

the front face of the bubble was at the pore throat at x = 3 mm. After the front face passed the pore, it 

decelerated to a minimum value at x = 5 mm where the back face was aligned with the pore. The velocity 

of the front face increased to the initial velocity of the bubble as the bubble gained its spherical shape at 

x = 6.5 mm. The velocity of the back face had the opposite trend of the front face. This face had the 

maximum velocity as the bubble exited the pore at x = 5.5 mm. Both front and back faces reached the same 

velocities at x = 4.5 mm where the center of area of the bubble and the pore throat were aligned and they 

had the same curvature. The continuous phase and the center of area also had the maximum velocity at this 

point.  
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3.2 pressure drop 

As shown in Figure 5, the continuous phase accelerated more than the bubble in the pore throat. The 

difference in the change in their velocities resulted from the Jamin effect due to the prevalence of multi-

phase flow phenomenon. This phenomenon results in a higher pressure drop in the flow of the continuous 

phase. The excess pressure difference introduced in the bubble is proportional to the change in the curvature 

of the front and back face as shown in equation (1) which can be applied under the assumption of constant 

surface properties for the pore. A representation of the change in the pressure, ∆𝑃𝑐 2𝜎⁄   at the back and front 

faces of the bubble is shown in Figure 6. The bubble had a uniform pressure around it before entering the 

pore as evident by is spherical shape. As it moved closer to the pore, the pressure of the front phase became 

lower than the pressure of the back face (∆𝑃𝑐 > 0). This resulted in the deceleration of the bubble movement. 

The pressure at the front and back faces became equal when the center of area was aligned with the pore 

(∆𝑃𝑐 = 0). The pressure of the front face became higher than the back face as the drop passed the pore.  

 

Figure 6: Graph of the change in the radius of the curvature before and after the pore throat 

 

  

(a) (b) 

  

(c) (d) 

Figure 7: Pressure distribution of the continuous phase (a) without the bubble, (a) bubble entering the pore 

(b)bubble at the center of the pore and (d) bubble exiting the pore (flow is left to right in all graphs) 
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The pressure drop generated in the bubble can be also studied by considering the pressure distribution in the 

continuous phase. The pressure can be determined by an integration of the Navier-Stokes equation for an 

incompressible fluid along a streamline. The calculated pressure distribution in the continuous field at 

different locations of the bubble are shown in Figure 7(a) to (d). The pressure map of the continuous phase 

without the presence of a bubble, Figure 7 (a), shows that the lowest pressure occurs at the center of the 

pore throat. The velocity has its maximum value at this location. As the bubble entered the pore, Figure 7(b), 

the location of the minimum pressure moved towards the exit of the pore which resulted in higher velocity 

of the front face. The pressures on the two sides of the pore became equal as the center of area of the bubble 

was aligned with the pore throat, Figure 7 (c). As the bubble exited the pore, Figure 7 (e), the maximum 

velocity occurred at the back face of the bubble. The results from calculating the pressure field in the 

continuous phase showed the same trend for the velocity and pressure distributions as those shown in Figure 

5 and Figure 6. 

4 Conclusion 

The velocity and the deformation of a bubble passing through a pore was studied using µSPIV. The results 

from the analysis of the bubble deformation indicated that the curvature of the front- and back-faces changed 

as the bubble moved through the pore. The change in the curvature of the faces caused a variation in the 

pressure field at different stages of the bubble movement through the pore. This resulted in the difference 

between the velocities of the continuous phase and the dispersed phase – confirming what is stated in the 

Jamin effect. The results of this study can be further used to investigate the effects of pore geometry, 

interfacial properties, and the pressure and velocity distributions of a continuous phase on the overall 

pressure drop. The migration of fines due to pressure gradient and presence of emulsions can be better 

understood based on the ultimate findings of this research. 
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Abstract
In this contribution an optical measurement technique for simultaneous volumetric measurements of the
temperature and the velocity fields in microfluidic channels is demonstrated. The temperature is obtai-
ned by evaluating the temperature sensitive luminescence signal of individual polymer particles doped with
luminescent dyes, while the velocity field can be calculated simultaneously from the displacement of the
individual particle images, if desired. The depth information is acquired, by means of astigmatism parti-
cle tracking velocimetry (APTV). With this method, the technique overcomes the measurement limitations
associated with the depth of correlation and the spatial averaging in µPIV and µLIF.

1 Introduction
For a variety of microfluidic applications, simultaneous, volumetric and non-intrusive measurements of the
temperature and the velocity fields are of high technical and scientific interest. Among others, the per-
formance of microfluidic heat exchangers, microfluidic fuel cells and acoustofluidic micro mixers, is sig-
nificantly influenced by both fields, which are often fully three-dimensional (Tullius et al., 2011; Faghri
and Guo, 2005; Kiebert et al., 2017). Nevertheless, modern optical measurement methods such as particle
image velocimetry, particle tracking velocimetry (PIV/PTV), particle image thermometry (PIT), laser in-
duced fluorescence (LIF) or molecular tagging velocimetry and thermometry (MTV & T) are either purely
two-dimensional or utilize multiple cameras to obtain the depth information (Kähler et al., 2016; Sakakibara
and Adrian, 2004; Dabiri, 2009; Hu et al., 2010). However, due to the spatial restrictions and the limited
optical access in microfluidics, multiple-camera techniques are difficult to implement. Furthermore, these
restrictions lead to the use of volume illumination, since a thin light sheet is practically very challenging
to realize. Thus, the measurement plane is not determined by the thickness of the laser light sheet as in
macroscopic PIV, but by the depth of focus of the imaging optics. As a consequence, signals from outside of
the focal plane are also imaged and significantly contribute to the cross correlation in PIV or accordingly to
the fluorescence signal e.g. in LIF, causing a bias error of the measurement results if out of plane gradients
are present (Cierpka and Kähler, 2012; Kim and Yoda, 2014). Similarly, the size of the interrogation win-
dows imposes spatial averaging, which causes systematic errors in case of strong in-plane gradients (Kähler
et al., 2012). These bias errors can be reduced by proper image preprocessing or by using smaller parti-
cles, however, these measures are limited and the systematic errors can only be fully avoided by utilizing
three-dimensional particle tracking based measurement techniques (Rossi et al., 2012).

In order to overcome the aforementioned limitations, a method will be proposed and qualified in this
contribution, that is capable of measuring the fully three-dimensional temperature and velocity fields in
microfluidic channels with only one camera. The technique is based on the three-dimensional tracking of
individual temperature sensitive luminescent polymer particles, thus enabling measurements without errors
due to depth of correlation and window averaging.
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2 Measurement technique
Polymethylmethacrylat (PMMA) particles doped with the luminescent dyes europium (III) thenoyltrifluoro-
acetonate (EuTTa) and perylene are used as tracers (Massing et al., 2016). The emission spectrum of the
particles is depicted in fig. 1(a). The luminescent intensity and lifetime of EuTTa are strongly sensitive to
temperature over a wide temperature range (see fig. 1(b)). Therefore, either the lifetime or the intensity of
EuTTa can be measured and related to temperature by a calibration. The intensity based approach has the
advantage of a simpler and cheaper measurement set-up, however, the luminescence intensity depends on
the illumination intensity which can vary in time and space. Thus, an internal reference is needed, which is
provided by the perylene signal in this case. Since the intensity of perylene is relatively insensitive to tem-
perature (see fig. 1(a)), the ratio between the EuTTa and the perylene emission can be related to temperature
without being affected by variations in the excitation light (Sakakibara and Adrian, 2004). This approach
was successfully tested using two different cameras with the corresponding filters for both signals or a color
camera (Massing et al., 2018). For lifetime based measurements, a reference signal is not necessary since
the lifetime is an intrinsic property of the luminescent dye and therefore not altered by intensity artifacts,
variations in the dye’s concentration or photo bleaching. To resolve the lifetime, however, laser illumination
in conjunction with a high speed camera and a complex synchronization is needed.

The three-dimensional position of the particles in the measurement volume is determined by the astig-
matism particle tracking velocimetry (APTV) technique (Cierpka et al., 2010). In this method, astigmatic
aberrations are induced by a cylindrical lens located between the camera and the primary imaging optics,
which causes elliptical distortions of the particle images. The depth position of the particles can then be
unambiguously determined from the length of the major axes of the elliptical particle images. Therefore,
the x-y-z position of the particle can be determined via the X-Y position of the centroid in the camera image
as in 2D PTV and the correlation of the elliptical shape of the particle images to their z-position. With this
information, the 3D3C velocity field can be resolved by particle image tracking and the 3D temperature
field can be determined simultaneously from the particle’s luminescent intensity or lifetime. Both tempera-
ture measurement approaches were qualified experimentally via measurements in a temperature controlled
microchannel and will be compared in the following sections with regard to their performance.
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Figure 1: a) Emission spectrum of EuTTa/perylene PMMA particles and quantum efficiency (QE) of a PCO
Edge 5.5 sCMOS color camera. b) Normalized intensity and lifetime of EuTTa in PMMA as a function of
temperature.

3 Experimental set-up and results
The experimental set-up used for the lifetime and the intensity based flow measurements is depicted in fig.
2. The investigated microchannel with a cross-section of 2×2 mm2 and a length of 30 mm was milled into
a solid copper block. The temperature of the block could be controlled with a thermostatic bath and was set
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Figure 2: Schematic of the experimental set-up

to 50 ◦C, giving a constant temperature of the channel’s copper walls during the experiment. The bottom
wall consisted of a microscope slide to provide optical access. An aqueous 5 % NaCl solution was used as
the working fluid and driven through the channel with a syringe pump with a constant volume flow rate of
V̇ = 1.1 ml/min. The channel was observed with a Zeiss Axio Observer Z1 inverted microscope, which was
equipped with a Zeiss EC Plan-Neofluar 10×/0.3 objective lens. Reflections of the illuminations light were
filtered by a 405 nm dichroic mirror and a 420 nm long pass filter, which were placed in the microscope’s
filter cube. The astigmatism was induced by a cylindrical lens with a focal length of 850 mm, which resulted
in a measurement volume depth of approx. ∆z ≈ 130 µm. To capture the channels entire cross section, 20
planes were scanned in depth direction with a distance of 100 µm.

For the intensity based approach the luminescence of the particles was excited with a Thorlabs Solis
365-C LED with a peak wavelength of 365 nm and imaged with a PCO edge 5.5 sCMOS color camera. The
camera acquires color information via a Bayer filter. As can be seen in fig. 1(a) the emission of EuTTa is
located within the the red channel of the camera, whereas the perylene emission is located within the blue
channel. Thus, the signals can be separated by postprocessing and the intensity ratio can be determined with
only one camera. For the lifetime based temperature estimation, a pulsed 355 nm Nd:Yag laser was used as
the illumination source and images were captured with a PCO dimax HS4 high speed camera. To obtain the
temperature, two images were captured during the luminescent decay and the temperature was calculated
from the ratio of the signal intensity in the first and second image.

In fig. 3 and 4 the experimentally determined temperature and velocity fields in the cross section located
10 mm downstream of the channel inlet are compared to numerical simulations of the channel flow, which
were performed with Fluent and serve as a benchmark solution. For the experimental data a spatial binning
with a grid size of 10 × 25 µm2 (y× z) was applied. Since the seeding concentration was low to avoid many
overlapping particle images and the flow can be considered as steady, ensemble averaging over 500 recorded
images was additionally applied.

The minimum temperature in the channel center is approx. 41 ◦C (see fig. 3). The temperature increases
toward the copper walls until the wall temperature is reached. The lower wall is modeled adiabatic, since the
thermal conductivity of the copper walls is more than three orders of magnitude larger than for the acrylic
glass bottom. Thus, the temperature gradient toward the channel bottom is ∂T/∂z = 0 in the simulation.
A good qualitative agreement between the measurement and the simulation can be observed in fig. 3 for
both measurement methods. The temperature in the channel center and the temperature gradient toward the
copper walls qualitatively corresponds between measurement and simulation. Furthermore, no significant
temperature gradient at the bottom wall was measured, showing the validity of the adiabatic wall approxi-
mation for this experiment. Nevertheless, it can clearly be seen that the lifetime based measurement method
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performs better for temperature measurements in this configuration than the intensity based approach. The
temperature fields measured with the color camera show a considerably higher scatter than the results of
the lifetime based technique. It is evident, that the measurement uncertainty of the lifetime based approach
is significantly smaller for the investigated temperature range. For the lifetime based technique the uncer-
tainty is between ±0.29 ◦C to ±0.75 ◦C, whereas it is between ±0.4 ◦C to ±2.8 ◦C for the intensity based
approach for a 95 % confidence interval. Furthermore, the temperature close to the wall deviates from the
prescribed wall temperature by approx. 1 to 3 ◦C for the intensity based approach. These deviations can be
attributed to reflections of the luminescent light at the highly reflective copper walls, causing bias errors. In
the case of the lifetime based method, the measured wall temperature only deviates within the measurement
uncertainty. Thus, this method is less affected by intensity artifacts due to reflections.

(a) Intensity based measurements (b) Lifetime based measurements

Figure 3: Temperature field in the cross section measured 10 mm downstream of the channel inlet, determi-
ned with a) the intensity based method and b) the lifetime based method.

(a) Intensity based measurements (b) Lifetime based measurements

Figure 4: Velocity field in the cross section measured 10 mm downstream of the channel inlet, determined
with a) the intensity based method and b) the lifetime based method.

The simultaneously measured three components of the three-dimensional velocity field are presented in
fig. 4. Both techniques give a good quantitative agreement between the measurement and the simulation for
all three velocity components. In the main flow direction the typical velocity profile with the maximum in
the center can be seen in the color map. The temperature induced density gradients cause an a secondary
flow directed upward at both heated vertical walls. Because of continuity, this produces an inward directed

521



ICEFM 2018 Munich

flow in the top half of the channel, a downward directed flow in the channel center and an outward directed
flow in the bottom half of the channel. Thus, two symmetrical, counter rotating vortices form in the channel
with their center of circulation below the central horizontal axis at approx. z = 850 mm. This matches the
results of Cheng and Hwang (1969) for a square channel with a constant, uniform temperature of all four
channel walls. The velocity magnitude of the secondary flow is in the current case 0.35 mm/s and thus only
approx. 3.5 % of the maximum velocity in flow direction. For both measurement methods, the measurement
uncertainty is within 2 % of the maximum velocity for the velocities in main flow direction and in spanwise
direction (Vx and Vy). At the same time the depth position of the particles in the measurement volume can be
determined with µm accuracy. Thus, highly resolved and accurate measurements of the volumetric velocity
field can be performed with both measurement approaches.

4 Conclusion
In this contribution a novel measurement technique was demonstrated, which combines the APTV method
with single particle intensity based and lifetime based temperature determination for simultaneous, volu-
metric, single-camera measurements of the temperature and velocity fields in microfluidic applications.
Measurement results in a heated microchannel show a significantly smaller temperature measurement un-
certainty for the lifetime based approach than for the intensity based approach, whereas the velocity field
could be measured with similar accuracy with both methods. Furthermore, the lifetime based approach was
less affected by intensity artifacts due to reflections at the wall. Thus, it can be concluded, that for most
microfluidic applications the lifetime based approach is preferable to the intensity based method at the cur-
rent state of the techniques. However, it has to be acknowledged, that the experimental set-up for lifetime
measurements is much more complex and expansive than for intensity based measurements.

Future improvements of the technique, especially with regard to the uncertainty for the temperature
estimation, can be expected due to new hardware developments (e.g. stronger light sources, more sensi-
tive cameras). Furthermore, the field of particle synthesis leaves much room for progress. For example,
new luminescent complexes with more than two times higher temperature sensitivities than EuTTa have
recently been developed (Ondrus et al., 2015). Doping appropriate polymer particles with these dyes will
substantially reduce the measurement uncertainty of both methods, thus further increasing the impact of the
technique.
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Ondrus V, Meier RJ, Klein C, Henne U, Schäferling M, and Beifuss U (2015) Europium 1, 3-di (thienyl)
propane-1, 3-diones with outstanding properties for temperature sensing. Sensors and Actuators A: Phy-
sical 233:434–441

Rossi M, Segura R, Cierpka C, and Kähler CJ (2012) On the effect of particle image intensity and image
preprocessing on the depth of correlation in micro-PIV. Experiments in Fluids 52:1063–1075

Sakakibara J and Adrian RJ (2004) Measurement of temperature field of a Rayleigh-Bernard convection
using two-color laser-induced fluorescence. Experiments in Fluids 37:331–340

Tullius JF, Vajtai R, and Bayazitoglu Y (2011) A review of cooling in microchannels. Heat Transfer Engi-
neering 32:527–541

523



Session 3.1.A: Jet Flow 

Experimental investigation of the vortex dynamics in circular jet 
impinging on rotating disk 

M El Hassan, AJ Hunt, DS Nobes 

Heavy Particles in the Near Field of a Turbulent Jet 
F Condorelli, A Perrotta, GP Romano 

Experimental investigation of parameter influence on synthetic jet 
vortex rings impinging onto a solid wall 

Y Xu, JJ Wang 

Simultaneous measurement of 3D velocity field and wall temperature 
distribution of an impinging chevron jet 

M Contino, CS Greco, T Astarita, G Cardone 

Flow and pressure field measurement of turbulent round jet impinging 
on a circular cylinder 

M Kim, Y Li, E Yeom, KC Kim 

Effects of the Coaxial-Assistant Air Stream on High-Pressure 
Submerged Water Jet 

M Yaga, M Shioiri, HD Kim

524



 

Experimental Investigation of the Vortex Dynamics in 

Circular Jet Impinging on Rotating Disk 

Mouhammad El Hassan1, Alexander J. Hunt1, David S. Nobes1* 

1University of Alberta, Department of Mechanical Engineering, Edmonton, Canada 

*dnobes@ualberta.ca 

Abstract 

A circular jet impinging perpendicularly onto a rotating disc is studied in order to understand the influence 

of the centrifugal forces on the radial wall jet. Time-resolved PIV measurements are conducted in different 

jet regions in order to investigate the flow physics of the large-scale vortical structures and the boundary 

layer development on the impinging wall for both stationary and rotating impinging disks. The Reynolds 

number is ReD = 2480, the orifice-to-plate distance H = 4D (D is the jet-orifice diameter) and the rotation 

rate is 200RPM. It is found that the rotation of the impinging wall results in strong centrifugal effects which 

affect different regions of the jet. Both radial velocity profiles and turbulence intensity distributions show 

different behavior when comparing the stationary and rotating cases. Finite Time Lyapunov Exponent 

results illustrates the time-resolved behavior of the large-scale vertical structures and flow separation.  

1 Introduction 

Impinging jets have been extensively investigated because of their wide industrial applications, ranging 

from turbine blade cooling, to drying processes and cooling of electronic devices, etc. Despite their 

geometric simplicity, the flow physics of impinging jets is complex. The flow dynamics of a jet impinging 

on a rotating disk has received less attention than with stationary disk despite its relevance to cooling 

processes in many industrial applications, such as the cooling of bearings, gas turbines disks, and alternators 

of wind generators [1-3]. The focus of the existing literature on jets impinging on rotating disk is to 

investigate the jet flow in a rotor-stator configuration. The main difference in the present jet configuration 

is the absence of a flow confinement around the jet exit which would highly affect the flow dynamics.  

An impinging jet is usually decomposed into three regions: the free jet, the impinging region and the outer 

wall-jet region. The physical composition of impinging jets depends upon a number of parameters, such as 

Reynolds number, orifice shape, orifice-to-plate distance and inflow turbulence. Each region of an 

impinging jet features different turbulence dynamics and requires an in-depth flow physics analysis using 

advanced experimental techniques.  

The primary objective of our study is to deepen the knowledge of the turbulent boundary layer that develops 

on a rotating disk through detailed experimental measurements, not only in terms of the mean velocity and 

turbulence statistics but also from a fundamental understanding of the vortex dynamics and their interaction 

with the impinging wall. Therefore, the complex flow physics of the impinging jet is investigated using 

time-resolved particle image velocimetry (TR-PIV) measurements.   

2 Experimental Setup 

The experimental setup shown in Figure 1 consists of a jet nozzle positioned inside a rectangular tank. The 

water jet impinges on a circular disk and the rotating motion is generated using a programmable electric 

servo motor. Proper flow conditioning is achieved using a converging chamber with a fifth order polynomial 

shape into the jet nozzle, 2 honey combs and a settling chamber as shown in Figure 1(b). The Reynolds 

number based on the jet exit velocity and the jet diameter, D = 8mm was ReD = 2480. The rotational speed 

of the impinging disk was 200 RPM and the jet exit is located at H = 4D from the impinging wall. 
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Velocity fields in the jet and impingement regions are obtained using TR-PIV. The system is composed of 

a Phantom V611 camera of 1200×800 pixels2 and a Photonics Industries Nd:YLF laser of 30 mJ energy and 

527 nm wavelength. Small glass spheres, 40 μm in diameter, are used as tracer for the PIV measurements. 

Data sets of 2500 PIV image pairs were acquired at a frequency of 500 Hz for each acquisition run. The 

synchronization between the laser and the camera is controlled by a LaVision High-Speed Controller and 

the data acquisition is performed with DaVis 8.4 software. The images are processed by an adaptive 

multigrid algorithm correlation handling the distortion window and the sub-pixel window displacement. 

The final grid is composed of 32×32 pixels size interrogation windows with 50% overlap leading to a spatial 

resolution of 0.6 mm. The maximal displacement error is equal to 1.1% and 1.7% for the longitudinal and 

the vertical velocity components [6]. The accumulation of the rms error and the bias error gives a total error 

of about 3.2% of the mean axial velocity. 

 

  

(a) (b) 

Figure 1: Schematic view of (a) the experimental setup and (b) the jet flow conditioning 

3 Results 

In order to study the influence of the impinging wall rotation on the velocity distribution, mean radial 

velocity profiles are extracted at different radial locations of the impinging wall for both the stationary and 

rotating disk, as shown in Figure 2. In the present study, the impinging region corresponds to r/D < 1.7 and 

the near-wall region, Y/D < 0.1. It is found that in the impinging region, the radial velocity is smaller with 

the rotating disk as compared to the stationary case (r/D = 0 is the jet centerline) in the near-wall region. 

However, the radial velocity becomes higher in the outer region of the impinging wall with the rotating disk 

as compared to the stationary case. Farther from the impinging wall (Y/D > 0.1), an opposite trend is 

observed.  

To the author’s knowledge, such distribution of the radial velocity in the impinging region has not been 

investigated in the literature and it therefore would be of significant interest to better understand the flow 

physics responsible of such velocity distribution. For a similar jet configuration using a numerical approach, 

Abdel-Fattah [4] found that the influence of the rotating disk appears only in the outer jet region. The 

difference between [4] and the present results could be attributed to a poor prediction of the vortex dynamics 

and flow separation in the impinging region in Abdel-Fattah’s study.  

Figure 2 also shows that the maximum radial velocity is observed at r/D = 0.83. Minagawa and Obi [5] 

experimentally found a maximum radial velocity around r/D = 1. It can be suggested that this difference is 

due to a greater jet shear layer growth in [5] as compared to the present investigation due to the larger 

distance between the jet exit and the impinging wall. 
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(a) (b) 

Figure 2: Radial velocity profiles for the impinging jet onto (a) stationary and (b) rotational disk 

(200RPM) 

 

Radial and longitudinal turbulence intensity distributions are plotted in the Figure 3 for the stationary and 

the rotating cases. For the rotational case, the radial turbulence intensity (Ur,rms) presents higher values 

upstream from the impinging plate and in the outer near-wall region of the plate, Regions 1 and 3 in the 

Figures 3(a) and 3(b). The vertical turbulence intensity (Uy,rms) shows higher amplitude in the impinging 

region, Region 2 in Figures 3(c) and 3(d), with the stationary disk as compared to the rotational case. This 

suggests that the centrifugal force of the rotational disk results in inducing swirl into the free jet just upstream 

from its impingement on the rotating wall. Such jet swirl results in a modified vortical structures and 

enhanced mixing which would be responsible of the distribution of the radial RMS observed in Region 1. 

The centrifugal force also results in an advection of the large vortical structures closer to the impinging wall 

when traveling from the jet center outward in the radial direction. For the stationary case, the large vortical 

structures separate from the wall in Region 2. This results in a lower vertical turbulence intensity observed 

in Region 2 for the rotational case and the higher radial turbulence intensity close to the wall in the outer 

region, Region 3 in Figures 3 (a) and 3 (b).  
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Figure 3: Turbulence intensities distribution for (a, c) stationary and (b, d) rotating disk 

 

In order to better understand the physics of what would generate these velocity distributions, an in-depth 

analysis of the velocity fields is needed. The finite time Lyapunov exponent (FTLE), also called direct 

Lyapunov exponent (DLE) can be used to identify vortices in the flow. In order to better illustrate the vortex 

dynamics in both the stationary and rotational cases, the instantaneous velocity and FTLE fields are 

presented in the Figure 4. Further details about this vortex identification method for impinging jet flows can 

be found in [7]. It can be seen that the flow separates from the impinging wall just downstream from the jet 

impact in Region 2 for the stationary case in Figure 4(a) whereas the vortical structures are advected along 

the wall due to the centrifugal force for the rotating case shown in Figure 4(b). As a consequence, the flow 

is shown to be attached to the impinging wall when traveling farther radially towards Region 3 due to the 

centrifugal force. It is also noted the more organized flow structures in the stationary case as compared to 

the rotational case before the impact of the large-scale vortices in Region 1. Such vortex dynamics thus 

confirms the analysis presented from the turbulence intensity fields regarding the effect of the centrifugal 

force on the jet flow dynamics. 
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(a) 

 

(b) 

Figure 4: Finite Time Lyapunov Exponent and velocity fields (a) stationary and (b) rotating disk 
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4 Conclusion 

The present experimental investigation illustrates the influence of the centrifugal force of a rotational 

impinging wall on the vortex dynamics of different regions of a circular jet impinging on a flat wall. It is 

found that the velocity distribution is affected by the rotating motion in the free jet region, the impinging 

location and the outer region of the impinging wall. Despite numerous studies on this subject, the influence 

of the rotating motion on the velocity field was neglected in the impinging zone. It is interesting to note that 

the inertial force results in a swirling-like dynamics of the large-scale vortices just upstream from their 

impact on the rotating disk. For the stationary case, the flow separation would be responsible for the lower 

turbulence intensity and higher radial velocity observed in the near-wall impinging region. It is also found 

that while the boundary layer detaches from the wall just after the vortex rings impact, the large-scale 

vortices are advected farther radially along the impinging wall for the rotational case. The present findings 

are of high interest for both the scientific and engineering communities. For example, a better understanding 

of the flow physics in impinging jets help improving the design of engineering devices that requires 

enhanced heat transfer or particular wall friction distributions.   
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Abstract
Understanding turbulent two-phase flow, in which a solid phase is dispersed into a fluid, is of great im-
portance in many industrial applications such as cyclone separators, mixing and combustion devices and
chemical reactors and for knowledge of two-phase flow phenomena. An important class of turbulent two-
phase flows is represented by jets, and consequently many works focused on the turbulence modification
induced by solid particles in various jets configurations. The aim of this work is to advance the actual
knowledge on the physical phenomena involved in turbulent two-phase jets and to provide new experimen-
tal data. A solid particle laden fully developed water turbulent pipe jet is investigated by means of Particle
Image Velocimetry at a Reynolds number equal to about 15000, based on the jet bulk velocity, providing
samples of instantaneous velocity fields. A statistical analysis of these samples showed that the laden jet
reduces the centerline velocity much faster than the unladen case. At the same time, fluctuations are strongly
altered for the two-phase flow, being dampened in shear layers.

1 Introduction
Many studies, such as Kussin and Sommerfeld (2002) and Gore and Crowe (1989), investigated the effects
of particles dispersion in a fluid and the modification on the latter due to the presence of a solid phase. Bal-
achandar and Eaton (2010) used the parameter dp/L, where dp is the solid particle diameter and L is the
characteristic eddy length scale (usually the integral length), to characterize the effects on velocity fluctu-
ations due to the presence of particles. For dp/L > 0.1, turbulence intensity is enhanced by solid phase,
whereas for dp/L < 0.1 it is decreased. This has been also established by Elghobashi (1994), cf. Fig. 1, in
which the key parameters are the Stokes number, St = τp/τ f , where τp = ρpd2

p/(18ρ f ν f ) and τ f = L/u′ are
the response times being subscripts “p” and “ f ” respectively referred to particle and fluid, ρ the density, ν

the kinematic viscosity and u′ the velocity standard deviation, and the volumetric solid phase concentration
Φp = Vp/V , with Vp the solid phase volume and V the total volume. If St < 1, the solid phase enhances
turbulent velocity fluctuations and hence turbulent dissipation, whereas for St > 1 it damps fluctuations
and dissipation. The main problems with those general views are that flow scales change with the local
flow conditions and in addition specific features of a given configuration are not considered, e.g. boundary
conditions.

Particle-laden jets are an important class of flow and many works focused on turbulence modification
induced by solid particles in various jets configurations, reporting uncertainties and disagreements with pre-
vious described views (Sadr and Klewicki (2005)). Lau and Nathan (2016) showed that the Stokes number
plays an important role, especially in jets, not only in turbulence modification but also in particles disper-
sion, which is often important in combustion applications. Since the full characterization of particle-laden
turbulent jets requires the simultaneous measurement of the velocity field of both phases, together with the
local, instantaneous particle size and number density, several experimental techniques on simultaneous ve-
locity measurements (Kosiwczuk et al. (2005), Driscoll et al. (2003), Khalitov and Longmire (2002)) and
on particles identification (Lau and Nathan (2017), Capone et al. (2014)) have appeared in recent years.
Nevertheless, this physical phenomenon still remains extremely tough.

The present paper investigates the effect of aluminum spherical particles, with a diameter of 30 µm, on
a fully developed turbulent water pipe jet in the near-field region, i.e. x/D < 20 where D is the pipe outlet
diameter equal to 2 cm. Aluminum has a relative density ρp/ρ f = 2.7 then, if we consider an integral length
of the order of millimeters, the Stokes number is around 0.01. The volume concentration has been chosen
around 10−5. Higher concentrations were unacceptable because of the extremely intense light scattering
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Figure 1: Elghobashi (1994) diagram.

(a) Φp� 10−5 (b) Φp ≈ 10−5

Figure 2: Sample Mie scattering images of aluminum particles laden jet.

due to the presence of a lot of particles, hence yielding useless white images as in Figure 2(a). Therefore,
according to Figure 1, the present particles should enhance turbulence dissipation. No phase discrimination
has been performed but two-phase Mie scattering images, as in Fig. 2(b), are processed by cross-correlation
PIV software in order to analyze the average behavior of the flow, being present in each correlation window
both solid and liquid phases.

2 Experimental setup
The experimental apparatus is schematically described in Figure 3. The pipe was placed vertically downward
within a water tank to avoid gravity bias. Another suspended tank fed the pipe issuing a constant flow rate
such that the exit bulk velocity, Ub, is equal to 1 ms−1, yielding a Reynolds number

Re =
UbD
ν f
≈ 15000. (1)
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Figure 3: Schematics of the experimental setup.

Aluminum particles were mixed in water within a pressurized bin and injected with a flow rate of around
20 mLmin−1, which is negligible with respect to the flow rate of the main pipe. The aluminum concentration
within the feeding bin was calibrated in order to obtain the desired global volume fraction, i.e. Φp ≈ 10−5.
Moreover, the relative velocity of the solid particles with respect to the carrying fluid due to gravity can be
approximated by

ũs =
2g(ρp−ρ f )d2

p

36µ f
, (2)

(µ f is the dynamic viscosity of the fluid and g the gravitational acceleration) that with the present densities,
ρp ∼ ρ f , is negligible. Therefore, according to Hetsroni (1989), the equation used for the relaxation time τp
is valid. The distance from where particles had been injected and the exit of the jet was 1 m, whereas the
total length of the pipe, Lp, was greater than 2.5 m leading to a length-to-diameter ratio of Lp/D≥ 125.

Two Nd:YAG (532 nm) CFR laser beams (around 3 mm diameter) were combined in a single optical axis
and provided two consecutive pulses with a repetition frequency of 5 Hz. A cylindrical lens transformed
the beam into a light sheet that illuminated the jet center-plane. A cross-correlation camera was placed
orthogonally to this plane and acquired 1000 pairs of images synchronously with the laser pulses. The
camera mounted a Nikon f=50 mm objective and a 48 mm extension tube in order to zoom-in the field of
view, which was 70mm× 105mm that corresponds to 3.5D× 5.25D. Hence, six overlapped regions were
acquired in order to investigate the near-field region. The resolution of the camera was 668× 2004 pixels.
Water was seeded with hollow glass spherical tracers with a mean diameter equal to 10 µm and relative
density equal to 1.05. Once each pair of images had been processed by cross-correlation PIV software, in
order to derive the instantaneous velocity field, statistical quantities were derived by averaging the whole
sample.
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Figure 4: Mean streamwise velocity, U/Ub, for single-phase flow (a), two-phase flow (b) and evolution of
the mean centerline velocity, Uc, for both single and two-phase flows (c).

3 Results
The streamwise mean velocity field, obtained by averaging a sample of 1000 instantaneous velocity fields
for each of the six overlapped regions, is reported for both unladen and laden configurations, respectively in
Fig. 4(a) and Fig. 4(b). Though a slight slope is visible in the evolution of centerline velocity, Uc, within the
potential core for the laden jet (Fig. 4(c)), velocity starts to decay between four and six diameters from the
jet exit as prescribed by Fellouah et al. (2009) but with two different slopes. It is clearly observed that the
laden jet reduces the velocity along the axis much faster than in the unladen case. Despite for single-phase
flows, this phenomenon was observed by Amielh et al. (1996) for jets of different densities but exactly in
the opposite way.

Velocity fluctuations are instead coherent with the prescribed regime, that is of particles enhancing
dissipation. Fluctuations for the two-phase flow are globally weaker than the unladen jet, as shown in
Figure 5, where profiles of the streamwise velocity standard deviation are reported for increasing x/D. Along
the centerline, reported in Figure 6, we observe a concentrated peak before 7D for the two-phase flow and a
high fluctuating region between 7D and 11D for the single-phase flow.

4 Conclusion
A Particle Image Velocimetry investigation of an aluminum particle laden turbulent water jet is conducted.
Mean field and fluctuations of the streamwise velocity is analyzed and compared to the results obtained
for a single phase jet in the same condition of the laden one in order to give an insight of the effect of
solid particles on turbulence. The addition of aluminum particle with a mean diameter of 30 µm to the flow
yielded a faster reduction of the streamwise velocity along the centerline but did not modify the potential
core. Fluctuations, instead, showed different behavior also near the nozzle. They are globally weaker in
the laden jet than in the unladen one. Moreover, the highest fluctuations of velocity along the centerline are
displaced closer to the nozzle in comparison to unladen jets.
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Despite the density of the dispersed phase is not so different from the one of the carrying fluid, the
effects on the global flowfield are not negligible. Therefore, an investigation varying the solid phase density
above and below the one of the water should be carried out. In addition, the phase discrimination is needed
for a better comprehension of the physical phenomenon. It would provide either density distribution of the
solid phase or simultaneous velocity field of each single phase. It is useful for this purpose to increase the
image resolution but, reasonably, it would increase the number of acquisition regions to cover an appropriate
portion of space.

References
Amielh M, Djeridane T, Anselmet F, and Fulachier L (1996) Velocity near-field of variable density turbulent

jets. International Journal of Heat and Mass Transfer 39:2149 – 2164

Balachandar S and Eaton JK (2010) Turbulent dispersed multiphase flow. Annual Review of Fluid Mechanics
42:111–133

Capone A, Romano GP, and Soldati A (2014) Experimental investigation on interactions among fluid and
rod-like particles in a turbulent pipe jet by means of particle image velocimetry. Experiments in Fluids
56:1

Driscoll KD, Sick V, and Gray C (2003) Simultaneous air/fuel-phase piv measurements in a dense fuel spray.
Experiments in Fluids 35:112–115

Elghobashi S (1994) On predicting particle-laden turbulent flows. Applied Scientific Research 52:309–329

Fellouah H, Ball C, and Pollard A (2009) Reynolds number effects within the development region of a
turbulent round free jet. International Journal of Heat and Mass Transfer 52:3943 – 3954. special Issue
Honoring Professor D. Brian Spalding

Gore R and Crowe C (1989) Effect of particle size on modulating turbulent intensity. International Journal
of Multiphase Flow 15:279 – 285

Hetsroni G (1989) Particles-turbulence interaction. International Journal of Multiphase Flow 15:735 – 746

Khalitov DA and Longmire EK (2002) Simultaneous two-phase piv by two-parameter phase discrimination.
Experiments in Fluids 32:252–268

Kosiwczuk W, Cessou A, Trinité M, and Lecordier B (2005) Simultaneous velocity field measurements
in two-phase flows for turbulent mixing of sprays by means of two-phase piv. Experiments in Fluids
39:895–908

Kussin J and Sommerfeld M (2002) Experimental studies on particle behaviour and turbulence modification
in horizontal channel flow with different wall roughness. Experiments in Fluids 33:143–159

Lau TC and Nathan GJ (2017) A method for identifying and characterising particle clusters in a two-phase
turbulent jet. International Journal of Multiphase Flow 88:191 – 204

Lau TCW and Nathan GJ (2016) The effect of stokes number on particle velocity and concentration distribu-
tions in a well-characterised, turbulent, co-flowing two-phase jet. Journal of Fluid Mechanics 809:72–110

Sadr R and Klewicki JC (2005) Flow field characteristics in the near field region of particle-laden coaxial
jets. Experiments in Fluids 39:885–894

536



 
Experimental investigation of parameter influence on 
synthetic jet vortex rings impinging onto a solid wall 

Yang Xu1, Jin-Jun Wang1* 

1 Key Laboratory of Fluid Mechanics, Beijing University of Aeronautics and Astronautics, Ministry of 
Education, Beijing, PR China 

* jjwang@buaa.edu.cn 

 

Abstract 
This study conducts an experimental investigation of the effects of the stroke length and Reynolds number 
on the flow behavior of synthetic jet vortex rings impinging onto a solid wall. A two-dimensional time-
resolved particle image velocimetry system is employed to measure the planar velocity field across the jet 
centerline. All the experiments have been performed at a constant orifice-to-wall distance (H0/D0 = 8.0), 
whereas three different stroke lengths (L0/D0 = 1.8, 3.6, and 7.2) and two Reynolds numbers (Resj = 111 and 
333) are selected for comparison. With the help of the quantitative particle image velocimetry data, 
instantaneous wall pressure and wall shear stress distributions are evaluated simultaneously to link the 
dynamic vortical events in the vicinity of the wall with the wall fields. It is found that the stroke length 
effect on an impinging synthetic jet is mainly reflected in the vortex ring coherence before impacting the 
wall, whereas the effect of the Reynolds number on the flow behavior for a small stroke length is more 
significant than that for a large one. 
 
1 Introduction  
Synthetic jets are produced by an oscillating membrane or a piston to periodically blow and suck fluid 
through an existing exit, resulting in consecutive vortex rings by an orifice or vortex pairs by a slot in the 
downstream flow. During one oscillation cycle, the fluid ejected from the exit is equal to the inhaled, so 
synthetic jets are also named zero-net-mass-flux (ZNMF) jets (Cater and Soria (2002)). The flow 
characteristics of a synthetic jet are mainly determined by two non-dimensional parameters: the Reynolds 
number (Resj) and dimensionless stroke length (L)( Smith and Glezer (1998) and Glezer et al. (2005)). The 
former mainly decides the flow state and strength of synthetic jet vortices, and the latter is usually associated 
with the length of a fluid column ejected during the blowing cycle, i.e., the distance of the vortex ring/pair 
from the exit (Shuster and Smith (2007)).  
Synthetic jets have a number of advantages over those that are continuous because of the output of the 
vortices mentioned above. Currently, synthetic jets have shown potential application in heat transfer in place 
of continuous jets impinging onto a heated wall, namely impinging synthetic jets. Pavlova and Amitay (2006) 
showed that the impinging synthetic jet is approximately three times more effective in cooling a heated wall 
than an impinging continuous jet. Additionally, they found that for a large orifice-to-wall distance, a low 
frequency impinging synthetic jet with is more effective than one with a high frequency. Conversely, when 
the orifice-to-wall distance is small, the high frequency synthetic jet performs better in removing heat 
because of the merging and breakdown of vortices before interacting with the wall. Arik (2007) conducted 
an experimental study on the heat transfer of small-scale synthetic jets by using infrared camera 
measurements. It was reported that, depending on the heater size, the synthetic jet enhances heat transfer 
from 4.5–10 times than that of natural convection. Gillespie et al. (2006) presented that the heat transfer rate 
can be maximized when the excitation frequency of the synthetic jet approximates the resonance frequency 
of the driving cavity. Persoons et al. (2011) compared heat transfers in the stagnation point between 
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impinging synthetic and continuous jets, and identified four heat transfer regimes for impinging synthetic 
jets based on the ratio of the stroke length to the orifice-to-wall distance. Chaudhari et al. (2011) compared 
the cooling performances of impinging synthetic jets of various exit shapes (i.e., square, circular and 
rectangular) having the same hydraulic diameter. Their results showed that the square exit promotes the 
highest heat transfer for longer orifice-to-wall distances, whereas a rectangular exit with aspect ratios from 
3.0–5.0 yields the best cooling effect for shorter orifice-to-wall distances. Ghaffari et al. (2016) observed 
the degradation in the heat transfer effect of an impinging synthetic jet in short orifice-to-wall distances. 
They reported that the incomplete vortex growth and re-entrainment of warm fluid back into the jet flow 
causes heat transfer reduction.  
Nevertheless, the knowledge of the basic flow feature of these jets is still limited as compared to their free 
development and heat transfer counterparts. To solve the problem of the lack of knowledge on the flow 
behavior surrounding impinging synthetic jets and to clarify the global flow dynamics of the synthetic 
jet/wall interaction, this study aims to investigate the flow characteristics and vortical structure evolutions 
of axisymmetric synthetic jets impinging onto a solid wall. Synthetic jets with three stroke lengths (L0/D0 = 
1.8, 3.6, and 7.2) at two Reynolds numbers (Resj = 111 and 333) are investigated for a fixed orifice-to-wall 
distance (H0/D0 = 8.0). Through the PIV technique, the instantaneous wall pressure and wall shear stress are 
simultaneously evaluated to link dynamic vortical events with the distributions of the wall fields, which 
provide a better understanding of the vortex/wall interaction mechanism.  
 
2 Experimental Setup 
The experiment was conducted in a transparent water tank that is relatively similar to those that were 
successfully used by Xu et al. (2013), Xu and Wang (2016), and Xu et al. (2017), as shown in Figure 1. The 
water tank is made of plexiglass with a wall thickness of 20 mm. The tank size is 600 mm × 600 mm × 600 
mm, whose dimensions were enough larger than the characteristic dimension of the synthetic jet (i.e., orifice 
diameter D0 = 10 mm) in this study. Thus, this water tank is considered to be sufficiently large to provide a 
shield from outside interferences, and produce a quiet flow environment for this experiment. A 20-mm thick 
plexiglass flat plate was placed vertically in the tank as the impingement solid wall. The distance between 
the impingement wall and jet exit orifice (orifice-to-wall distance) was defined as H0. Here, the synthetic 
jet vortex rings were generated by a piston-cylinder apparatus. Through a connecting rod, the piston was 
linked to an eccentric disk that is bolted to a servo motor, whereas the cylinder was connected to an “L-
shaped” hollow circular cylinder by a Teflon tubing, as shown in Figure 1. So the motor rotation was 
transformed to the piston reciprocating motion, producing periodic vortex rings at the exit orifice of the “L-
shaped” hollow circular cylinder. Based on the conservation of mass, the instantaneous fluid velocity (vo(t)) 
at the orifice can be calculated by Eq. (1) using the actuator geometric parameters: 
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where e is the eccentricity of the eccentric disk; Di is the piston diameter; D0 is the orifice diameter; l is the 
length of the connecting rod; f0 is the excitation frequency. Considering that the length of the connecting 
rod (l = 300 mm) was much larger than the eccentricity (emax = 4.4 mm), (emax/l << 1), Eq. (1) can be 
simplified as Eq. (2): 
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Thus, the characteristic of the velocity of the synthetic jet (V0), defined as the time-averaged blowing 
velocity over the entire jet cycle (Smith and Glezer (1998)), was calculated as: 
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where T0 = 1/f0 is the excitation period. Then, the dimensionless stroke length (L) and Reynolds number 
(Resj) of the synthetic jet were expressed as: 

 0 0Resj
V D
ν

=  (4) 

 0 0 0

0 0

L V TL
D D

= =  (5) 

where ν is the kinematic viscosity of water and L0 = V0T0 is the stroke length. The experimental parameters 
for all tested impinging synthetic jets are summarized in Table 1. Both the orifice diameter, D0 =10 mm, 
and orifice-to-wall distance, H0 = 80 mm, were maintained throughout the study. 
 

 
Figure 1: Experimental set-up. 

 
Resj e (mm) f0 (Hz) D0 (mm) H0 (mm) L0/D0 L0/H0 St 

111 
1.1 0.60 10 80 1.8 0.225 3.48 
2.2 0.30 10 80 3.6 0.45 1.74 
4.4 0.15 10 80 7.2 0.90 0.87 

333 
1.1 1.80 10 80 1.8 0.225 3.48 
2.2 0.90 10 80 3.6 0.45 1.74 
4.4 0.45 10 80 7.2 0.90 0.87 

Table 1: Experimental parameters for all tested cases 
 
A time-resolved planar particle image velocimetry system was used to measure the fluid velocity. The water 
in the tank was seeded with hollow glass spheres. In the PIV system, the seeding particles were illuminated 
by a continuous 532 nm laser with an output power of 5 W. A laser sheet, approximately 1.0 mm thick, was 
adjusted to be positioned on a horizontal plane through the centerline, as depicted in Figure 1. So the flow 
information within a symmetric plane was recorded in the study. The laser sheet plane was defined as the 
experimental r-z coordinate plane with the coordinate origin chosen as the intersection of the jet centerline 
with the impingement wall. The z-axis (axial direction) was set along the jet centerline and directed towards 
the exit orifice, and the r-axis (radial direction) was set perpendicular to the z-axis, as shown in Figure 1. A 
high-speed CMOS camera (Photron FastcamSA2/86K-M3) with a Nikon macro lens (AF 105 mm/F2.8) 
was used to capture the particle images. The magnification of the particle image was set as 0.062 mm/pix. 
Thus, the captured field of view equaled approximately 95 mm × 85 mm (9.5D0 × 8.5D0) in the radial and 
axial directions, respectively. A multi-pass interrogation algorithm was employed to obtain the velocity 
vectors. The final interrogation window was set as 32 × 32 pixels with an overlap rate of 50%. The particle 
image density was evaluated to be approximately 0.05 particles per pixel. Thus, on average, there were 
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approximately 50 image particles in the final interrogation window. For adopted particles (diameter 
approximately occupies 3 pixels), the uncertainty of the PIV-measured velocity was estimated to be less 
than 1% using 0.1 pixels as the subpixel peak-fitting uncertainty. 
 
3 Results 
Figure 2 shows the correlation coefficient of the axial velocity fluctuations as the function of the distance 
(Δz/D0) between the referred and targeted points on the centerline. The reference point is located at z/D0 = 
7.8 on the centerline, which is close to the exit orifice. As shown in figure 2, all the correlation coefficient 
values for L0/D0 = 3.6 and 7.2 are relatively large from the exit orifice to the impingement wall at both tested 
Reynolds numbers. This result indicates that the synthetic jet vortex rings maintain coherence well during 
their convection to the wall for these two stroke lengths. However, the correlation coefficient for L0/D0 = 
1.8 at Resj = 111 begins to greatly decrease from Δz/D0 ≈ 4.8, then reduces to a small value of approximately 
0.1 at Δz/D0 ≈ 3.0, exhibiting a low correlation, as shown in Figure 2a. This observation indicates that the 
synthetic jet vortex rings have lost coherence before reaching the wall for this case. At a higher Resj (Resj = 
333), Figure 2b depicts that the correlation coefficient of L0/D0 = 1.8 continuously decreases from the jet 
orifice until Δz/D0 ≈ 1.0, where it reaches a plateaus (approximately 0.15). This result illustrates that the 
synthetic jet vortex rings for this case appears to be in the transition state as they move towards the wall. 
 

  
     (a)      (b) 

Figure 2: Cross-correlation of axial velocity fluctuations along jet centerline at (a) Resj=111 and (b) Resj=333; (c) 
normalized radial profiles of axial mean velocity at z/D0=4.0 

 

 
(a) t/T0=0   (b) t/T0=0.14 (c) t/T0=0.27 (d) t/T0=0.375 

Figure 3: Time evolutions of wall pressure (Cp) and wall skin friction (Cf) coefficients for L0/D0=7.2 at Resj=333. 
 
Wall field results show that the primary, secondary and tertiary vortex rings produce a negative peak in the 
wall pressure distribution around their vortex cores (Figure 3). Moreover, Figure 3(b) depicts that the skin 
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Abstract
Time Resolved Tomographic Particle Image Velocimetry and InfraRed thermography techniques are simul-
taneously applied to investigate the correlation between the passive heat and momentum transportation of
a continuous jet impinging on a flat plate. A circular and a chevron nozzle exit are investigated at fixed
Reynolds number and at fixed nozzle-to-plate distance. Mean and turbulent fluctuation distributions of tem-
perature at impinging surface and of velocity close to the wall are presented. Measurements revealed low
temperature and high velocity fluctuations located along the apices of the chevron nozzle.

1 Introduction
The investigation of correlation between momentum and heat transport is of peculiar importance in turbulent
flows. Particularly interesting turbulent flows are the impinging jets which gained large attention because of
their wide range of industrial applications (drying, cooling, tempering) and great variety of possible nozzle
geometries (Ianiro and Cardone, 2012; Gutmark et al., 1985). The specific cooling efficiency issue strictly
depends on how much the flow is able to develop a turbulent flow in proximity of the wall (Gardon and
Akfirat, 1965). Turbulent flows are characterised by strongly three-dimensional and unsteady behaviour and
they are characterized by a wide range of length and time scales (Kolmogorov, 1941). Hence, it is of main
interest to understand the unsteady behaviour of the flow and the thermal fluctuations in proximity of the
impinged wall.

The most promising non-invasive techniques which allows to investigate unsteady complex flows from
velocity and thermal points of view are respectively the Time Resolved Tomographic Particle Image Ve-
locimetry (TR Tomo-PIV) and High Speed InfraRed (IR) thermography. The first technique provides four
dimensional (three-dimensional time-resolved) information about the flow (Westerweel et al., 2013). The
other mentioned technique detects the electromagnetic energy radiated by an object and converts it into a
sequence of instantaneous 2D temperature maps (Astarita and Carlomagno, 2012).

The ability to control the structure of a flow is one of the most important topics in fluid dynamics. The
most attractive flow control technique involves the application of geometrical modifications to the nozzle exit
(Gutmark and Grinstein, 1999; Schadow et al., 2004). A specific nozzle geometry, the chevron nozzle, has
been investigated in supersonic applications by NASA in order to reduce noise emission without affecting
trust (Bridges and Brown, 2004). Subsonic applications of this nozzle exit were examined to answer whether
such a nozzle geometry could produce significant enhancement to heat transfer capabilities and mixing
properties of standard circular jet (Reeder and Samimy, 1996; Violato et al., 2012).

Through the simultaneous application of the two mentioned techniques the present paper will describe
the correlation between near-wall 3D velocity flow field and the thermal footprint of a circular and a six-
chevron cold jet impinging from above on a flat horizontal plate placed in a tank filled with hot water.
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2 Experimental apparatus and procedure
The experimental apparatus is described in the following. A schematic is reported in figure 1. The water
facility includes two tanks: a small one filled with cold water (293K) and a big one filled with hot water
(298K). Both tanks are controlled in temperature with accuracy of 0.03K. A nozzle (N) (circular or chevron)
of diameter D = 10mm is suspended at a fixed distance from wall (H/D=2) over a circular sapphire window
(S) (diameter 150mm, thickness 4mm) sealed on the bottom of the hot tank. On the other side of the window
are positioned 4 high speed PIV cameras (Ci) and a Mid-Wavelength InfraRed (MWIR) camera (T1) which
share a common trigger. The test starts when the geared pump (P) pushes the cold water through a flow
meter (F). The fluid finally exhausts through the nozzle at a constant mass rate equal to 240L/h resulting
in a Reynolds number equal to 8100. After 120 seconds the pump is working, the simultaneous Tomo-
Thermographic acquisition starts.

Figure 1: Scheme of the experimental apparatus. P) Gear type pump; F) Flowmeter; N) Nozzle (circular or
chevron); L) Laser volume; S) Sapphire window; TB) Thermal Bath; R) Radiator; V) Valve; Ci) High Speed
PIV cameras; T1) High Speed IR camera.

The temperature difference is monitored by two RTDs Pt100 (1/10 DIN) each of which placed in one of
the two tanks. Initially the valve (V) is opened and the thermal bath cools down the entire loop through a
radiator placed in the larger tank. Once the lower temperature is reached, the pump is stopped and the valve
is closed. Then the fluid in the larger tank is warmed up changing the temperature target of the thermal
bath. The choice to manage with such small temperature difference of about ∆T = 5K is justified by the
non-linear behaviour of water density depending on its temperature. With such described conditions, the
water will change its density only of 0.1% passing through the lower temperature to the higher one. As a
matter, it can be assumed that small temperature differences do not govern fluid motion. Hence, such kind
of contaminant has no dynamical effect on the fluid motion itself. For this reason the temperature difference
can be fairly used as additional tracer in the flow under investigation (Warhaft, 2000).

The developed set up is based on the property of water to absorb radiation at sub-millimetre scale while it
is perfectly transparent in the laser wavelength range. Hence, this makes possible to measure non-isothermal
instantaneous turbulent fluctuations of the fluid in the boundary layer through an IR-transparent window. The
most appropriate material for water submerged applications is sapphire. In addition, Anti-Reflective coating
is applied on one side of the window.

The round nozzle of exit diameter D = 10mm and contraction ratio of 56.25 has been characterized in
(Violato and Scarano, 2011). A six-chevrons exit is applied on top of the circular nozzle profile, with tabs
inclined towards the jet axis. The chevron length ` is 0.43D and the penetration depth p is 0.134D, according
to the model SMC006 used by (Bridges and Brown, 2004). A schematic of the chevron nozzle is shown in
figure 2.

Neutrally buoyant LaVision Polyamide High Quality particles of 56µm of diameter are employed to
uniformly seed the water. The illumination is provided by a solid-state diode-pumped LDY303 Nd:YLF
laser (2× 20mJ). The light scattered by the particles is recorded by a tomographic system composed of
four Speed Sense M110 (sensor dimensions 1280×800 pixels, pixel pitch 20µm) CMOS cameras arranged
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Figure 2: a) Azimuthal position of chevron notch and apex; b) details of the chevron nozzle: length ` and
penetration depth p.

vertically below the hot tank in a cross-like configuration. Tokina AT-X M100 PRO D objectives of 100mm
focal length are set with a numerical aperture f# = 32 to allow focused imaging of the illuminated particles.
The resulting field of view is 5.1D×3D with a digital resolution of 21.5 pixels/mm. Sequences of images of
tracer particles are recorded at 1600Hz. A total of 3400 images are acquired for a total time of acquisition
of 2.125s.

A CEDIP JADE III (Mid Wave) IR camera working in the 3− 5µm band is employed to measure the
temperature fluctuations through the sapphire window with a spatial resolution of 2.16 pixels/mm. The
camera sensor has nominal dimensions of 320×240, pixel pitch of 30µm, temperature sensitivity of 0.025K.
For the current application the sensor is used as cropped to 160× 120 pixels to achieve higher frequency
of acquisition. The resulting field of view is 7.3D×5.5D. Images are acquired at frequency of 400Hz and
Integration Time (IT) equal to 1100µs. A total of 34,000 samples are acquired starting from the trigger
resulting in a time of acquisition of 85s.

3 Results
Velocity magnitude and the Turbulent Kinetic Energy (TKE) are the main actors which mainly influences the
heat exchange and mixing. These velocity quantities will be respectively compared to mean and standard
deviation temperature maps. The tests are carried out with a constant mass flow rate equal to 240L/h
resulting in a Reynolds number of 8100. The nozzle exit is positioned above the sapphire window at H/D=2.
The acquisition frequency of velocity system is set to 1600Hz. On the other side, the temperature system
acquisition frequency is 400Hz with IT = 1100µs. It has to be noted that the two measures investigate the
flow at different location along the nozzle to plate direction. The InfraRed thermography measurements are
relative to the wall closest sub-millimetre boundary water layer while the first plane of the Time Resolved
Tomo-PIV measurements is placed 0.173D over the wall.

The results described in (Violato et al., 2012) will be taken as reference in the following discussion
where thermal contours will be presented overlapped on velocity coloured maps.

3.1 Circular nozzle exit
The interaction of the circular jet with the impinged wall is reported in figure 3. In figure 3(a) a contour
of the mean temperature map is superimposed over the total velocity magnitude normalized to the average
bulk velocity W0. The mean temperature pattern appears to be perfectly axisymmetric with respect to the
impingement centre. On the other hand, the mean velocity contour perfectly imitates the circular temperature
pattern. A minimum of velocity magnitude is located on the impingement. Moving away from the centre a
maximum is visible at about 0.75D.

In Figure 3(b) the standard deviation temperature contour is superimposed over the TKE map. The
standard deviation of temperature contours are explanatory to spot the high mixing regions and the potential
core region. As a matter, the region in proximity of the impingement centre shows temperature fluctuations
of less than 0.05K until 1.25D. At the specific location of 1.75D there is the presence of the maximum
temperature fluctuations (Violato et al., 2012). Beyond that location, the temperature fluctuations weakly
reduce along the development of the wall jet region. From the velocity point of view, the jet is characterized
by a local minimum of TKE in the stagnation region which extends to 0.75D. Then the fluctuations rapidly
increase until reaching a local maximum in proximity of 1D of distance from the impact point. A second
local maximum of the TKE is located further away from the impingement point (1.75D). Then the velocity
fluctuations are characterised by a slow decaying.
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(a) White contour) Mean temperature; coloured map) Normal-
ized total velocity magnitude.

(b) White contour) Standard deviation temperature; coloured
map) Normalized TKE.

Figure 3: Mean and fluctuations quantities for the circular nozzle.

In figure 4 a three-dimensional representation of the circular jet case as isosurface plots of different
quantities is shown. The isosurface in red color corresponds to the axial velocity surface corresponding to
the value w/W0 = 0.53. This can be associated with good approximation with the potential core impinging
on the plate. In green color the normalized TKE corresponding to the value 1.535 · 10−3 is pictured. The
TKE blanket spreads from the core jet with an evident ripple placed at distance of 1.75D. As background of
the 3D frame it is represented the mean temperature map. The red dashed line represents the projection of
PIV volume over the thermal map.

Figure 4: (Circular nozzle) isosurface of axial velocity w/W0 = 0.53 (in red), isosurface of T KE/W 2
0 =

1.535 ·10−3 (in green), mean temperature map on the background (colorbar on the right).

3.2 Chevron nozzle exit
Figure 5 is representative to describe the interaction of the chevron jet with the impinged wall. The figure
5(a) presents the contour of the mean temperature map overlapped to the normalized total velocity magnitude
map. A noticeable common point with the circular case exists, that is the presence of minimum of total
velocity magnitude in proximity of the central region of impingement. On the other hand, this region is
surrounded by a circular region of maximum velocity located at 0.5D. A six-point-star shape characterises
both the temperature and velocity distributions. This is due to the flow clearly issued from the nozzle
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custom shape. Comparing the velocity profiles, the potential core of the chevron jet has a thinner cross-
section with respect to the circular case. In addition, the chevron jet is characterised by higher value of total
velocity magnitude. The alternating pattern of high and low total velocity shows that the higher values of
velocity are measured along the directions corresponding to the apices of the nozzle. This behaviour could
be ascribed to the fact that the jet experiences an axis-switching like behaviour on the wall, as characteristic
for cross-shaped continuous jets (Rau et al., 2014; Chen and Yu, 2014; Violato et al., 2012). The temperature
map shows the characteristic six-point-star shape which accurately resembles the nozzle exit shape similarly
to what observed for the flow field.

Figure 5(b) describes the standard deviation temperature contour superimposed over the velocity TKE
map. As first, it can be noticed that the lowest temperature and the highest velocity fluctuations values are
measured along apices’ directions. This behaviour switches along the notches’ directions.

(a) White contour) Mean temperature; coloured map) Normal-
ized total velocity magnitude.

(b) White contour) Standard deviation temperature; coloured
map) Normalized TKE.

Figure 5: Mean and fluctuations quantities for the chevron nozzle.

In figure 6 there is reported a three-dimensional representation of the chevron jet case. Like in the
circular case, the red isosurface corresponds to the value w/W0 = 0.53 while in green color there is the
normalized TKE corresponding to the value 1.535 ·10−3. As background of the 3D frame it is represented
the mean temperature map. The red dashed line represents the projection of PIV volume over the thermal
map. The remarkable difference from the circular one is the six-shaped TKE pattern departing from the core
jet.

Figure 6: (Chevron nozzle) isosurface of axial velocity w/W0 = 0.53 (in red), isosurface of T KE/W 2
0 =

1.535 ·10−3 (in green), mean temperature map on the background (colorbar on the right).
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4 Conclusion
In the present paper an impinging chevron jet is experimentally investigated at Reynolds number equal to
8100 and compared with a circular jet at the same flow regime. Velocity measurements are carried out
through Time Resolved Tomograhpic Particle Image Velocimetry technique. Simultaneously, 2D tempera-
ture maps are acquired by InfraRed thermography technique. The nozzle to plate distance is fixed at H/D=2
in both cases. The jet exhausts in a tank at small temperature difference from the jet itself (∆T = 5K).
According to average velocity profiles, the potential core of the chevron jet has a thinner cross-section with
respect to the circular case. This can be justified by the higher velocity in the impingement centre in the
chevron case. Regions of higher total velocity magnitude in correspondence to the chevron apices are notice-
able. In addition, a star-shaped pattern is clearly distinguishable. The average temperature maps accurately
follow the velocity pattern. In the circular case, the second radial peak placed at 1.75D from the impinge-
ment centre is clearly highlighted in temperature maps. The lowest temperature and the highest velocity
fluctuations values are concentrated along apices’ directions for the chevron nozzle.
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Abstract 

Flow characteristics in a round jet impingement onto a circular cylinder with 45 degrees inclination angle 

were visualized by particle image velocimetry (PIV) measurements. Reynolds number based on the round 

jet volumetric flow is 11800. In order to verify the PIV results, surface pressure measurements using 

pressure sensitive paint (PSP) and large eddy simulation (LES) were made at the same flow condition. 

After impingement, the jet becomes a 3D curved wall jet and being attached far downstream to the 

cylinder wall due to the Coanda effect. At a same impinging angle, flow separation is delayed with 

increasing Reynolds number. A self-preserving phenomenon of wall jet profile was not clearly appeared in 

the 3D curved wall jet. Turbulent characteristics were by turbulence intensity and the Reynolds shear 

stress. The Reynolds shear stress decreases downstream of the cylinder wall due to the decreased velocity 

and centrifugal force. Time averaged pressure field confirms that the jet attachment is caused by the strong 

suction pressure after impingement. The PSP results also showed the same tendency of flow separation as 

the PIV results. The ensemble-averaged velocity fields show good agreement between PIV and LES 

results. 

 

1 Introduction  

Jet impingement has long been used as a direct and efficient way to transfer heat and is encountered in 

numerous applications. Many applications involve flows impinging on surfaces that are not flat. Compare 

to a plane turbulent wall jet, there are many interesting phenomena such as the Coanda effect, curvature of 

wall jet boundary layer, and flow separation (Azim (2013), Danon et al. (2016)). Also the flow field 

presents unique flow geometry where an axisymmetric jet becomes a three-dimensional flow over the 

surface. However, less attention has been given to circular jet impingements on other types of surface 

geometries, particularly curved surfaces. Even if there is a study of a single round jet impinging on a 

cylindrical convex surface, the studies have limitations such as smoke wire visualization (Cornaro et al. 

(1999)), laminar flow (New and Long (2015)), and small details on a latter flow mechanism Esirgemez et 

al. (2007). Mean and turbulent flow characteristics of the 3D curved wall jet on a cylinder measured by 

2D PIV were reported in our previous paper (Kim et al (2018)). The present study sheds more light on the 

flow separation of the 3D curved wall jet on a convex circular cylinder. This was accomplished using a 

pressure sensitive paint and large eddy simulation measurements. 

 

2 Methods 

Fig. 1 (a) shows a schematic of the flow configuration and the coordinate system of the curved wall jet. 

The whole field of view for the PIV measurement included the curved wall jet area over half of the 

cylinder in the wall normal direction, including the impinging area. Due to the limitations of the fields of 
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view, different fields of view were reconstructed by merging two subsections except the impinging area. 

For each section, PIV parameters, such as time interval were different to optimize the PIV measurement. 

Impinging angle (α) was defined the angle between jet axis to normal direction of the circular cylinder. 

Reynolds number was defined as (4Q/πd²)·d/ν, where Q is the jet volumetric flow rate and d is the nozzle 

diameter. Three different Reynolds numbers and four different nozzle angles were selected as parameters. 

An Nd:Yag pulse laser was used for illumination and a CCD camera was used to obtain particle image. 

Velocity vectors were obtained using a two-frame cross-correlation method and a post-processing 

program (PIVACE) was used to remove error vectors and corrected vectors were replaced by an 

interpolation method. 1000 PIV realizations were used to obtain ensemble averaged velocity field.  

Surface pressure measurement was performed using fast-responding pressure-sensitive paint (fast PSP). 

Fast PSP is an optical technique suitable for measurement of time resolved surface pressure distributions 

on the order of kilohertz. The schematic of PSP measurement setup is shown in Fig. 1 (b). The PSP is 

comprised of an oxygen sensitive luminophore and a binder, with the luminophore emitting luminescence 

when excited by light and the binder holding the luminophore onto the tested object. For the purposes of 

surface pressure visualization, pure nitrogen was blown though the nozzle instead of air. A UV LED was 

used to excite the luminophore, and a high speed camera with CMOS 800 × 600 sensor was used to 

capture the emitted luminescence. The images were acquired at a frame rate of 2000 Hz. 

LES also conducted by same flow configuration and coordinate system in Fig. 1 (a). The Navier-Stokes 

equations were discretized by the finite-volume method (FVM). A computational domain with a 

structured mesh was designed with 1.8×10
6
 cells. To increase the quality of the simulations, a boundary 

layer mesh was established around the wall surface of the cylinder. No-slip conditions are applied to the 

wall surface of the cylinder, and the outer boundaries have outlet conditions with atmospheric pressure. 

The jet velocity in the nozzle is set as an inlet velocity with uniform flow. The turbulence intensity 

measured by PIV at the inlet of the nozzle, 22% was added to the inlet velocity to have the same 

conditions as the experimental case. The results showed that errors of 10.08% and 0.13% were obtained 

for the respective velocity profile deviations resulting from coarse and fine meshes compared to the very 

fine mesh. Therefore, the fine mesh was used for the rest of the investigations. 

 

 

 

3 Results and Discussion 

The whole velocity field and the surface pressure field of the impinging jet onto a cylinder is shown in 

Fig. 2. The 3D curved wall jet develops along the curved surface after the impingement. When the 

impinging angle is 45°, most of the impinged jet fluid moves in the clockwise direction. Compared to 

normal impingement, the oblique impinging jet produces higher momentum and thickness of the curved 

wall jet. For both cases, the wall jet is attached to the cylinder wall due to the Coanda effect, even though 

(a)                                                                      (b) 

Figure 1: (a) Flow configuration and (b) schematic of pressure measurement system. 
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the velocity continuously decreases. The separation point occurs at a cylinder angle of about 125° at the 

lowest Reynolds number. The separation points are further downstream compared to those observed with 

uniform laminar flow over a cylinder. The flow separation occurs around 170° to 180° from the impinging 

point in the longitudinal direction at the highest Reynolds number. Pressure fields for both impinging 

angles show strong suction pressure after impingement. At high impinging angle, the elongated suction 

pressure region on the cylinder reveals the delayed separation due to lower adverse pressure gradient. 

 

     

 

Fig. 3 (a) shows the time-averaged velocity contours from when the flow reaches steady state conditions. 

After the 45° oblique impingement of a round jet onto the cylinder surface, most of the fluid moves in one 

direction. At a Reynolds number of 11800, the round jet impinges with a speed of 60 m/s and then quickly 

slows down further downstream. There is good agreement between the whole velocity fields obtained by 

LES and PIV, as shown in Fig. 3 (a). The 3D curved wall jet develops along the curved surface after the 

impingement. Fig. 3 (b) shows comparisons of the velocity profiles obtained at three different positions (θ 

= 15°, 60°, and 120°). The LES results show excellent agreement with the PIV results. Fig. 3 (b) shows 

that self-preserving wall jet profiles did not occur because the wall jet could not fully develop due to flow 

separation. Significant variations of the mean velocity profiles near the wall region are observed in the 

flow direction. Compared to the results from a 2D curved wall jet, the maximum velocity point is higher 

from the wall. This can be explained by the lateral momentum flux in the case of the 3D curved wall jet, 

which is followed by a rapid decrease of the longitudinal momentum in the flow direction. As a result, 

flow separation occurs earlier than in the case of a 2D curved wall jet. 

Fig. 4 (a) shows the normalized streamwise turbulence intensity profiles at various downstream positions. 

Compared to the mean velocity profiles, the turbulence intensity profiles do not coincide well in normal 

impingement case. In the case of a 2D curved wall jet from a slot jet, both the streamwise and radial 

turbulence intensities increase with Xʹ/d. However, the maximum streamwise turbulence intensity 

Figure 2: Velocity and surface pressure fields over the circular cylinder after a round jet impinges 

onto a cylinder with respect to various Reynolds number and impinging angle. 
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decreases as Xʹ/d increases in the case of a 3D curved wall jet. The maximum streamwise turbulence 

intensity at θ =15° is 2.3 times larger than that at θ=120°. The main reason for the difference between the 

2D curved wall jet and 3D curved wall jet is that the streamwise velocity magnitude decreases with Xʹ/d 

due to the 3D wall jet spreading in not only the streamwise direction but also the lateral direction. In 45° 

oblique impingement case, the turbulence intensities are much more similar to that of a 2D curved jet. The 

maximum streamwise turbulence intensity increases with the development of the 3D curved wall jet as in 

a 2D curved wall jet until Xʹ/d = 8.73, and then it decreases with a reduced mean velocity. In the case of 

impingement at 45°, the maximum streamwise turbulence intensity at θ =15° is 1.3 times larger than that 

at θ =120°. Fig. 4 (b) shows the contours of the normalized Reynolds shear stress distribution with 

streamline. The impinging angle has a strong effect on the Reynolds shear stress. When the Reynolds 

number is the same, positive Reynolds shear stress is distributed further along the cylinder surface as the 

impinging angle increases. The turbulence characteristics of the 3D curved wall jet are different compare 

to the plane wall jet and the 2D curved wall jet. In the case of the 3D curved wall jet, the Reynolds shear 

stress decreases downstream unlike a 2D curved wall jet. This is because, the rapid decrease in the 

streamwise mean velocity followed by a weakened centrifugal force. 

 

 

            

 

4 

                            (a)                                                                                           (b) 

Figure 3: Comparison of PIV and LES results (a) ensemble velocity contours, (b) mean velocity profiles. 

                           (a)                                                                           (b) 

Figure 4: (a) Streamwise turbulent intensity profiles, (b) Reynolds shear stress contours. 
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Conclusion 

The flow and pressure field of oblique jets impinging onto a circular cylinder were analyzed by 

conventional PIV, fast PSP and LES measurements. Different fields of view were adopted to capture the 

different velocity magnitudes in impinging area and 3D curved wall jet progression part. The separation 

point occurs later when the higher impinging angle and Reynolds number. At the highest Reynolds 

number except under normal impingement, the flow attaches at almost halfway around the cylinder in the 

longitudinal direction due to the Coanda effect. The self-preserving wall jet profile was not attained in the 

3D curved wall jet. At the same Reynolds number, the initial momentum of the wall jet is increased when 

the impinging angle increases therefore, most of the flow follows in one direction and the momentum is 

higher compare with lower impinging angle. In contrast to the 2D curved wall jet, the streamwise 

turbulence intensity decreases with increasing streamwise distance. The Reynolds shear stress normalized 

by the jet exit velocity is more affected by the impinging angle than the Reynolds number. Fast PSP 

measurement results show that, due to the adverse pressure gradient reduces as impinging angle increases 

the separating tendency delays. By comparing the time-averaged velocity contours and profiles, we can 

see that the 2D PIV results are in good agreement with the 3D LES results. 
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Abstract 
Currently, high-pressure water jet is mainly used in various applications such as paint peeling and cleaning 
of the surface of structures, fraying of concrete, cutting of materials, etc. in the atmosphere.  Furthermore, 
the potential application of the water jet is expected to be used in underwater in order to develop marine 
industrial circumstances.  In this paper, the authors have tried to maintain the performance of the water jet 
used in the submerged condition by the use of a specially developed water jet nozzle together with an air 
stream nozzle in order to avoid the decrease in the performance of the water jet. The water is ejected from 
a 1mm diameter nozzle, supersonic air flows in parallel around it. The injection pressure of the water was 
fixed at 12.7MPa and the stagnation pressure of the air was set at 0.5MPa and 0.7MPa. In case of the 
submerged water jet, the coaxial air stream has a large effect on the stagnation pressure on the impinging 
target plate. This effect suggest that the air stream surrounding the water jet behaves like the atmosphere 
even in the submerged condition.  The stagnation pressure in the settling chamber of the air has almost no 
effect on the stagnation pressure on the target.  Moreover, the stagnation pressure on the target is confirmed 
to decrease with the increase in the distance between the nozzle exit and the target.  
 
 
1 Introduction  
High-pressure water jet has been employed in a variety of industrial applications such as cutting, cleaning, 
surface reforming, etc. Eggers and Villermaux (2008), Annoni et al. (2017), Leu et al. (1998), Hashish 
(1988), Mohan et al. (1997) and Guha et al. (2011).  Furthermore, from the practical engineering aspects, 
the use of water jet has a low environmental impact and excellent workability, further industrial application 
of water jet is expected in the future. It is well known that the high-pressure water jet into the still air is 
characterized by several distinct regimes such as nozzle flow, potential core, main flow, and diffused droplet 
regimes.  However, the water jet into atmosphere still maintains its momentum because of the quite 
difference in density between the water and still air, which is quite applicable to industrial fields.   It should 
be noted that the pressurized water jet is expected to penetrate targets because of its large density or large 
dynamic impact, which is however available only in an atmospheric condition. One the other hand, the 
demand for the application of the submerged water jet increases due to a maintenance or developments of 
marine structures or deep ocean resources.  The flow fields around the water jet ejected into still water shows 
the typical flow structure as shown Fig.1   As shown in Fig.1, the velocity of the jet ejected into still water 
decreases as the jet moves downstream due to the momentum exchange between the jet and its surrounding 
water. The decrease in the jet velocity implies reduction in its performance.  Therefore, in order to meet the 
recent potential demands for the submerged work, the velocity decay should be avoided in some ways.  
Referring to the flow field of the water jet and the atmospheric condition, the promising technique to 
maintain the submerged jet velocity is to simulate the atmospheric condition around the submerged water 
jet.   Then, in order to achieve this kind of flow field, authors propose a special nozzle to discharge the water 
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jet and coaxial air stream.  Fig.2 shows the concept 
of the flow field of the water jet and the coaxial 
assistant air stream that divides the water jet 
boundary and the still water.  The coaxial air 
behaves like the atmosphere as shown in Fig.2, 
which is exaggerated air stream diameter.  The 
water jet in Fig.2 is considered to moves 
downstream parallel to the main water jet.  Then, if 
the air stream keeps to dividing the jet and the still 
water, water jet is supposed to keep its velocity as 
in the condition of atmosphere.  In this paper, the 
effect of the air stream on the submerged water jet 
has been confirmed especially by means of 
measuring the stagnation pressure and comparing 
with the case of atmospheric condition as 
parameters of the distance between the nozzle exit 
and the impinging target plate and the stagnation 
pressure of the coaxial air. 
 
2 Experimental setup 

Figure 3 shows the experimental setup and the detail of the nozzle, respectively.  The high -pressure water 
pump(Kärcher HD 7/15 CX) supplies the high-pressure water at about 12.6MP, which is discharged into 
the atmosphere or into the water.  The pressure at the stagnation chamber and the stagnation point on the 
target plate are measured by means of the pressure sensors(Valcom VESVM35) and digitized by LabView.  
The pressurized air at 0.7MPa and 0.5MPa are also introduced to the settling chamber of the nozzle.  The 
flow meter is attached upstream of the high pressure water pump.  The specially developed nozzle consists 
mainly of two chambers for the water and the air, respectively as shown in Fig.4.  In Fig.4, three rods are 
for the precise alignment between the water jet exit and pressure measurement tap of the target. The nozzle 
diameter of the water jet is 1mm, the diameter of the coaxial air is 3mm.  For the preliminary experiments, 
the water pressure is fixed at about 12.6MPa, whereas the stagnation pressure of the air is set at 0.5MPa and 
0.7MPa. The distance between the nozzle exit and the target L/D is varied from 2 and 15, where L is the 
distance between the nozzle exit and the plate, D the diameter of the nozzle exit.  The 0.3mm tap is drilled 
at the target plate for the pressure measurements in order to evaluate the water jet performance.  The optical 
observations are also done by a high speed digital camera and high resolution still camera.   

 

 

Fig.3 Experimental setup 

 

 

 

Fig.4 Detail of nozzle 

3 Results and discussion 
3.1 Optical observations 

 

Fig.1 Basic structure of free jet 

Water supply 

Air chamber 

Alignment rod 

Alignment rod 

Target plate 

Pressure tap 

Alignment rods 

Fig.2 Concept of water jet with a  
coaxial air stream 

Water jet Air stream 
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The optical observations are shown in Figs.5(a)~(d).  Figures 5(a) and 5(b) shows the case of submerged 
free jet with and without coaxial air stream.  In Fig.5(a), the cavitation cloud right after the nozzle exit is 
observed as many researchers have already reported: Sou et al. (2006), Nishimura et al. (2012) and Peng et 
al. (2016).  Then, with the coaxial air steam, air bubbles discharged along the water jet which makes the jet 

boundary unclear.  Then, other technique such as a dye tracing for the visualization of this kind flow might 
be needed, which makes it possible to distinguish the jet from the surrounding water.  Regarding the 
evaluation of the performance of a water jet, although the impinging flow field should be clarified.  Figures 
5(c) and 5(d) shows the impinging jet for L/D=1 with or without the surrounding coaxial air stream.  It is 
found that the flow visualization might be quite difficult for this kind of flow especially from the side view.   

3.2 Pressure measurements 

The pressure measurements are quite simple ways to estimate the effect of the air flow especially on the 
target plate.  As a reference, the injection pressures of the submerged and non-submerged water jet are 
checked and shown in Figs. 6. It shows that the surrounding water and the target plate have no effect on the 
injection pressure.  In addition, as shown in Fig.7, the flow rate keeps constant for submerged and non-
submerged conditions.  These results ensure that the injection pressure is not affect by the parametric 
conditions and that the high pressurized water is supplied under a quite constant flow conditions by the 
pump.    

 The higher pressurized water jet issued from the nozzle exit is supposed to cause more damages 
against the target.  Figure 8 shows the stagnation pressures on the target plate as a parameter of the distance 
between the nozzle exit and the plate L/D=1, 5, and 7 for the submerged water jet.  It is found that the 

Fig.5 Optical observation from side view for injection pressure 12.7MPa 

(a) Free submerged 
water jet without air 
stream  

(b) Free submerged 
water jet with air 

stream 

(c) Impinging 
Submerged water jet 

for L/D=5 

(d) Impinging 
Submerged water jet 

with air stream   

Fig.6  Injection pressure variations Fig.7 Flow Rate for injection 
pressure of 12.5MPa 
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pressures keep constant for all the distance L/D, whereas their values decrease with the increase in the 
distance L/D.  It illustrates the decay of the velocity profile along the jet axis.  Figure 9 shows the relation 
between the recovery factor and the injection pressure for the non-submerged water jet, where the recovery 
factor is defined by ratio of the stagnation pressure to the injection pressure.  The recovery factor for the 
submerged without air stream denote by the symbol of open rectangular decreases with increase in the 
distance as a conventional structure variations.  Moreover, it should be noted that the stagnation pressure 

on the target plate denoted by open circle and diamond symbols considerably increase due to the existence 
of the coaxial air flow, which is almost the same as that for the case of non-submerged condition.  These 
results suggest that the coaxial air stream around the water jet can generate a kind of atmospheric 
circumstances even in the submerged conditions. Therefore, the submerged water jet with the air stream has 
a quite important potential applications to future development of ocean industries and marine resources.  

4 Conclusions 
Submerged water jet with a coaxial air stream has been studied under the condition of the injection pressure 
of 12.7MPa and the stagnation pressure coaxial air of 0.5MPa and 0.7MPa.  The summarizes are as follows: 
 
1. The stagnation pressure on the target plate decrease as the increase in the distance between the nozzle 

exit and the target plate both in the submerged and non-submerged conditions. 
2. The stagnation pressure of the coaxial air flow has almost no effect on the stagnation pressure on the 

target plate.  
3. The coaxial air flow around the water jet considerably make stagnation pressure on the target plate 

increase, which indicate the atmospheric circumstances even in the submerged condition.  
4. The increase in the stagnation pressure on the target plate suggests that there are promising potential 

application to the ocean industry and marine resources. 
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Abstract 
This paper presents a particle image velocimetry (PIV) measurement of electrothermally-induced fluid 
motion and a dimensionless number to characterize the flow. An electrothermal (ET) flow is the 
electrokinetic motion of a fluid, generated by the simultaneous application of an AC electric field and a 
non-homogeneous heat source. The flow has been often used for not only transporting a fluid itself but 
also manipulating colloidal particles suspended in fluids. In order for such ability to be utilized in more 
various applications, a firm physical understanding about the ET flow should be supported. This study 
investigates electrothermally-induced fluid motion using PIV and based on the measured results, attempts 
to characterize the flow with the aid of Buckingham PI theory and parametric study. As a result of the PIV 
measurement, the flow vorticity was confirmed to increase proportional to the square of electric field 
strength, and decrease rapidly along with electrical frequencies. Also it was linearly enhanced by the 
gradual increase of local temperature in a fluid. These experimental measurements led to suggesting a 
dimensionless variable representing the ET microfluidic flow. Application of Buckingham PI theory gave 
the dimensionless number that consists of Coulomb force, dielectric force, and inertial force. It not only 
enables to predict the characteristics of ET flows driven at arbitrary conditions but also provides important 
insights to design and develop ET force-based micro-devices. 
 
1 Introduction  
Electrothermal (ET) flow is the electrokinetic motion of a fluid, generated by the simultaneous application 
of an AC electric field and a non-homogeneous heat source (González et al. (2006), Morgan and Green 
(2002), Ramos et al. (1998)).  The heat source heats up the electrode surface biased with an AC electric 
field non-uniformly to induce temperature gradients in a fluid. The gradients, in turn, interact with the 
applied electric field to produce an ET flow by exerting electrical body force on the fluid elements. The 
electrical body force is expressed in a time-averaged manner, like the equation given below (Morgan and 
Green (2002)). 

〈𝑓𝑓𝑒𝑒〉 = 1
2
𝑅𝑅𝑅𝑅 ��(𝜎𝜎∇𝜀𝜀−𝜀𝜀∇𝜎𝜎)𝐸𝐸0

𝜎𝜎+𝑖𝑖𝑖𝑖𝜀𝜀
� 𝐸𝐸0∗ −

1
2

|𝐸𝐸0|2∇𝜀𝜀�     (1) 

where Re[  ] a real part of the bracket [  ], E a local electric field, E* its complex conjugate, T temperature, 
ω (=2πf) applied angular frequency, σ and ε is electrical conductivity and permittivity of a fluid. The first 
and second term in the right side of Eq.(1) represents Coulomb force and dielectric force respectively, and 
the former dominates the latter at low AC frequencies (< 2MHz). 

The ET flow received much attention from the scientific community recently because of 
enormous advantages that it offers. It can effectively manipulate and transport not only a fluid itself but 
also colloidal particles suspended in fluids in a microfluidic platform (Kwon et al. (2012), Kwon and 
Wereley (2015), Williams et al. (2009), Williams et al. (2008)). Such ability has been steadily applied in 
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many research fields needing on-chip pumping and mixing of fluids, and sorting and separation of specific 
particles (Kwon et al. (2012), Mishra et al. (2016), Mishra et al. (2016), Mishra et al. (2016)).  

However, most of the applications were achieved, depending on experience, intuition, and trial 
and error of researchers. If a detailed physical understanding on the ET flow is preceded, the laborious 
works involved in the studies can be minimized. Therefore, this study performs the flow visualization and 
the PIV measurement of ET fluid motion to analyze various characteristics of the flow like the following: 
1) flow structure and pattern, 2) dependence on an AC frequency, an electric potential and a temperature 
rise in a fluid, and 3) relative contribution of natural convection in the flows. In the investigations, the ET 
flow is driven by placing a focused laser beam on the electrode surfaces biased with a uniform AC electric 
field. Based on the PIV measurement results, we construct a dimensionless number model to characterize 
an ET flow using Buckingham PI theory. It will help a completed understanding about physics of ET fluid 
motion and further, provide invaluable insights to the development of ET flow-based microdevices. 
 
2 Experimental Setup  
Figure 1 shows the experimental setup for this study. It consists of a microfluidic chip and two microscope 
systems. The microfluidic chip contains several chambers such as an inlet reservoir, outlet reservoir, and a 
microchannel. The chambers are constructed by the combination of two indium tin oxide (ITO)-coated 
slides of ~1mm thickness, an insulating silicone rubber sheet of ~500µm thickness, and a transparent glass 
cover slip of ~200µm thickness. The two ITO slides aligned in parallel in the chip serve as a pair of 
electrodes to supply a uniform AC electric field. The silicone sheet creates a space for generation of an ET 
flow by separating the two electrodes. The glass cover slip enables observing the ET flow from side-view. 
The detailed fabrication process of the chip is given in the reference (Kwon and Wereley (2015)). 

 

For the driving of a light-actuated ET flow in a microchannel, the chip is mounted on an inverted 
microscope system operated with a function generator and near-infrared (NIR) Nd:YVO4 laser 
(λ~1064nm). During experimentation, the function generator provides AC electrical signals to the ITO 
electrodes and the laser beam focused by an 60× objective lens induces a non-uniform temperature 
distribution in a fluid to produce the gradients of electrical conductivity and permittivity. Therefore, when 
the two driving sources are simultaneously applied to the microfluidic chip, a light-actuated ET flow is 
driven in the microchannel through the interaction of the electrochemical gradients and the applied AC 
electric field. 

The ET flow is observed and visualized from side-view by a boom-stand microscope system. 3µm 
plain polystyrene beads are used as a tracing particle for flow visualization and PIV measurement, and are 
suspended in a deionized (DI) water for experiments. Their excitation and emission are achieved by a 
mercury-arc lamp. The emitted lights of the seed particles are captured by an interline transfer charge 

Figure 1: Experimental setup for flow visualization and PIV measurement of 
electrothermally-induced fluid motion. 
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coupled device (CCD) camera with 7.4µm×7.4µm pixel resolution and the acquired images are analyzed 
by enhanced digital particle image velocimetry (EDPIV) developed by Dr. Lichuan Gui. For the PIV 
analysis, interrogation windows of a 64×64 pixel size are constructed and central difference image 
correction (CDIC) method is applied on the each image frame. The CDIC method is a cross-correlation 
based algorithm which is suitable for analysis of flow fields with high velocity gradients (Wereley and 
Gui (2003)). 
 
3 Result and Discussion 
Our visualization experiment observed that the laser-actuated ET flow takes the form of a 3D toroidal 
vortex. It is shown in Fig. 2(a). The applied AC signal and laser power are 20 Vpp at 9 kHz and 140 mW 
respectively. The exposure time to obtain the streamlines is 0.509 sec. When the focused laser located on 
the bottom electrode biased with a uniform AC electric field, the seed particles flowed in and out of the 
focal plane repeatedly, heading toward the optical axis (O.A.) of the applied laser beam. In other words, 
the particles travelled along a closed streamline, showing a source flow pattern. The presence of these 
closed orbits experimentally demonstrates the 3D toroidal vortex structure of the ET flow. The vortex was 
quantitatively analyzed by PIV technique, and it is presented in Fig. 2(b). The generated vortex shows 
perfectly symmetric vector and streamlines plots with respect to the origin of the polar coordinate system, 
i.e., r=0. Then the maximum velocity occurs at the O.A. and its value is about 95 μm/sec. The same flow 
pattern and velocity distribution were observed even when the laser beam was located on the top ITO 
electrode surface. 

The understanding about the flow structure of the light-actuated ET microvortex led to 
investigation about the dependence of the vortex strength on electrical and thermal conditions. The 
investigation was achieved by measuring the change of the ET flow velocity with AC frequency, electric 
potential and temperature rise in DI water using PIV, and based on the velocity data, calculating the ET 
vorticities with Eq. (2) given below. The result is presented in Fig. 3. 

𝜔𝜔𝜃𝜃 = [∇ × 𝑣𝑣]𝜃𝜃 = 𝜕𝜕𝑣𝑣𝑟𝑟
𝜕𝜕𝜕𝜕
− 𝜕𝜕𝑣𝑣𝑧𝑧

𝜕𝜕𝜕𝜕
      (2) 

At a constant electric field of 17.7 Vpp and a laser power of 90mW, the flow vorticity decreases as AC 
frequency increases from 100 kHz to 2 MHz. (Fig. 3(a)). This frequency-dependent change of the vorticity 
attributes to the dipole relaxation of the fluid molecules with the frequency increase. At a constant AC 

Figure 2: 3D toroidal vortex structure of a light-actuated ET flow, and its PIV analysis. 
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frequency of 200 kHz and a laser power of 30mW, the flow vorticity increases proportional to the square 
of the electric field strength (Fig. 3(b)). This phenomenon occurs because electrostatic energy stored in the 
fluid increases along with the increase of electric potential. At constant AC signal of 11 Vpp at 100 kHz, 
the flow vorticity increases linearly as the laser power increases from 20 to 200mW, due to the gradual 
change of the temperature gradient inside a fluid and its coupling effect with the applied electric field (Fig. 
3(c)). 

 
Based on the PIV measurements, it was attempted to suggest a dimensionless number representing 

an ET flow using a Buckingham PI theorem. In order to identify the dimensionless number, all physical 
variables affecting the ET flow were selected first. Then each of the variables was converted to 
dimensionless form through the multiplication of the variable and the repeating variables, and the 
zeroization of power of the multiplied variables. It was followed by the combination and modification of 
the drawn dimensionless numbers. The procedure gave finally the dimensionless number of an ET flow 
consisting of inertial force, Coulomb force, and dielectric force. Its validity was verified by matching the 
dimensionless number with the PIV measurement result (Fig. 4). 

Figure 3: Dependence of electrothermally-induced fluid motion on AC frequency, electric potential, and 
temperature rise in a fluid. 

Figure 4: Dimensionless number of electrothermally-induced fluid motion, and its verification 
through comparison with PIV measurement data 
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4 Conclusion 
In this paper, we performed flow visualization and PIV measurement of electrothermally-induced fluid 
motion and based on the result, suggested a dimensionless number representing the ET flow using 
Buckingham PI theorem. When a laser beam was focused on an ITO electrode biased with a uniform AC 
electric field, the ET flow motion was confirmed to have a 3D toroidal vortex structure. According to the 
PIV measurement, the gradual increase of temperature and applied electric potential caused a linear and 
parabolic increase of the ET vorticity, respectively. The increase of AC frequency led to a rapid decrease 
of the flow vorticity. Application of Buckingham PI theorem to the PIV data provided a dimensionless 
variable of an ET flow. The dimensionless number consisted of Coulomb force, dielectric force, and 
inertial force, and was in good agreement with the experimental data. The above experimental results and 
the theoretical model not only help a complete understanding about ET fluid motion, but also further 
provide invaluable insights to the development of ET flow-based microdevices. 
 
Acknowledgements 
This work was supported by Basic Science Research Program through the National Research Foundation 
of Korea (NRF) funded by the Ministry of Education (No. 2016R1D1A1B03934976). 
 
References 
González A, Ramos A, Morgan H, Green NG, Castellanos A (2006) Electrothermal flows generated by 
alternating and rotating electric field in microsystems. Journal of Fluid Mechanics 564:415-433 

Kwon J-S, Ravindranath SP, Kumar A, Irudayaraj J, Wereley ST (2012) Opto-electrokinetic manipulation 
for high-performance on-chip bioassays. Lab Chip 12:4955-4959 

Kwon JS, Wereley ST (2015) Light‑actuated electrothermal microfluidic motion: experimental 
investigation and physical interpretation. Microfluidics and Nanofluidics 19:609-619 

Mishra A, Clayton K, Velasco V, Williams SJ, Wereley ST (2016) Dynamic optoelectric trapping and 
deposition of multiwalled carbon nanotubes. Microsystems & Nanoengineering 2:1-6 

Mishra A, Khor J-W, Clayton KN, et al. (2016) Optoelectric patterning: Effect of electrode material and 
thickness on laser-induced AC electrothermal flow. Electrophoresis 37:658-665 

Mishra A, Maltais TR, Walter TM, Wei A, Williams SJ, Wereley ST (2016) Trapping and viability of 
swimming bacteria in an optoelectric trap. Lab Chip 16:1039-1046 

Morgan H, Green NG (2002) AC electrokinetics: colloids and nanoparticles. Research Studies Press LTD., 
Baldock 

Ramos A, Morgan H, Green NG, Castellanos A (1998) Ac electrokinetics: a review of forces in 
microelectrode structures. J Phys D: Appl Phys 31:2338-2353 

Wereley ST, Gui L (2003) A correlation-based central difference image correction (CDIC) method and 
application in a four-roll mill flow PIV measurement. Experiments in Fluids 34:42-51 

Williams SJ, Kumar A, Green NG, Wereley ST (2009) A simple, optically induced electrokinetic method 
to concentrate and pattern nanoparticles. Nanoscale 1:133-137 

Williams SJ, Kumar A, Wereley ST (2008) Electrokinetic patterning of colloidal particles with optical 
landscapes. Lab Chip 8:1879-1882 

 

 

562



5th International Conference on Experimental Fluid Mechanics – ICEFM 2018 Munich 
Munich, Germany, July 2-4, 2018 
 

 
Relation between platelet adhesion and shear stress 

around micro stenotic channel 

Eunseop Yeom1* 

1 School of Mechanical Engineering, Pusan National University, Busan, South Korea 
* esyeom@pusan.ac.kr 

 
Abstract 

In the consideration of pathological thrombosis and the atherosclerosis progression, hemodynamic features 
and platelet activation play important roles. In our previous studies, the probability of platelet adhesion in 
the microchannel was increased under high-hematocrit conditions. The present study aimed to investigate 
the interactions between hemodynamic properties and platelet adhesion around stenosed channel. After 
passing through the narrow stenotic channels with different stenotic width (10 μm), the platelets can be 
activated, and then activated platelets were adhered on the downstream of the stenosis. The velocity field 
and shear rate around the stenotic channel were measured by using particle image velocimetry (PIV) 
measurements. Due to the high shear stress in the 10-μm-wide stenosis, adhesion of platelets with a 3D 
circulating motion was significantly observed at the posterior end of the stenosis. In high hematocrit 
conditions, frequent particle collision contribute to the promotion of platelet activation and adhesion, even 
when the shear rate is relatively low. This finding indicates that relatively high viscosity with frequent 
particle collisions can contribute to the promotion of activated platelet adhesion under relatively low-shear 
conditions. 
 
1 Introduction  
Blood is a concentrated suspension of elements, including red blood cells (RBCs), leukocytes, platelets, and 
protein macromolecules, in plasma. platelets are the principal components that arrest the bleeding caused 
by an injury to the vascular wall. In addition to its role in normal hemostasis, platelet adhesion plays an 
important role in pathological thrombosis (Massberg, Brand et al. 2002). A multi-step adhesion process 
between the platelet receptors and adhesive ligands can stabilize the cells to withstand the mechanical forces 
generated by blood flow (Dopheide, Maxwell et al. 2002). This adhesion mechanism is regulated by various 
factors, such as subendothelial matrix proteins, biochemical activators, and hemodynamic features. When 
platelets pass through a narrowed vessel, they may be subjected to different hydrodynamic forces, depending 
on the sites of the stenosed vessels. This variation in the hydrodynamic force, caused by arterial stenosis, 
contributes to platelet activation and thrombus growth (Kroll, Hellums et al. 1996). 
To estimate the platelet functions, platelet adhesion was estimated without labeling the platelets by using a 
correlation map that visualizes the decorrelation of the flow stream in our previous studies. without labeling 
the platelets by using a correlation map that visualizes the decorrelation of the flow stream (Jung and Yeom 
2017, Yeom, Kim et al. 2017). In addition to the platelet adhesion, the blood viscosity was simultaneously 
measured based on the pressure ratio between the blood sample and a reference fluid in an H-shaped channel 
composed of two parallel side channels and a bridge channel (Yeom, Park et al. 2016). Using this 
microfluidic system, we observed that, under high-hematocrit conditions, the probability of platelet 
adhesion increased and these adhered platelets were also well sustained. However, the effects of the shear 
stress on platelet adhesion were not investigated in the previous study. In the present study, we investigated 
the relation between shear stress and platelet adhesion around stenosed channels. 
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2 Materials and method 
Fabrication of stenosed channels 

PDMS microfluidic channels with a depth of 50 μm were fabricated by using soft lithography and deep 
reactive-ion etching. Three stenosed channels had different stenosis severities of 90, 95, and 99 % with the 
same stenosis length. In all stenosed channels, the input and output channel widths were 1000 μm. PDMS 
prepolymer (Sylgard 184; Dow Corning, USA) was mixed with a curing reagent at a mass ratio of 10:1. The 
mixture was poured onto silicon molds that were placed into a vacuum chamber for 1 h to remove any 
trapped air bubbles. Subsequently, the PDMS was cured at 80°C for 3 h. The PDMS block was then peeled 
from the molds. The channel inlets and outlet were made using a 1-mm diameter punch. Oxygen-plasma 
treatment (CUTE, Femto Science, Korea) was then applied for 90 s at 40 W. Finally, the microfluidic device 
was prepared by bonding the PDMS block to a glass substrate. 
 
Experimental setup 

The flows in the stenosed channels were observed through an optical microscope (Olympus BX51; Olympus 
Co., Ltd., Tokyo, Japan) with a 4× or 10× objective lens. The samples were injected into the microfluidic 
channels at a rate of 1 mL/h by a syringe pump (neMESYS, Centoni GmbH, Germany). Four frames of the 
flow in the microfluidic device were consecutively captured by a high-speed camera (Phantom VEO710L, 
Vision Research Inc., Wayne, NJ, USA) at 5000 fps (frame per second) when the trigger signal from the 
delay generator (model 555, BNC, USA) was input to the camera. The time interval between each trigger 
signal was 1 s. 
 
Blood sample preparation 

Human red blood cells (RBCs) and platelet rich plasma (PRP) were obtained from the Red Cross blood 
bank (Busan, Korea). The RBCs were washed with a phosphate-buffered saline (PBS) solution (pH 7.4, Bio 
Solution, Korea). Three blood samples with different hematocrits (0, 30, and 50%) were prepared by 
discretely mixing the stored RBCs and PRP. During all experiments, the PBS solution was used as the 
reference fluid to prevent bursting of the RBC membranes due to differential osmotic pressure. For this case 
study, all experiments were repeated three times using different samples. All experimental procedures were 
performed in accordance with the approved guidelines of Pusan National University’s Ethics Committee. 
 
Micro-particle image velocimetry (PIV) technique 

The captured optical images of the blood flows were cropped to 960 × 512 pixels prior to applying the PIV 
algorithm to each image pair. To enhance the signal-to-noise ratio in the cross-correlation map, digital 
image-processing techniques were applied to the cropped images. A binary mask was applied to the stenosis 
area to improve the measurement accuracy near the wall region. The detailed procedure and image-
processing techniques are described in our previous studies (Yeom, Kang et al. 2014, Yeom, Nam et al. 
2014). For all experiments, the size of each interrogation window was 64×8 pixels with a 50% overlap. The 
obtained velocity vectors were filtered using a 3 × 3 median kernel. The representative velocity field was 
obtained from the ensemble average of approximately 1500 vector files. 
 
3 Results and discussion 
Flows around stenosed channels 

Tracer particles (0.52 μm mean diameter; Thermo Scientific) were used to accurately investigate the flows 
around the stenosed channels with different severities (90, 95, and 99 %). Prior to the experiment, the tracer 
particles were washed twice in 1% bovine serum albumin (BSA, Sigma-Aldrich), and then they were 
suspended in the PBS at a final concentration of 5 × 109 microspheres/mL. Figure 1 shows the velocity  
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fields around the stenosed channels with stenotic width of 10 μm under a constant flow rate of 1 mL/h; for 
ease of understanding, a contour map of the velocity magnitude is included. For all channels, the main flow 
stream was accelerated as the particles passed through the stenosis apex. In the downstream region of the 
stenosis, this jet-like flow decelerated due to the channel area expansion. As expected, the degree of flow 
acceleration around the stenosis apex was greater in the 50-μm-wide stenotic channel than in the 100-μm-
wide stenotic channel. However, the region of flow acceleration was relatively small in the 10-μm-wide 
stenotic channel; due to the very narrow stenotic width, the tracer particles easily accumulated at the anterior 
end. This type of accumulation results in the reduction of flow rate. From the measured velocity information, 
the distribution of the shear rate around stenotic channel can be determined. The flow acceleration around 
the stenosis apex can cause a high shear rate near the wall region. 
 
Effect of hematocrit on platelet adhesion and blood viscosity 

Bottom images of Fig. 1 show the procedure of platelet adhesion around the posterior end of the 10-μm-
wide stenosis. Platelets were activated by the flow acceleration through the stenosis apex and then flowed 
downstream of the channel. Due to the high severity of the stenosed channel, a recirculation zone was 
induced in the post-stenosis region. In this recirculation zone, 2D movement of platelets with the variation 
of diffraction pattern was observed. From the results, it was inferred that there is a 3D circulating motion of 
the activated platelets because the diffraction pattern is determined by the location of particle in the object 
focal plane (Luo, Yang et al. 2006). As the time proceeded, the discoid platelet was changed into an 
elongated aggregation of platelets. After the activated platelets aggregated, they slightly tethered to the 
collagen film on the bottom of the channel. Then, firm cell adhesion occurred around the posterior end of 
the stenosis. Platelets with RBCs easily adhered around the stenosed channel. This flow blockage made it 
difficult to monitor the behaviors of platelets in the blood samples with hematocrit levels of 30 or 50 %. 
 
4 Conclusion 
In the present study, flow information, such as the velocity fields and shear rates around stenotic channels 
and viscosity, was estimated by using PIV measurements and through simulation. As the flow passed 
through the stenosis apex, flow acceleration with a jet-like flow was observed. Then, the main stream 

Figure 1. Ensemble-averaged contour map of the velocity magnitude for the stenotic width of 10 μm. Progress of 
platelet adhesion after the stenosed channel with increasing time. 
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decelerated downstream of the stenosis due to the expansion of the channel area. After passing through the 
narrow stenotic apex, the platelets were activated, and then these platelets adhered downstream of the 
stenosis. The platelet behavior after passing through the stenoses differed depending on the distribution of 
the blood samples’ shear stresses around the stenosed channels. Due to the high shear stress in the 10-μm-
wide stenosis, significant adhesion of platelets was observed at the posterior end of the stenosis. During 
platelet adhesion, a 3D circulating motion of the platelets occurred. This finding indicates that relatively 
high viscosity with frequent particle collisions can contribute to the promotion of activated platelet adhesion 
under relatively low-shear conditions. 
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Abstract 

This paper presents a particle tracking velocimetry (PTV) system for measuring the flow within a porous 

medium at pore scales. Refractive index matching allows full optical access to the inner pores of the porous 

medium. By analyzing the images taken from a single camera, the in-plane components of the velocity at 

different locations in the depth were obtained from the PTV algorithm. By assuming the concept of 

continuity of an incompressible liquid, the gradients of the in-plane components were used to calculate the 

out-of-plane component of the velocity in each plane. The approach developed here has the potential to be 

implemented in measuring the flow field in any other application to obtain the out-of-plane component of 

the velocity.     

1 Introduction  

The flow of a liquid within a porous medium appears in some applications such as flow in biological tissues 

(Khaled and Vafai, 2003), ground water resources (Ryan and Elimelech, 1996), oil reservoirs (Peter et al., 

2010), membrane and filters (Vafayi, 2011), to name a few. Understanding the details of flow in a porous 

medium is a key step in better understanding and optimization of porous systems. Porous media are typically 

investigated as a bulk without interrogating details of the flow in individual pores. In applications such as 

steam assisted gravity drainage (SAGD) oil production and the subsurface flow of ground water, it is 

essential to explore the flow behavior at pore scales. This is important information when considering 

different systems failure mechanisms such the clogging of pores by fine particles in the region around the 

oil production well and to predict the movement of chemical contaminants in soils during the subsurface 

flow of ground water.  

Studying the flow at subpore dimensions however, has many challenges. Limits in the measurement devices, 

range of applications, spatial and time resolutions are some of these issues (Werth et al., 2010). Due to the 

difficulties and limitations of the measurement techniques, experimental observations of the flow field at 

subpore scales are scarce in the literature. To quantify the fluid velocity within the pores, optical 

measurements such as Laser Doppler Velocimetry (LDV) and Particle Image/Tracking Velocimetry 

(PIV/PTV) have been utilized in the past. However, optical measurements are limited as most porous media 

samples are not transparent which makes the measurement zone optically inaccessible. Refractive index 

matching (RIM) between the carrier fluid and the porous medium is one of the methods to overcome this 

problem. By matching the refractive indices of the model material and the fluid, the entire system becomes 

transparent which enables the optical probing of the tracer particles in the flow. Although flow measurement 

in porous media can be undertaken using confocal imaging (Cavazzini, 2012) and refractive index matching, 

most of the research in this field has been devoted to the two dimensional (2D) flow measurement or 
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visualization in simplified geometries. This has limited the investigations to structured porous media where 

the light can pass through the medium with no refraction. However, most real porous media such as 

biological tissues and geological formations are formed randomly in which the flow behavior is more 

complex and has a three dimensional (3D) nature.  

In the present work, the flow through an unstructured porous medium (randomly packed glass spheres) is 

investigated to obtain the three components of the velocity over a three dimensional region (3C3D) at the 

pore scale. For this purpose, we have employed a shadowgraphic particle tracking velocimetry (SPTV) 

approach in a refractive index-matched medium. This paper describes the theoretical framework 

undertaking this type of study, the experimental setup for capturing and processing of data into full 3C3D 

measurements of the flow field. Although our motivation has been to analyze the 3D flow within a porous 

medium, the approach can be implemented in any other relevant field. 

2 Experimental methods and procedures 

In plane components (x,y) of velocity (u,v) can be captured using a standard planar PTV algorithm. The out 

of plane (z) position of the measurement can be defined by the position of the focal plane and its resolution 

by the depth of focus. By illuminating the entire test cell and scanning a thin focal plane over the depth of 

the porous medium, images of the tracer particles at several depth of the volume can be collected. The out-

of-plane component of the velocity (w) in each layer is then calculated from continuity of an incompressible 

liquid, as: 
𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧
= 0 (1) 

where 𝑢, 𝑣 and 𝑤 are velocity components, 𝑥 and 𝑦 are the in-plane coordinates, and 𝑧 is the out-of-plane 

coordinate. Figure 1 shows how the continuity equation can be used to calculate w from the in plane 

components u and v. By performing a planar PTV for each layer in the volume the in-plane components of 

the velocity (u,v) and subsequently the velocity gradients, ∂u/∂x and ∂v/∂y are obtained. The variation of the 

third velocity component in the depth, ∂w/∂z can be then calculated from Eq. 1. Finally, the values of w in 

each plane are determined from a linear extrapolation between the closest solid wall and the point of interest 

(Kazemi, Elliott and Nobes, 2016) assuming that the velocity components (including the out of plane 

component, w) at the solid walls are zero. 

𝑤 = (
𝜕𝑤

𝜕𝑧
)|
𝑑𝑧
𝑑𝑧 (2) 

where dz is the distance between the point of interest and the solid wall. 

 

Figure 1 Application of the continuity equation to compute the third component of the velocity from the in-plane 

components. 

The experimental setup utilized to quantify the flow field within the porous medium is demonstrated in 

Figure 2. The setup consisted of a flow channel which was designed using a commercial laser cutter 

(VersaLaser VLD Version 3.50; Universal Laser Systems). The flow cell had a 5.8 mm depth (Optix 
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Acrylic; Plaskolit Inc.) was confined with two PMMA side windows and randomly filled with many 1 mm 

borosilicate glass spheres to mimic the porous medium. The channel was mounted vertically and canola oil 

which was already mixed with 8 µm tracer particles (glass spheres) was infused into the channel by using a 

fluid delivery syringe pump (‘11’ Plus, Harvard Apparatus Inc.) at a rate of 15 ml/hr. The suspension was 

injected from the bottom of the channel, moved upward in the opposite direction of the gravity to exit the 

channel. To track the seeded particles in the flow, the flow cell was illuminated by an LED light source 

(BX0404, Advanced Illumination Inc.), and a CCD camera (CMOS SP - 5000M – PMCL, JAI Inc.) with a 

resolution of 2000 pixel × 1800 pixel recorded the images of seeded particles. The camera was equipped 

with an infinity corrected microscopic lens (Olympus Plan N 4x/0.10) and suitable optics (Infini Tube FM-

200, Boulder, CO). The assembly of the lenses provided a field of view of 2.37mm × 2.13mm and a depth 

of field of ~ 0.08 mm. The image acquisition rate was controlled by using a function generator (AFG3021B, 

Tektronix Inc.) which was synched to the camera. Data sets of 500 sequential images were collected at a 

frequency of 25 Hz at each depth with an exposure time of 150 µs. To capture the images at different depths 

in the volume, the position of the flow cell with respect to the camera was changed manually using a fine 

pitch micrometer adjuster (148-801ST; Thorlabs) with a 10 µm graduated scale.  

 

Figure 2 (a) Experimental setup and its components, (b) a magnified view of the flow channel, and (c) 

schematic representation of the flow channel and its dimensions. The packed bed is 38.45 mm high and 

5.80 m deep. 

3 Data analysis and velocity vector calculation 

In the velocity vector calculation procedure, the unwanted out-of-focus particles should be eliminated from 

the images to attain a more precise velocity vector field. A great portion of the out of focus particles can be 

removed by a thresh-holding filter as their intensities are lower than those of the in focus particles. However, 

this does not always occur and sometimes the out of focus particles are included in the analysis after applying 

this filter(Benson and French, 2007) and will, on occasion, introduce errors in the velocity calculation. For 

instance, the maximum intensity of particle 1 shown in Figure 3(a) which is an in focus particle is 234 

counts, while that of particle 2 which appears to be an out of focus particle is 254 counts. Thus, if a thresh-

holding filter is used to remove the out of focus particles, regardless of the strength of the filter, particle 2 

always remains longer than particle 1 in the processed image and results in producing erroneous velocity 

vectors (outliers). As an alternative method to avoid this problem, the local standard deviation for each pixel 

was calculated by considering the 3-by-3 pixels in the neighbor around the corresponding pixel as shown in 

Figure 3(b). This parameter is large for the pixels that have a remarkable contrast with their neighbors. As 

it can be seen in Figure 3(b), the more a particle is in focus, the brighter the circle surrounding the particle 

is. Applying this filter following by subtracting a certain value from the values of local standard deviation 

removes almost all of the out of focus particles while identifies the in focus ones which are shown in Figure 

3(c). It should be noted that in Figure 3(c), the open circles were filled by using a bandwidth filter to make 

them ready for performing a PTV algorithm. 
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Figure 3 The process of removing the out of focus particles from the collected images and making them ready for 

performing PTV algorithm. (a) Inverted raw image, (b) local standard deviation of the images, and (c) the empty 

circles are filled using a Bandwidth filter. Some intermediate steps of image preprocessing such as subtracting the 

minimum of 500 images from all original images to filter out the constant noise, or the amplification of the 

intensities after subtracting a certain value from the intensities to remove the noise are not shown here. 

After preprocessing of the images, the PTV algorithm was applied. In this step, particles were detected based 

on a certain intensity threshold followed by detection of the local maxima within a kernel of 17 × 17 pixel2. 

A band-passed filter was applied to the detected particles to accept only particles with a diameter within the 

range of 3–30 pixels. The location of each particle was determined with a Gaussian sub-pixel fit estimator. 

The particles were allowed to be tracked over 2 frames. The data was filtered by limiting the magnitude of 

the displacement of particles to be smaller than 14 pixels in the horizontal direction (x) and 15 pixels in the 

vertical direction (y). The maximum displacement gradient allowed in the vector field was set to 0.07 

pixel/pixel as suggested to be the maximum valid value (Keane and Adrian, 1992). Since the raw velocity 

data obtained from the PTV were sparse and randomly distributed across the image plane, the velocity in 

the empty pixels were estimated using a two dimensional cubic interpolation algorithm (MATLAB R2017b, 

The MathWorks Inc.). 

4 Results and discussion 

The in-plane velocity components obtained from the 2D PTV processing discussed earlier are shown in 

Figure 4. The different panels in Figure 4 show the velocity field at different depths of the porous medium, 

with the panel (a) being the closest to the front wall of the test cell.  

 
Figure 4 Two dimensional representation of the in-plane velocity components at different depth of the porous 

medium obtained from PTV. Panels (a) – (f) are located at z = 0.24 mm, z = 0.34 mm, z = 0.44 mm, z = 0.54 mm, z 

= 0.64 mm, z = 0.74 mm respectively. The front wall is assumed to be at z = 0. 
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The liquid suspension flows upward in the direction opposite to that of gravity. As it can be seen in Figure 

4, the liquid accelerates in the narrower regions satisfying the continuity equation (Eq. 1). By comparing 

Figure 4 (a) – (f), it seems that the magnitude of the in-plane velocity vectors (√𝑢2 + 𝑣2) diminishes by the 

distance from the front wall that is located at z = 0. This implies that the liquid flows faster near the wall 

compared to the central region of the porous medium which can be due to the smaller resistance against the 

flow near the side walls. The out-of-plane component of velocity (w) at different planes was computed from 

the continuity equation (Eq. 1). As w calculated from this approach strongly depends on the gradients of the 

in-plane velocities (∂u/∂x, ∂v/∂y) rather than the velocities (u,v) themselves (see to Eq. 1), the in-plane 

velocities (u,v) need to be smoothed before being introduced into Eq. 1 to get a coherent w from the 

continuity equation. Figure 5 (a) and (b) show a comparison between the smoothed velocity profiles and the 

non-smoothed ones obtained from PTV. Smoothing was performed using a 2D smoothing function (Greg 

Reeves, 2009). As Figure 5 (a) and (b) show, the smoothing algorithm captures a consistent pattern in the 

velocity data sets and eliminates the outliers which cause a sharp variation in the gradients of the velocity. 

By using the smoothed gradients, ∂w/∂z (from Eq. 1) and subsequently w (from Eq. 2) were calculated which 

are illustrated in Figure 6. 

 
Figure 5 Smoothing the in-plane velocity data obtained from PTV in order to calculate the out-of-plane component 

of velocity.   

 
Figure 6 The out-of-plane velocity component, w, calculated from the continuity equation (Eq. 1). Panels (a) – (f) 

are located at z = 0.24 mm, z = 0.34 mm, z = 0.44 mm, z = 0.54 mm, z = 0.64 mm, z = 0.74 mm respectively. The 

front wall is assumed to be at z = 0. The z axis is normal to the planes and positive downward. 
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5 Conclusion 

The 3D flow of oil through a packed bed of spherical glass particles was investigated at pore scale using a 

particle tracking velocimetry technique. To gain optical access to the volume of the medium, refractive 

index matching was utilized. The in-plane velocity components at different depths of the porous medium 

were obtained by the time tracking of the individual particles in the flow. To obtain the out-of-plain 

component of velocity, the continuity equation was employed. An improvement to the velocity calculation 

would be achieved if a thinner depth of focus was used. The use of the continuity equation combined with 

the result of 2D PTV showed promising, although preliminary, results to determine the full velocity 

measurements in the volume using only a single camera, and has a great potential to be employed in other 

applications where implementation of the 3D velocimetry measurements is difficult. However, this approach 

needs to be further explored and developed in the future by comparing it to the results from other existing 

approaches such as tomographic PIV and defocusing PTV.   
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Abstract 

Steam-assisted gravity drainage (SAGD) is a technique used for oil sand recovery in Alberta. Oil sand is a 

composition of sand, clay, water and bitumen. A slotted liner is used in SAGD operations to allow multiple 

phases flows to be produced, passing the flow through narrow slots throughout the length and circumference 

of the liner, which minimizes sand production. The objective of this research is to examine the phenomena 

that occur in the near-slot region to investigate the influence of flow characteristics on slot failure. A particle 

shadowgraph velocimetry (PSV) experimental set-up in conjunction with image processing techniques were 

used to investigate the effect of the presence of porous media on the flow field and the build-up of particles 

in the near-slot region. The experiments were performed with a single slot under two conditions, the flow 

into a single straight slot and a slot with an inlet condition aimed to simulate porous media. This study shows 

that particle shape at the micro scale and the presence of porous media affects the transport of particles in 

the near-slot region.  

 

1 Introduction  

Oil sand is a mixture of sand, clay, water and bitumen, has a high viscosity (> 10,000 cP) and is immobile 

under reservoir conditions (Speight 2013). Steam-assisted gravity drainage (SAGD) is a technique used for 

bitumen recovery. The process involves two horizontal wells drilled into the oil sands formation. Steam is 

injected through the upper well, heats the oil sand reduces its viscosity and the ‘liquefied’ bitumen drains 

into the lower well to be produced to the surface (Etherington and McDonald 2004). A slotted liner, used as 

a sand control device in SAGD operations, is a pipe with multiple narrow slots throughout its length and 

circumference that limits the migration of sand particles into the production well. There are a number of 

different failure mechanisms that are related to changes of the properties of slots. These include scale 

formation, fouling, particle buildup and plugging at the entrance and throughout the length of the slot. 

Particle build-up occurs due to the transport of ‘fines’ or particles < 44 µm (Mahmoudi et al. 2015), referred 

to as fines migration, into the region of the slot and buildup occurs due to changing conditions in the flow 

field.  

Fines migration can occur within the reservoir where mobile particles eventually settle and plug the pore 

throats within the formation, decreasing the permeability and productivity of the formation (Xie et al. 2014). 

However, reduction in productivity can also occur in the near-slot region, which is the transition area from 

the reservoir to the entrance of the slots. This is due to the migration and build-up of the fines causing a 

decrease in the open flow area in the near-slot region. The surface and geometric properties of the fines can 

influence the particle build-up effect and the consequent reduction in productivity.  

The objective of this study is to investigate phenomena that occur in the near-slot region. The work in this 

paper presents the flow field through porous media and the build-up of particles in the near-slot region with 

a single slot using particle shadowgraph velocimetry (PSV). An understanding of these phenomena is 
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essential in the development of any model that describes fines migration in the near-slot region in SAGD 

operations for predicting slot performance and failure.    

2  Experimental Setup  

The PSV measurement system used to visualize the flow field and transport of fines in the near-slot region 

through a single slot is shown in Figure 1(a). An LED light source (BX0404 Green, Advanced Illumination 

Inc.) provided uniform back illumination of the region of interest. A high speed camera (SP-5000M-PMCL, 

JAI Inc.) with a macro lens (105 mm f/2.8, Sigma) captured the flow of the multiphase fluid. A function 

generator (AFG 3022B, Tektronix Inc.) was used as a timing device to trigger the camera to capture images 

at a frequency of 85 frames per second. In general, an exposure time of 70 µsec was used on the camera to 

freeze the motion of flow.  

 

 

Figure 1: (a) The PSV experimental set-up schematic (b) The solid model assembly of the flow cell (c) The solid 

model of the flow channel –Note two conditions were used;  flow into a the straight slot only and a slot with an inlet 

condition aimed to simulate porous media (d) The region of interest or field of view of the camera and near-slot 

region used in the analysis.  

The geometry of the flow cell used in the experiments is shown in Figure 1. It was mounted vertically and 

a sandwich of the flow channel and a transparent window was used to make the complete flow cell as shown 

in Figure 1 (b). The window as shown in Figure 1 (b) was made of acrylic sheet and fabricated with a laser 

cutter (VLS3.50, Universal Laser). The flow channel was manufactured using an additive manufacturing 

process (Form 2, Formlabs Inc.) from a clear photopolymer resin. This manufacturing technique for the 

flow channel was preferred as it allowed the manufacturing of complex flow geometries, such as porous 

media, in a controlled manner for this study. There are multiple slot profiles design that are used in SAGD 

operations including straight slots, rolled slot and keystone (Bennion et al. 2009). For the purpose of this 

study the slot profile was limited to the straight slots. The experiments were performed using two flow cells 

with two different conditions, the flow into a single straight slot and a slot with an inlet condition aimed to 

simulate porous media as shown in Figure 1 (c). The latter flow channel was designed with equally spaced 

pillars (1mm diameter and 1mm height) to simulate a porous media region at the slot entrance. The region 

of interest in this study, which is also the field of view of the camera, is shown in Figure 1 (d). However, 

the focus of all the analyses in this study was in the near-slot region in the field of view as shown in the 

highlighted section in Figure 1 (d).   

The fluid used in the experiments was a 72 wt% glycerol/water solution with the viscosity of 27.7 cP 

obtained from the aqueous solutions of glycerol tables in (Segur et al. 1951). Two shapes of particles, 

spherical and irregularly shaped, were used in this study to represent the fines found in oil sand reservoirs. 

These include 40 µm silicon carbide irregularly shaped particles (AGSCO Corp.) or 40 µm polystyrene 

spherical microbeads (Dynoseeds TS40, Microbeads AS) considered as fines. 2 µm silver coated silica 

particles or 4 µm polystyrene microbeads were used as tracer particles to analyze the flow for the irregularly 

shaped particles and spherical particles, respectively. Each solution consisting of glycerol/water, ‘fines’ and 

tracer particles were placed on a magnetic stirrer (PC-353, Corning) to ensure the seeding density was 

consistent throughout the fluid. The fluid was injected at the top of the flow cell with a controlled flow rate 
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scaled to SAGD production conditions of 10 ml/hr using a syringe pump (70-2208 11 plus, Harvard 

Apparatus Inc.), in the same direction as gravity. All the images were collected and saved in a designated 

computer for image processing. 

 

3 Image Processing 

Detection of particles that represents the fines was the first step in the image processing.  This was also the 

most essential step to analyze the fines migration in the near-slot region. In this study, the differences 

between the respective intensities of the particles and the remaining area were used to detect the particles 

(Kinsale et al. 2017). Intensity differences were also utilized to identify regions of particle build-up.  

Particle image velocimetry (PIV) image processing was used to interrogate and define the velocity field in 

the near-slot region using a commercial software (DaVis 8.3.1 LaVision GmbH). Image pre-processing 

techniques applied to the raw images included a subtract sliding minimum filter to remove/reduce the 

background noise in the images. This filter allows all the particles to appear dark on a light background as 

shown in Figure 2.  A sliding average calculation was then used to determine the average flow field. A 

multi-pass cross correlation with interrogation windows of 96 × 96 pixel followed by 48 × 48 pixels were 

used to determine the velocity vector field. An in-house post-processing code (Matlab, The MathWorks 

Inc.) was used for post-processing and plotting of data.  

 

 

Figure 2 The outcome of using the sliding minimum filter (a) The raw image (b) The pre-processed image 

 

4 Results and Discussion 

In this study the flow fields for two scenarios were considered. The flow into an open slot without and with 

the presence of porous media in the inlet region. The flow channel described in section 2 was designed with 

equally spaced pillars so as to simulate the near wellbore porous media in oil sand reservoirs.   

Using the tracer particles only, the velocity field in these two scenarios were obtained from the PSV 

measurement. The average velocity distributions for each case are shown in Figure 3. The comparisons of 

the phenomena observed from Figure 3 (a) and (b) match with the corresponding fundamental theory. The 

flow field in the open slot scenario Figure 3 (a) was symmetric, having a uniform convergence of the flow.  

The velocity also increased in the near-slot region; this is due to the change in cross-sectional area at the 

entrance of the slot. A parabolic velocity profile observed within the slot and zero velocity at the wall of the 

slot also agreed with expectations. However, the flow field in Figure 3 (b) was more dispersed compared to 

Figure 3 (a) due to the presence of porous media. In the region before the slot within the porous media, the 

relative maximum velocity occurred within the pore spaces with minimum velocity around the outer walls 

of the pillars.  The flow characteristics observed indicated the reliability of the PSV measurement system to 

obtain measurements that agree with fundamental theories.  
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Figure 3 The velocity field within the region of interest for (a) the straight slot (b) the straight slot with the inlet 

condition that simulates porous medium.  Both plots were normalized with respect to the width of the slot. 

 

The next phase of the analysis was to determine the factors that influence particle build-up in the near-slot 

region, again using both cases of the straight slot without and with the porous media inlet condition. The 

analysis included two types of particles that represented the fines in the oil sand reservoirs namely, 40 µm 

spherical microbeads and 40 µm irregularly shaped particles.  The results were used to deduce the effect of 

particle shape on the build-up at the entrance of the slot. Figure 4 shows the results for the spherical 

microbeads. Results for cases with the straight slot without and with the porous medium are shown in Figure 

4 (a) and (b), respectively. While the large 40 µm are clearly evident in the images compared to the 4 µm 

tracer particles, for both scenarios, no significant build-up was observed.  

 

 

Figure 4 The flow of the 40 µm spherical microbeads in the near-slot region for (a) the straight slot (b) the straight 

slot with the inlet condition that simulates porous medium. 

 

Figure 5 shows the results for the irregularly shaped 40 µm particles. The images highlight the relatively 

large scale of these particles compared to the 2 µm tracer particles used in this case. In Figure 5 (a), a thin 

layer of particle build-up can be seen at the surface of the slot entrance. However, with the porous media 

present, Figure 5 (b), significant particle build-up was observed both at the leading front of the porous media 

as well as the entrance to the slot.  
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Figure 5 The flow of the 40 µm irregular shape particles in the near-slot region where particle build-up was observed 

for (a) the straight slot (b) the straight slot with the inlet condition that simulates a porous medium. 

 

The results indicate that particle shape and the presence of porous media affects particle build–up. It was 

noted in Error! Reference source not found. that no build-up occurred for the spherical particles without 

and with porous media at the inlet. The spherical particles that fell on the surface of the entrance of the slot 

were more likely to follow the flow rather than build-up at the entrance compared to the irregularly shaped 

particles. For the irregularly shaped particles in Figure 5, build-up was observed in both cases. This 

suggested that the irregularly shaped particles had strong interlocking. This minimized the flow potential of 

the bed of particles to flow along the surface of the entrance of the slot. The porous medium also influenced 

the amount of particle build-up as shown in Figure 5 (b). The flow path specified by the presence of the 

porous medium matrix is a possible factor for the accumulation of particles in the inlet region. The build-

up that occurred at the leading front of the porous medium caused aggregations of particles to be suspended 

into the flow. Some of these clumps of particles fell on the surface of the slot which contributed to build-

up.  

 

Another goal of this study was to understand how the fines affect the flow regime.  In order to accomplish 

this, an algorithm mask was used to mask out the larger particles to determine the flow field around them. 

Figure 6 shows the processed image of the velocity vector field for the movement of the 40 µm irregularly 

shaped silicon carbide particles in the near-slot region.  

 

 

Figure 6 (a) The flow field around the 40 µm irregularly shaped silicon carbide in the near slot region. 

(b) An illustration of the effect of the algorithm mask to mask out the bigger particles.  
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This shows that the experimental and image processing methodologies described in this paper are capable 

of capturing the flow field around particles of this size scale. However, a greater magnification and smaller 

tracer particles are required for a detailed study to visualize the movement of the fluid around the particles.  

 

5 Conclusion 

This work is aimed to provide a better understanding of multiple phase flow through narrow-slots under 

conditions relevant to the SAGD process. A wider ranging study will provide a basis for developing 

analytical theory for analyzing fines migration in real time. A PSV measurement system and image 

processing techniques were used to visualize and analyze the flow field in the near-slot region though a 

single slot in two cases without and with an inlet condition which simulates porous media. The results were 

comparable to theory which proves the reliability of the PSV measurement system to obtain the flow field 

in the near-slot region. The experiments were performed using 40 µm spherical polystyrene microbeads and 

irregularly shaped 40 µm silicon carbide particles and. By comparison of the results in these two cases, it 

was observed that particle shape affects the transport of particles in the near-slot region and particularly 

with the presence of porous media before the inlet of the slot. The particle build-up occurred for the 

irregularly shaped particles and not for the spherical ones. The build-up of particles indicates that with 

continuous flow over time the potential plugging of the slot may occur naturally. The experimental results 

obtained in this study provide a good foundation to achieve the ultimate goal of this research, which is to 

model fines migration in the near-slot region as it occurs with time in SAGD operations.   
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Abstract 

Motivated by the use of slotted liners in the production of bitumen steam assisted gravity drainage, this 

paper aims at quantifying the convergence phenomenon experienced by the flow as it enters these long 

aspect ratio apertures (slots) found on the lateral surface of these liners. A 2D measurement technique - 

particle shadowgraph velocimetry – was used to visualize the flow fields through rectangular channels 

manufactured to represent SAGD slots. The effects of the channel Reynolds number (Re =  0.1 to 10), and 

the width of the flow channel before the slot, on the curvature of the streamlines were studied. Results 

showed that the curvature in streamlines increased as the flow Reynolds number increased whereas an 

increase in wall distance led to lower curvature of streamlines. 

1 Introduction 

Steam-assisted gravity drainage (SAGD) is an enhanced oil recovery technique that produces oil by injecting 

steam into an oil sands formation that lowers the viscosity of bitumen to instigate its flow (Butler, 1994). 

The well completions, the piping system of the well, used in SAGD are manufactured to provide a pre-

defined open area and flow conditions to prevent sand form being produced. This commonly involves 

including some form of perforation or screen that also minimizes sand production (Matanovic et al., 2012). 

Among the most common well completion methods used in SAGD are slotted liners (Leitch et al., 2018). 

Slotted liners are pipe casings that contain rectangular apertures (slots) on their lateral surface that are 

typically 0.3 to 0.5 mm wide (Xie et al., 2007) depending on the particle size distribution in the reservoir.  

The performance of slotted liners can be drastically reduced due to plugging of the slots that results from 

one of a number of different failure mechanisms (Shen, 2013). The most common failure mechanisms are 

plugging by fines or sand particles, scale deposition, and fouling. The pressure distribution in the near-field 

flow domain has a direct effect on the transport phenomena involved and the reaction kinetics for precipitate 

formation (Vetter & Kandarpa, 1980).  

On the production side of SAGD, the pressure drop in the flow can be primarily attributed to the contraction 

effects as the flow enters the narrow slots. The slots also induce a flow convergence phenomenon (Kaiser 

et al., 2002) which essentially represents the change in the shape (curvature) of the streamlines. 

Understanding this near-wellbore flow mechanics and the contributions of flow- and geometry-related 

design parameters is, therefore, of the utmost importance. 

In a prior work by the authors, experiments were conducted to measure the pressure drop across rectangular 

orifices using test coupons (Yusuf  et al., 2017). Results have shown that it is affected by the aspect ratio of 

the orifice. The model that was developed to characterize this pressure drop (Yusuf et al., 2017), can be 

described mathematically as: 
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∆𝑃

1
2

𝜌𝑢2
= [1 − 𝛼2] + (1 − 𝛼) [

2𝐴𝑅

𝐴𝑅 + 1
] [

4𝜙

√𝜋 ∙ 𝑅𝑒
] (1) 

where ∆𝑃 is the pressure drop across orifice, 𝜌 is density of the fluid, 𝑢 is the average streamwise velocity 

through the orifice, 𝛼 is the ratio of the orifice cross sectional area to that of the pipe which it is installed in, 

𝐴𝑅 is the aspect ratio of the rectangular orifice, 𝑅𝑒 is the Reynolds number of the flow, and 𝜙 is termed the 

flow convergence parameter. The Reynolds number was calculated using the average streamwise velocity 

and the hydraulic diameter of the rectangular orifice as the velocity and length scales, respectively. 

Research activities are now focused on the convergence parameter, 𝜙, with the ultimate goal of 

comprehensively describing its contribution to the pressure loss and determining its dependence on the 

geometry of the slot. As the development of Eq. 1 had the assumption of a 1D flow, complementing the 

findings with a technique that offers an additional plane of investigation was found to be necessary. 

In this paper, the effect of channel geometry and 𝑅𝑒 on the flow convergence is investigated using 2D 

particle shadowgraph velocimetry (PSV). The main objective was to describe this phenomenon by using 

measurements that can visualize and quantify the flow convergence vis-à-vis the curvature of the 

streamlines. The setup used for the PSV experiments, the results obtained, and the main conclusions drawn 

are presented in the following sections of the paper. 

2 Experiment 

The setup used to conduct the PSV experiments and a flow cell used therein are shown in Figure 1. The 

setup, Figure 1 (a), mainly consisted of (1) flow channel assembly; (2) a syringe pump (PHD 2000, Harvard 

Apparatus); (3) a camera (SP-5000M-PMCL-CX; JAI Inc.) coupled with 50 mm lens (AF NIKKOR 50 mm 

1:1.4D; Nikon); (4) an LED light source (BX0404-520 nm; Advanced Illumination); and (5) a function 

generator for controlling camera frame rate. The flow channel assembly, shown in Figure 1 (b), consisted 

of three laser-cut parts made from 6.35 mm thick acrylic sheets. The two outer parts were the windows that 

provided optical access for imaging whereas the middle part was the main flow cell containing the geometry 

being experimented. The wall distance, 𝐷, of the channel varied between 10 mm and 15 mm while the 

channel width, b, was kept constant at 3 mm. A syringe pump was used to drive the flow of glycerol which 

was seeded with 40 µm glass sphere particles (Dynoseeds ® TS 40, Microbeads). The camera which was 

run at 45 frames per second was used to capture images of the flow field that was illuminated by the LED 

source. The function generator had the sole purpose of achieving the required frame rate for the camera.  

 
 

(a) (b) 

Figure 1 – (a) A representation of the experimental setup; and (b) the flow channel assembly consisting 

of laser-cut parts 

Glycerol (µ = 1.4138 Pa.s; ρ = 1260.8 kg/m3 at 20 oC) was selected as the working fluid to match the 

viscosity of bitumen at SAGD operating conditions. Four values of 𝑅𝑒 were covered in the experiments, 
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namely 0.1, 0.5, 5, and 10 by controlling the flow velocity. The velocity and length scales used to calculate 

𝑅𝑒 were the average velocity through the channel and the width of the channel, respectively. As such, the 

range of 𝑅𝑒 covered matches with those pertaining to SAGD conditions which are in the range of 0.006 – 

0.1 (Taubner et al., 2016). 

A software built in-house on a commercial development environment (CVI LabWindows, National 

Instruments Inc.) ran on the data acquisition computer. The images acquired from experiments were then 

processed in commercial software (DaVis 8.4, LaVision GmbH) to determine the velocity field. A multi-

pass scheme with specified interrogation window sizes was used in the processing of all experimental data. 

Windows of size 32 × 32 pixels for the first pass and 24 × 24 pixels for the second pass were used for the 

processing with 50% overlap. In the data processing stage that followed, the velocity field data was 

processed in a program built in a multi-paradigm computing environment (Matlab R2018a, Mathworks) to 

calculate the streamlines and other parameters within. This calculation determined the coordinates for each 

point along a streamline upon specification of a starting point. 

3 Processing of experimental data 

Samples of the raw images and the velocity field map that resulted from the processing are shown in Figure 

2. The field of view for the experiments covered more of the region upstream the channel than downstream 

because the focus of the study was on investigating the convergence of the flow as it entered the channel. 

The seeding particles shown in the raw data, Figure 2 (a), were 2 – 3 pixels in size. Figure 2 (a) also shows 

that the coordinate system used in the analysis has its origin at entrance of the channel along the centerline. 

The vector map in Figure 2(b) shows that the flow had the expected parabolic velocity distribution across 

the channel. The width of the channel, 𝑏, was used to normalize lengths along both directions in the plane. 

The distribution of the velocity, 𝑈,  which was normalized by the global maximum velocity, 𝑈𝑚𝑎𝑥, showed 

that the maximum velocity in the channel occurs along the channel centerline.  

   
(a) (b) 

Figure 2 – (a) Raw image of the flow field; and (b) velocity vector from processing of data. 

The velocity vector data that resulted from processing of images from PSV experiments were processed 

using custom written code to determine the streamlines for the flow field. Representative results from this 

stage of data processing are shown in Figure 3. The algorithm calculated the streamlines shown in Figure 

3(a) when an initial position, 𝑥0, was specified. Figure 3(b) is included to demonstrate that the approach 

also allowed analysis on a single streamline in addition to groups of streamlines for the entire flow field. It 
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also offered control over a number of specifications such as length of a streamline, spacing between 

streamlines, the starting locations of the streamlines and the number of streamlines. 

 

  

(a) (b) 

 
(c) 

Figure 3 – (a) Streamlines in the whole flow field; (b) a single strand of a streamline; and (c) definition 

of centerline distance, 𝑑𝐶𝐿, and angle between the normal and the horizontal  

Two different parameters were used to quantify the curvature of the streamlines as shown in Figure 3 (c). 

The first parameter shown is 𝑑𝐶𝐿 which represented the distance between each streamline and the centerline 

of the channel. In the usage of this parameter it is assumed that the greater the distance, the more curvature, 

and hence increased flow convergence, required for a streamline to enter the channel. This will lead to the 

direct correlation between the distance 𝑑𝐶𝐿 and the flow convergence. 

Also shown in Figure 3 (c) is 𝛾 which is defined as the angle between the normal to the streamline and the 

horizontal. Respective components of the velocity vectors at every point along a streamline were used to 

compute 𝛾. This parameter could be used to determine streamline behaviors such as change in curvature and 

the location of inflection point of an individual streamline. 

4 Results and discussion 

Results from the analysis of experimental data are shown in Figure 4. The plots shown in Figure 4 (a) and 

(b) are for the flow through the channel where 𝐷 =  10 mm whereas Figure 4 (c) and (d) are for the cases 

where 𝐷 = 15 mm. Plots given in Figure 4 (a) and (c) can be used to compare the results for 𝑑𝐶𝐿 at different 

𝑅𝑒 for the two wall distances. The results showed that Re had a visible effect on the flow convergence in 

the flow approaching the slot from the same location. In general, as Re increased, the streamlines shifted 

farther away from the centerline. This can entail streamlines for flows at relatively higher 𝑅𝑒 would require 

increased convergence to enter the channel than those at lower Re. Closer inspection also indicates that, for 

lower Re, the decrease in 𝑑𝐶𝐿 starts farther upstream than for higher 𝑅𝑒. These observations were common 

to both values of the wall distance, 𝐷 considered. 

582



The progression of the flow convergence was also considered by looking at the change in 𝛾 along the flow 

as plotted in Figure 4 (b) and (d). The change in the angle had similar trends for all 𝑅𝑒. The variation in the 

angle started at 𝛾 ≅ 0 before the fluid approached the channel entrance where the streamlines were parallel 

to the centerline. The value of 𝛾 increased as the flow approached the channel entrance where the curvature 

in the streamlines started a continuous increase. After the flow had entered the channel, it was observed that 

𝛾 begins to return towards zero as the streamlines became parallel to the centerline again.  

The change in 𝛾 was also seen to be a function of the flow 𝑅𝑒. As 𝑅𝑒 increased, 𝛾 reached its maximum at 

locations closer to the entrance of the slot for both wall distances. The location at which 𝛾 attained its 

maximum was also varied among the different wall distances, 𝐷, considered. It was seen that for the lower 

distance (𝐷 = 10 mm), shown in Figure 4 (b), the respective plots for 𝛾 reached maximum at locations 

where 𝑦 𝑏⁄  ≅ 1 whereas for larger wall distance (Figure 4d) the location was relatively farther from the 

inlet. 

These results support the assumption that the difference in pressure drop for the flow through channels with 

constant cross sectional at different 𝑅𝑒 are due to the change in the curvature of the streamlines. It was also 

seen that lower wall distances led to higher curvature according to the maximum values of 𝛾. Therefore, a 

greater pressure drop may be expected in cases with lower wall distance. 

   
 

(a) (b) 

  
(c) (d) 

Figure 4 – Plots showing the variation in 𝑑𝐶𝐿 and 𝛾 for all distance D = 10mm (a) – (b); and D = 15mm 

(c) – (d) at the different 𝑅𝑒 
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Conclusion 

The flow convergence phenomenon in the flow through rectangular channels was investigated using a 2D 

measurement technique. Particle shadowgraph velocimetry was used to measure the velocity distribution in 

the flow field. Processed images from the experiment were used to calculate the streamlines. The variation 

in the parameters defined for the analysis in this study – 𝑑𝐶𝐿 and 𝛾 – were used to deduce about the effect 

of 𝑅𝑒 and wall distance on the curvature of the streamlines. In general, it was concluded that greater 𝑅𝑒 

leads to greater curvature in the streamlines hence contributing to the pressure drop due to contraction. An 

inverse relationship was, however, observed between the wall distance and curvature of streamlines. 
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Abstract 

The characteristics of liquid film driven by high speed airflow were studied experimentally in order to 

elucidate the underlying physics of the dynamic water runback process pertinent to aircraft icing phenomena. 

Planar laser-induced fluorescence (PLIF) technique was applied for the visualization and non-intrusive 

measurements of thin liquid film over a range of film Reynolds numbers Ref=41-208 and wind speed 𝑈𝑎=10-

50m/s. Three flow regimes, named ‘two-dimensional wave’, ‘three-dimensional wave’ and ‘disturbance 

wave’ regimes, have been identified and characterized based on observation results and processed statistics. 

Quantitative analysis including the mean film thickness, interface roughness and wave statistics were 

conducted to provide an insight into the flow structure and microphysics of wind-driven liquid film. 

 

1 Introduction  

Aircraft icing occurs when a cloud of supercooled droplets impinge and freeze onto the airplane surface, 

posing a threat to fight safety. In glaze icing conditions, only a fraction of the collected water freezes in the 

impingement area and the remaining water runs back forming water film, rivulets and water beads (Olsen 

and Walker, 1987). The glaze ice has been considered as the most dangerous icing hazards for its complex 

ice accretion induced by surface water (Gent et al. 2000). A representative ice prediction model, Myers 

model (Myers and Thompson,1998), has taken into account the runback water film and was widely applied 

in glaze icing prediction. However, due to the lack understanding of runback water behavior, most of the 

models apply assumptions and simplifications, which is considered to be a significant factor for the 

inaccurate predictions (Liu et al.2017). Recently, the development of experimental techniques allows the 

investigation towards the microphysical characteristics of shear-driven liquid film pertinent to aircraft icing 

and several investigations have been done. Zhang et al. (2016) applied digital image projection (DIP) 

technology and demonstrated the phenomena of water film and rivulet formation over an airfoil and a flat 

plate, respectively. Liu et al. (2017) developed a multi-transducer ultrasonic pulse-echo (MTUPE) technique 

to quantify the dynamics of the wind-driven water film flows over the test plate. Leng et al. (2018) used 

confocal chromatic technique to measure the water film thickness and proposed a new correlation of the 

interfacial shear factor. Cherdantsev et al. (2014) investigated the spatial disturbance wave structure and 

liquid entrainment phenomena of shear driven liquid film using high-speed LIF technique. Although the 

above results have contributed to the understanding of wind-driven liquid film, very little can provide 

quantitative measurements to look deeper into the characteristics. Another limitation is the low speed of 

certain afore-mentioned experimental airflow for aircraft icing.  

In the present study, Planar Laser-Induced Fluorescence (PLIF) technique is applied to achieve non-

intrusive thickness measurements of wind-driven liquid film characteristics. The experimental apparatus 

and measurement method are described in Section 2. The results are demonstrated and analyzed in Section 

3 ordered by flow regime and phenomenological observations, film thickness statistics and wave 

characteristics. Conclusions are summarized in Section 4. 
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2 Experimental Method  

2.1. Experimental apparatus 

The experiment setup, as shown schematically in Fig. 1, consists of a small-scale wind tunnel and the 

measurement equipment. The wind tunnel includes the centrifugal blower, the settling chamber, the 

contraction section, test section and the diffuser section, with the capable airflow speed of up to 55m/s. The 

bottom of the test section is equipped with an aluminum test plate with a dimension of 250mm×150 mm 

and the other three walls of the section are made of Plexiglas to accomplish an omnidirectional perspective 

of observation. High speed airflow, generated by a centrifugal blower, flows through the test section with 

cross-section to be 55mm×200mm. A honeycomb and two layers of gauzes are placed in the contraction 

section to make the generated airflow uniformly flow past the test sections.  

The working fluid is injected by a submersible pump, passes through a supplement vessel and then enters 

the test section though a slot distributor with the width of 8cm to form initial liquid film. The liquid flow 

rate is measured by pre-calibrated rotameter with an accuracy of 5%. At the end of the test plane, liquid is 

collected in the collecting vessel through a slot, which is filled with an absorbent sponge material to capture 

the water and prevent the suction of air. The outlet of the test section is open to the atmosphere. 

 
Figure 1: Schematic layout of experimental setup 

2.2. Measurement technique 

Measurements were performed using a PLIF flow measurement technique, which use a fluorescing material 

within the liquid phase, a monochromatic laser light, and a camera for observation of the resulting 

fluorescence (Schubring et al.2010). Current system employed a semiconductor laser with an excitation 

wavelength of 532 nm. Distilled water doped with fluorescence dye Rhodamine 6G at a concentration of 20 

mg/L was used as working liquid. The laser was equipped with sheet optics, with the capability of producing 

a 0.1mm light sheet for the illumination of working liquid. Since the major emitted light was at the 550nm 

wavelength, the high-speed camera (Photron FASTCAM Mini UX100) with a 1280×1024 pixel resolution 

was mounted with a 550nm high-pass optical filter to capture the lighted liquid film. The camera was 

positioned at 90°to the laser light sheet, 15cm away from the water inlet. The spatial pixel resolution was 

about 4μm and 5s of instantaneous data was saved with the frame rate of at least 500 Hz.  

All the tests were carried out at room temperature and under stationary conditions. The range of airflow 

speed and film Reynolds number were 𝑈𝑎=10-50m/s and Ref=41-208, respectively. Ref is defined as 𝑄/𝑤𝑣𝑙, 

where 𝑄, 𝑤, 𝑣𝑙 denotes the volumetric liquid flow rate, the film width and the kinematic viscosity of the 

liquid, respectively. All the experiments were carried out after the water film was stabilized. 

 

3 Results and Discussion 
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The PLIF results are demonstrated in this section to provide an insight into the flow structure of wind-driven 

liquid film. The raw images are processed by self-developed MATLAB code with the capability of 

identifying the edge of liquid film and then the film thickness statistics are extracted for quantitative 

analysises. In section 3.1, temporal film thickness time-traces and several corresponding LIF images are 

demonstrated for the qualitative analysis of flow regimes and phenomenological observations. Following 

this, section 3.2 presents the quantitative results on film thickness, interface roughness and power spectral 

density for better understanding on the underlying physics of wind-driven liquid film. 

 
3.1 Flow regime and phenomenological observations 

Three distinct flow regimes are identified based on experimental phenomena and previous studies. The 

example of temporal film thickness time-traces and the instantaneous raw PLIF images of wave fronts and 

substrate for U_a=50m/s and film Reynolds numbers Ref of 41, 124 and 207 are shown in Fig. 2. 

(i) ‘Two-dimensional wave’ regime 

The ‘two-dimensional wave’ regime (‘2-D wave’ regime) occurs at relative low airflow speed, which was 

10m/s for current condition. In general, surface waves of this regime are uniform and periodic with wave 

crests straightly spanning almost the entire film width, forming a two-dimensional structure. For Ref below 

127, the ‘2-D wave’ regime was dominated by obvious sinusoidal waves with approximately the same wave 

length. With the increase of the liquid flow rate, the outline of the sinusoidal waves became unsmooth with 

small ripples generated on the wave crests. Then, the straight leading edge changed into curves                                                         

and the separated three-dimensional waves occurred.  

(ii) ‘Three-dimensional wave’ regime 

The ‘three-dimensional wave’ regime (‘3-D wave’ regime) was observed for 𝑈𝑎 from 20m/s to 50m/s over 

the range of Ref= 41-124. In this regime, the liquid film interface is covered by high frequency ripples and 

features a ‘pebbled’ surface, as describe by Hanratty (1957). According to the experimental results, the 

appearance of 3-D wavy surface could mainly attribute to the increase of airflow velocity, with the initial 

behavior of wave crests being irregular along transverse direction. Additionally, the characteristics of three-

dimensional waves vary with experimental conditions. For a determined Ref, with the increase of wind speed, 

larger individual ripple width and more curved ripple fronts were observed. Under the condition of an 

increasing Ref at constant wind speed, one significant phenomena is the random coalescence of the single 

small ripple into relative large waves. The large wave occurs sporadically with limited width and height 

compared to large disturbance wave. When Ref achieves certain value, large wave could appear in different 

Figure 2: Temporal film thickness time-traces and instantaneous raw PLIF images of wave fronts (𝜒𝑤) and 

substrate (𝜒𝑠) for 𝑈𝑎=50m/s and Ref of: (a) 41, (b) 124 and (c) 207. 

(as) 

(aw) 

(bs) 

(bw1) 

(bw2) 

(cs) 

(cw) 
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form, as marked in Figure 2(b), which indicates the gradual transition of ‘3-D wave’ regime and disturbance 

wave regime.  

(iii) ’Disturbance wave’ regimeAt high liquid Reynolds numbers Ref =165, and 207, the afore-mentioned 3-

D waves would evolve into disturbance wave, also known as Kelvin-Helmholtz (K-H) wave. The 

disturbance wave regime is marked by very large-amplitude waves rising clearly above the substrate with 

quite high frequency, as can be seen from Fig. 2(c). The disturbance waves have some distinct features. For 

example, those large-amplitude waves move really fast with big mass compared to the three-dimensional 

waves at the same wind speed. It is noteworthy that ripples in between usually move quite slowly, which 

can be explained by momentum conservation. Besides, the wave fronts are covered by fast ripples and 

droplet entrainment usually occurs at the head of the waves in various form. Similar phenomenon is also 

described by Andrey et al. (2014). In this regime, the mixing of two phase flow is obvious, in the form of 

liquid droplets entrained into airflow or air entrained into liquid film as bubbles. Typical droplets 

entrainment results are demonstrated in Fig. 2(c).     

         
3.2. Film thickness statistics 

The mean film thicknesses 𝛿̅ as a function of the film Reynolds number and wind speed, are shown in Fig. 

3, respectively. Generally, the mean film thickness increases with increasing Ref, and decrease with 

increasing 𝑈𝑎. Specifically, with Ref remain unchanged, the rate of thickness growth decreases with the 

increase of wind speed. This may attribute to the acceleration of the flow within the liquid film due to the 

shear forces, or by the onset the liquid entrainment (Zadrazil et al. 2014). Note that the dramatically decrease 

is consistent with the transition from 2-D waves to 3-D waves.  

Figure 3: Mean film thickness 𝛿̅ as a function of: (a) film Reynolds number Ref, and (b) wind speed 𝑈𝑎 

Figure 4: (a) Absolute roughness σ, and (b) relative roughness σ/𝛿̅ of the liquid film as a function of 

film Reynolds number Ref for various wind speed 𝑈𝑎 

(a) (b) 

(b) (a) 
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The absolute (�̅�) and relative ( �̅�/𝛿 ) liquid film roughness as a function of Ref are shown in Fig. 4, 

respectively. The absolute film roughness, which is the standard deviation of the liquid film thickness, show 

two distinctive trends.(i) For a constant Ref, the absolute film roughness increases initially with increasing 

wind speed, reaches a maximum around 𝑈𝑎=20m/s, and then decrease again. (ii) When 𝑈𝑎is above 30m/s, 

�̅� increases gradually with increasing Ref. A derivation of sudden increase can be seen at 𝑈𝑎=20m/s, Ref=165, 

which may due to the wave regime change from 3-D waves to disturbance waves. The relative film 

roughness could reflect the fluctuation intensity better because the influence of the mean liquid film 

thickness is taken into account. Generally, the intensity of fluctuation increases with the increase of wind 

speed. The greatest interfacial fluctuations occur in the disturbance wave regime. In ‘2-D wave’ regime, the 

relative roughness is small. The transition to 3-D waves is indicated by a sudden increase of the relative 

roughness. Similar increase happens when 𝑈𝑎 change from 40m/s to 50m/s in ‘disturbance wave’ regime, 

which can attribute to the increasing frequency of disturbance waves. Evidence can be found in Section 3.3.   

 
 

3.3 Wave statistics 

The interfacial wave characteristics are investigated through a power spectral density (PSD) analysis. The 

PSDs are constructed from temporal film thickness time-traces. Sample results are graphed in Fig. 5(a), 

including the raw results and the results processed with Hamming window. It is accepted the peak of PSD 

represents the frequency of waves that carry the highest amount of energy (Leng et al. 2018). The maximum 

power frequency extracted from PSD results of current experiments is shown in Fig. 5(b) as a function of 

Ref. It can be seen that the peak power frequency increases with increasing wind speed, which denotes the 

increase of surface fluctuations intensity. While for a constant 𝑈𝑎 between 30m/s and 50m/s, the trend line 

descends first and then goes up with the increase of Ref. The turning point can be recognized as the transition 

between ‘3-D wave’ regime and ‘disturbance wave’ regime. More specifically, in the former regime, the 

high frequency ripples dominates the interface. With the increase of Ref, those small ripples merges 

randomly to form large waves, which is revealed as a decrease of peak frequency. When the disturbance 

waves start to carry the highest amount of energy, their frequency tend to increase with increasing Ref, thus 

a rise trend forms. And since the mass and velocity of disturbance waves are far greater than 3-D waves, the 

peak frequency of disturbance wave regime is reasonably lower in comparison. In the 2-D wave regime, the 

peak frequency increase slightly with increasing Ref and eventually maintain an almost constant value. 

 

4 Conclusion 

A non-intrusive flow measurement technique, namely PLIF, was used for the detail characterization of the 

liquid film driven by high speed airflow pertinent to aircraft icing. Three distinct wave regimes were 

Figure 5: (a) Sample of Power spectral density (PSD) for 𝑈𝑎=50m/s, Ref =208, and (b) Peak frequency of 

PSD as a function of film Reynolds number Ref. 

(a) (b) 
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identified based on qualitative observation and temporal film thickness time-traces. Additional quantitative 

analysis about interface roughness and wave characteristics were conducted to investigate the microphysics 

about liquid film. Two-dimensional waves were observed at wind speed 𝑈𝑎=10m/s with a sinusoidal feature. 

With the increase of film Reynolds number Ref, the wave crests started to curve and the transition to three-

dimensional waves happened. For 𝑈𝑎 =20-50m/s, three-dimensional waves appeared at relative low Ref 

ranging from 41 to 127. In this regime, the interface was covered by high frequency ripples with no obvious 

large wave appeared. When the Ref reached above 165, the large amplitude disturbance waves, with quite 

high velocity, started to dominate the liquid film interface, accompany with frequent droplet entrainments. 

The wave regime transition was a gradual process from direct observation and film thickness time-traces. 

While for quantitative analysis (i.e., the peak frequency of the power spectral density), the transition between 

‘three-dimensional wave’ regime to ‘disturbance wave’ regime was expressed visually by a turning point. 
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Abstract

The present work investigates the wall-shear stress and the corresponding near-wall rare backflow events in
turbulent channel flow measured using the micro-pillar shear-stress sensor (MPS³) at Reynolds numbers of
Reτ = 860 and 1,300. The results provide experimental evidence of the extreme wall-normal velocities as
well as the backflow events.

1 Introduction

The wall-shear stress (WSS) is of vital significance for wall-bounded turbulent flows. On the one hand,
the mean WSSτw defines the friction velocityuτ, which serves as a fundamental parameter for the viscous
scaling; on the other hand, due to the intermittent nature of turbulent flows, the statistics and dynamics of the
WSS fluctuations are direct indicators of the near-wall mechanisms and flow structures, which consequently
offers the possibility for the development and extension of theoretical models. As the dependence of the
root-mean-squared (rms) fluctuations of the WSS on the Reynolds number evidences the influence from the
outer structures (Diaz-Daniel et al. (2017)), such large-scale structures leave their footprints on the WSS
distribution.

A study of the WSS distribution allows for the analysis of the near-wall extreme events. These events,
characterized by negative streamwise velocities and/or large wall-normal velocity fluctuations, locating
around the tails of the probability distribution function (PDF) of the respective velocity components at
the wall, are supposed to be associated with the outer large-scale structures. These events have been de-
tected and extensively analyzed based on the data from numerical simulations for different flow cases, e.g.,
turbulent channel flow by Lenaers et al. (2012) and turbulent boundary layers by Diaz-Daniel et al. (2017).
However, experimental verifications of the existence of backflow events were only recently reported for
turbulent boundary layers by Brücker (2015), Li et al. (2017a), Li et al. (2017b), and Willert et al. (2018).

This paper presents experimental evidence for the backflow and the extreme wall-normal velocity events
in turbulent channel flow based on the WSS data measured using the MPS³ sensor. The sensor consists of
an array of flexible cylinders flush-mounted to the surface that protrude into the viscous sublayer and that
bend as a result of the fluid forces. Thus, the two-dimensional WSS values are achieved in high spatial and
temporal resolution. For further details please refer to Große and Schröder (2009). The organization of the
paper is as follows. In section 2, the experimental setup is described. Section 3 comprises the analysis of
the experimental data. While the statistics of the WSS components are discussed in section 3.1, the events
with large wall-normal velocity fluctuations and the conditional-averaged traces as well as exemplary WSS
distributions are analyzed in section 3.2. In section 3.3, backflow events are presented and the corresponding
flow features are discussed. The findings are finally summarized in section 4. Throughout this paper, the
variablesx, y, andz are used to denote the streamwise, the wall-normal, and the spanwise direction, with
u, v, andw representing the respective velocity components. The prime′ is used to denote the fluctuating
components and the superscript+ is used to denote the viscous scaling.
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2 Experimental Setup

All measurements ofthis study were conducted in an Eiffel-type wind tunnel that provides a fully developed
turbulent two-dimensional channel flow (Fig. 1). The test section measures 2h×w = 100×2000 mm2 with
a length ofL = 2500 mm. A MPS³ shear-stress sensor array (8×8 pillars, spacingL = 300 µm, diameter
Φ = 22 µm, heightLp = 300 µm) was flush-mounted on the wind-tunnel sidewall. The flow was investigated
for bulk Reynolds numbers ofReh = 16,000 and 25,600 based on the bulk velocityUb and the channel half
heighth, corresponding to friction Reynolds numbers ofReτ ≈ 860 and 1,300, respectively. The field of
view was 2.1×2.1 mm2, which corresponds to a size of 35l+×35l+ for Reτ = 860 and 52.5l+×52.5l+ for
Reτ = 1,300 in inner scaling. The pillar tips were illuminated by a laser light-sheet parallel to the wall. A
Photron Fastcam SA5 high-speed camera equipped with a K2/Infinity long-distance microscope objective
was used to record the displacements of the pillar tips, and the achieved resolution was 0.41 px/µm. The
measurement frequency ranged from 500 Hz to 25,000 Hz such that both the mean values and the time-
resolved fluctuations could be obtained.

Laser arm and LSO

MPS³ insert

Pillar

High-speed camera

Long range
microscope lens

Figure 1: Experimental setup of the turbulent channel flow facility and the measurementprinciple of the
MPS³ sensor.

3 Results

3.1 Wall-shear stress statistics

Table 1 lists the theoretical and measured mean WSSτw,theoandτw,meas, respectively, for both Reynolds num-
bers and the statistical properties of the WSS derived from the measurements, namely the relative turbulence
intensityτ+x,rms= τx,rms/τw, the skewnessSx, and the flatnessFx. In Fig.2(a), the probability distribution func-
tions (PDF) of the normalized streamwise WSS fluctuationsτ′x/τx,rms are juxtaposed with literature data for
different Reynolds numbers. The shape of the PDF is highly skewed with a skewness value ofSx ≈ 1, sug-
gesting that the flow at the wall mainly consists of low-speed fluid. The value of the flatnessFx is suspected
to be around 5, and a higher value indicates a larger probability of the occurrence of extreme events. The
distributions collapse with each other quite well, except at the tails referring to the events of small proba-
bilities. According to Diaz-Daniel et al. (2017), this feature can be attributed to some dependence on the
Reynolds number. Nevertheless, note that the higher order moments vary in the viscous sublayer while the
sensor has a length-integrating effect along the wall-normal direction.

Reτ Ub [m/s] τw,theo [Pa] τw,meas [Pa] Sx Fx τ+x,rms Lp

860 5 0.081 0.089 0.88 4.70 0.28 5y+

1300 8 0.180 0.178 1.30 6.42 0.29 7.5y+

Table 1: Flow parameters and statistical properties
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Figure 2: (a) Probability distribution function of the streamwise WSS fluctuations. PresentMPS³ results
(lines) and literature data from Hu et al. (2006) and Lenaers et al. (2012). (b) (c) Two-dimensional joint-
probability density function of the magnitude and angle value of the WSS vector forReτ = 860 in (b) and
Reτ = 1,300 in (c) . The 25 contour lines are logarithmically equally spaced between 10−6 and 10−1.

Fig.2(b) and (c) show the joint PDFs of the normalized vector magnitude|τ|/τw and the yaw angle|ψτ|
at the two inspected Reynold numbers. The yaw angle of the instantaneous shear stress vector is defined
as |ψτ| = |atan(τz(t)/τx(t))|. The examination of the yaw angle and the vector magnitude allows for an
estimation of the inclination and the intensity of the local WSS field. The maximum of the joint PDF
is found to be at the region where the WSS vector possesses a magnitude around the mean value and is
of a rather small yaw angle, indicating that the bulk of the flow field motion at the wall is in streamwise
direction. Large values of up to|τ|/τw > 3 can be observed at smaller yaw angles, indicating that the
occurrence of strong fluctuations is more related to the streamwise motions. However, events with a large
yaw angle, i.e.,|ψτ| > 30◦, which correspond to motions tilting against the mean-flow direction, tend to
possess smaller magnitudes, suggesting that active spanwise motions represented by large yaw angles are
less likely to accompany the strong streamwise motions. The same trend was observed in a numerical study
of Diaz-Daniel et al. (2017), who analyzed a zero-pressure gradient (ZPG) turbulent boundary layer using
direct numerical simulations (DNS). The contours of the two JPDFs resemble each other, however, some
smaller discrepancies can be found, e.g., the slightly broader shape of the JPDF contour for the higher
Reynolds number. A broader shape indicates a higher probability of the excursions away from the mean
magnitude. In other words, the extreme events of large magnitudes occur more frequently at the higher
Reynolds number. This result is in consistency with the larger flatness value at a higher Reynolds number.
These aforementioned features concerning the yaw angle and the magnitude at their extreme values, which
portray the two-dimensional motions of the WSS, are supposed to be associated with the rare events, i.e.,
the wall-normal velocity spikes and the local backflow events.

3.2 Extreme wall-normal velocity fluctuation events

Usually, events of extreme fluctuations of the wall-normal velocities near the wall, the so-called positive
and negative velocity spikes, are defined using a criterion that sets a threshold for the fluctuations as, e.g.,
|v′/vrms| > 5 by Xu et al. (1996) or|v′/vrms| > 10 by Lenaers et al. (2012). In this section, experimental
evidence of such events based on the measured WSS vectors is presented and its corresponding relation to
the WSS motions is discussed.

Since the MPS³ sensor measures a two-dimensional distribution of the WSS in wall-parallelx− z
planes, the wall-normal velocity component can be obtained from continuity considerations (e.g., Große
and Schr̈oder (2009)). Assuming a linear velocity profile in the viscous sublayer, the streamwise and span-
wise velocity componentsu andw can be written as:

u =
τx

µ
y ; w =

τz

µ
y , (1)

wherey denotes the wall-normaldistance, i.e., the pillar height, for the current application. Considering
the no-slip condition at the wall, the wall-normal velocity is retrieved from the divergence of the in-plane
velocity components according to the continuity equation:

∂v
∂y

= −(
∂u
∂x

+
∂w
∂z

) ⇒ v = −
1
µ
(
∂τx

∂x
+

∂τz

∂z
)

y2

2
. (2)

This method yields anestimation of the wall-normal velocity component in the wall-parallel measurement
plane whose distance from the channel wall is comparable to the pillar height. According to Lenaers et al.
(2012), these wall-normal velocity spikes can occur at wall distances of up to 25y+. While the pillar heights
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(7.5y+ for Reτ = 1,300and 5y+ for Reτ = 860) are smaller than this distance, the occurrence of such rare
events is likely to be detected from the vertical velocity components derived from the measured WSS.
Lenaers et al. (2012) applied a criterion of|v′/vrms| > 10 for the velocity components at a wall-normal
distance ofy+ ≈ 1 to detect the extreme velocity events. However, the occurrence of extreme velocities
decreases rapidly with an increasing wall-normal distance. Thus, a criterion of|v′/vrms| > 7 was applied
for a wall-normal distance of 7.5y+ which corresponds to the pillar height, at a friction Reynolds number of
Reτ = 1,300. The sample rate was 6,000 Hz. Fig.3 and Fig.4 illustrate the temporal evolution of the con-
ditional averaged positive and negative spikes, respectively. Amongst a total number of 6,989,120 vertical
velocities ( 8×8 pillars× 109,205 snapshots), 430 samples are recognized as the extreme events, yielding
a probability of around 0.006%. With respect to the pillar length corresponding to a wall-normal distance
of approx. 7.5y+, this probability is in good agreement with the findings of Lenaers et al. (2012). The
temporal evolution evidences that the positive spikes correlate with the spanwise shear-stress fluctuations,
since an abrupt change in the yaw angle occurs simultaneously. The negative spikes, however, seem to be
associated with large streamwise fluctuations implying a strong downwash motion, whereas no significant
variation in the spanwise motions or the yaw angle is observed. Thus, although both represent the events
of a considerably small probability, the negative spikes tend to concentrate at the lower right corner of the
Magnitude-Angle JPDF (Fig.2(c)), whereas the positive spikes are likely to be found around the upper left
part.
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Figure 3: Temporal evolution of the conditional-
averaged event of positive wall-normal velocity
spikes.
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Figure 4: Temporal evolution of the conditional-
averaged event of negative wall-normal velocity
spikes.

For a better visualization, a typical example of the WSS distribution atReτ = 1,300 is shown in Fig.
5. The distributions are constructed from the WSS vectors measured by a spanwise pillar line by applying
the Taylor’s hypothesis with a given convective velocity ofUc = 10uτ. The vectors denoting the WSS
fluctuations are plotted on the background contour of the fluctuation intensity in the streamwise and wall-
normal directions, respectively. In this example, the positive and the negative velocity spikes appear as
a pair, with a spatial extent of approx. 50x+ × 20z+. The negative velocity spike occurs at the position
of strong streamwise fluctuations. At the boundary of the negative spike, the flow starts to swirl, turning
the positive streamwise fluctuations backwards via strong spanwise motions. These positions represent the
intersection region of the high-speed and low-speed fluid, where the positive spike emerges.

3.3 Backflow Events

The backflow events are characterized by a negative value of the streamwise WSS. Unlike the wall-normal
velocity spikes, which can penetrate into the flow over a larger distance, the backflow events are found to ex-
ist only at the very near-wall region (Lenaers et al. (2012)). The occurrence of such events has been detected
for both Reynolds numbers. Note that the total number of the detected backflow events is extremely lim-
ited, which could be presumably attributed to the protrusion length and the corresponding length-averaging
effect of the sensor. The following WSS features discussed in this section thus rather serve as experimental
evidence than statistical reference.
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Figure 5: Exemplary WSS distribution forReτ = 1,300. Vectors show τ′/τw, background contour shows
τ′x/τw (top) andv′/vrms (bottom).
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f = 3000 Hz;∆t = 1.5t+; vectors showτ/τw, background contour showsτx/τw, the flow direction is from
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The time-resolved sequence of the WSS field in Fig. 6 shows a reverse-flow region passing through
the field of view. In this example, the reverse-flow region first appears as a local negative minimum of the
WSS and then develops to a larger area of negative WSS with a size of up to 20 viscous units as it convects
downstream. The total duration of this backflow event is around 5.68t+. Note that the actual duration of
persistence may be underestimated due to the limited field of view (35l+×35l+) of the MPS³. Along with
its convection, the flow vectors tilt towards the direction of the backflow region, i.e. a smaller streamwise
magnitude and a larger yaw angle, transforming the streamwise motions into spanwise direction. While
this specific instance of backflow region is found to stem from the low-speed fluid, other detected instances
demonstrate that the backflow events can also result from the high-speed fluids, of which the mutual char-
acteristics reside in the strong spanwise motion. This finding is in consent with that of Diaz-Daniel et al.
(2017) in a turbulent boundary layer, showing that the rare negative events ofτx can be associated with the
extreme values ofτz.

According to equation (2), the wall-normal velocity is influenced by the local WSS gradient in the sense
of continuity. Thus, the bypass of the backflow region, as related to strong spanwise WSS motions, is likely
to cause the variation of the local WSS gradient, which consequently alters the local wall-normal velocity.
The backflow events are, hence, supposed to have a three-dimensional structure that the size in thex−zplane
changes simultaneously with its wall-normal extension as the backflow region convects downstream. Such
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variation of the sizeof backflow region in thex− z plane can be observed in Fig. 6. A three-dimensional
feature can be considered as a process of energy exchange between the flow at the wall and the outer part,
indicating that the backflow region is not only influenced by the WSS fluctuations at the wall, but also by
the velocity fluctuations in the wall-normal direction. Diaz-Daniel et al. (2017) presumed that the negative
events ofτx may be induced by the passing of quasi-streamwise vortices attached to the wall, which are
tilted to thex direction. Such three-dimensional features can also be observed from the snapshots of the
temporal flow field in thex− y plane visualized by Willert et al. (2018) using PIV. In these measurements,
the wall-normal extension of the reverse-flow spot does not remain constant.

4 Conclusion

In this paper, the statistics and distribution of the WSS in turbulent channel flow have been investigated, of
which the WSS behavior associated with the near-wall events has been paid special attention.

The probability distribution functions (PDF) of the WSS at two Reynolds numbers show good agree-
ment. The joint-PDF of the magnitude and yaw angle gives an estimate of the WSS vector alignment, and
the slightly broader contour at the higher Reynolds number indicating higher intermittency conforms a larger
flatness value.

The wall-normal velocity was estimated from the measured WSS. Events corresponding to the positive
and negative velocity spikes have been conditional-averaged, respectively. While the positive spikes are
likely to co-occur with strong spanwise motions, the negative spikes tend to accompany large streamwise
motions. The alignments of the WSS vectors corresponding to the two different spikes locate at different
regions of the Magnitude-Angle JPDF. Evidence of backflow events has been found, and these events are
observed to be associated with strong spanwise motions. The downstream convection of such backflow
regions is supposed to be a three-dimensional motion.

Since both the extreme wall-normal velocity events and the backflow events are near-wall motions, the
probability of their existence decreases drastically away from the wall. Note that the sensor has a protrusion
length comparable to the viscous sublayer thickness. Thus, the number and strength of the detected events
may be underestimated due to the length-integrating effect. The application of shorter pillars may suggest a
possible solution.
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Abstract
Turbulent Taylor-Couette flow is investigated for a very wide gap configuration. Using the Top-view Taylor-
Couette Cottbus experiment the angular momentum transport is measured by means of the torque acting to
the inner cylinder wall. The results of torque for radius ratio 0.5 are compared to the findings of Merbold
et al. (2013) and the parameter space is extended to radius ratio of 0.357 for inner and outer cylinder rotation.
Both experimental setups are in very good agreement concerning the torque for radius ratio 0.5. The torque
for radius ratio 0.357 has a similar behaviour with the Reynolds number. Also for slight counter rotation the
torque exhibits a maximum for constant shear Reynolds number at angular velocity ratio of µopt ∼ 0.1.

1 Introduction
The concentric rotating Taylor-Couette flow is a well-known system of instabilities in fluid dynamics. In this
work the transitions between different three dimensional flows of counter- and corotating Taylor-Couette
flow and its dependence on different parameters is investigated. Depending on the rotation rates of the
cylinders (Radii R1,R2 with angular velocities Ω1,Ω2), one is able to create a linear stable (like pipe flox) or
unstable flow (like Rayleigh-Bénard (RB) convection). From this background one can see TC flow as a link
between RB and pipe flow. A comparison of these three systems by an analytical comparison is also given
by (Eckhardt et al. (2007b)). It is possible to calculate the heat flux JΘ for RB, a transverse momentum
flux Juz for pipe flow, and an angular momentum flux Jω for Taylor-Couette flow, which have a similar
analytical form (Eckhardt et al. (2007a)). Analytically, Jω has to be independent of all radial positions. So,
it is of great interest to quantify the angular momentum flux as a parameter for the flow. At the wall the
magnitude of Jω corresponds to the torque the fluid transfers onto the cylinders: Thus the dimensionless
torque G = T/(2πLρν2) = ν−2Jω can be used to quantify the angular momentum flux. The scaling of the
torque with the rotation rates of the system gives the scaling of the angular momentum flux.

The torque grows exponentially with the shear Reynolds number ReS = 2R2R1d(Ω2−Ω1)(R2+R1)
−1ν−1

and reveals a peak at a slight counter rotation of about µ = Ω2/Ω1 = 0.2 for radius ratio η = R1/R2 = 0.5
(Merbold et al. (2013)). To quantify the different contributions of the large scale structures and the fea-
tureless turbulence onto the angular momentum flux, the flow can be observed using flow visualization
techniques and quantified using Particle Image Velocimetry (PIV). Using a visualization of the flow in the
vicinity of the outer wall the axial-azimuthal flow fields at the cylinder surface are able to be analyzed.
In addition azimuthal-radial fields are quantified using PIV in various different heights (Froitzheim et al.
(2017)). The contribution of the large scale structures as well as the turbulent fluctuations onto the angular
momentum transport is quantified and discussed in Froitzheim et al. (2017).

The purpose of the present work is to extend the parameter space to a wider gap. The torque for the
known geometry is measured and compared to the findings of Merbold et al. (2013) to ensure accurate mea-
surements. We discuss the experimental results for the radius ratio η = 0.357, where torque measurements
are performed.
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Figure 1: Top view Taylor-Couette Cottbus. a) View through the top end plate into measurement volume
and drawing of the whole setup. A more detailed drawing of the highlighted part is shown in b).

2 Experimental apparatus: Top view Taylor-Couette Cottbus
The experiment used in this study is the so called Top view Taylor-Couette Cottbus (TvTCC) system. Its
main advantage is the variation of the inner cylinder radius and therefore the radius ratio η while inner as
well as outer cylinder can rotate. The upper and lower end plates rotate with the outer cylinder. Beside the
outer cylinder also the top end plate is transparent to get optical access for LDV and PIV measurements of the
azimuthal and radial velocity components, which gives the system its name Top view Taylor-Couette Cottbus
(TvTCC). Torque measurements will be performed using a shaft to shaft torque sensor. The exchange of the
fluid as well as the change of the geometry can be done rapidly.

The geomtry of the outer cylinder is exactly the same as for the Turbulent Taylor-Couette Cottbus (T2C2)
studied in Merbold et al. (2013) (R2 = 70mm,L = 700mm) to perform comparability of both experiments
for the same inner cylinder radius and end plate configurations. A drawing of the Top view Taylor-Couette
Cottbus is shown in Fig. 1.

The radius of the inner cylinder can be changed. A main shaft of 14mm diameter is mounted rotatable
inside the outer cylinder. On this shaft different inner cylinders can be mounted. This leads to the minimal
radius ratio of η = 0.1 while the shaft rotates alone. The upper limit we built is R1 = 50mm leading to η =
5/7 ≈ 0.71, which is comparable to many Taylor-Couette systems with torque measurements in literature
(Wendt (1933); Lathrop et al. (1992); Lewis and Swinney (1999); van Gils et al. (2011); Paoletti and Lathrop
(2011); van Gils et al. (2012); Brauckmann and Eckhardt (2013b)). In the study given here we use the two
cases of R1 = 35mm,η = 0.5,Γ = 20 and R1 = 25mm,η = 0.357,Γ ∼ 15.6. Inner and outer cylinder are
driven by two independent motors with different gearing possibilities. The torque is measured using a shaft
to shaft torque sensor (Fig. 2 for measurement range of ±1Nm and precision of 0.1%). For this purpose the
inner cylinder is beared inside the outer cylinder by only two low friction bearings against the outer cylinder
and one against the stativ, it has no dynamic shaft sealing to reduce the mechanical torque for the running
experiment. Running the system with air at different rotation speeds of both cylinders the mechanical drag
of the experiment is determined. For the torque measurements used with liquids this determined friction is
substracted.

The working fluids applied to this experiment are water and silicone oils of different viscosity. In
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Figure 2: Drawing of the implementation of the shaft to shaft torque unit in the Top view Taylor-Couette
Cottbus.

this study silicone oil with a nominal viscosity of ν = 10mm2/s and 20mm2/s (at 25C) are used, the fluid
temperature is measured during experiments to correct the actual fluid viscosity. For running the cylinders
we use two different motor-gearing configurations, leading to cylinder rotation frequencies between 100rpm
(using slow gearing) up to 2600 rpm (using fast gearing). The angular velocity is kept constant with an
accuracy of less than 0.5%.

3 Torque measurements for radius ratio 0.5
In Merbold et al. (2013) the torque for a wide range of shear Reynolds numbers and rotation ratios was
measured using the Turbulent Taylor-Couette Cottbus (TTCC) experiment. The given experiment is not
variable towards wider gaps. However, the torque behaviour in this geometry is of interest. The Top-view
Taylor-Couette Cottbus (TvTCC) experiment was designed to fill this gap. The inner cylinder can easily
be changed to smaller radii while also the top end plate enables optical measurement techniques. The
torque sensor installed to the TvTCC system had to be verified. Both torque sensors work in a different
way. In the TTCC strain gauges are installed into the rotating inner cylinder, measuring the torque only
for a middle segment along the axis to neglect the end effects of the end plates. The sensors are calibrated
for an accuracy of 0.1mNm. The torque sensor in the TvTCC is measuring all the torque needed to run
the inner cylinder against the outer cylinder, including the mechanical torque of the bearings and the end
plate effects. As the system is quiet long (in any case the aspect ratio is always larger than 10) the end
plate effects are considered to be small. The mechanical torque is measured for the system running without
working fluid and substracted from the final torques. The verfication of the torque measurement has been
done using the exact same geometry as for Merbold et al. (2013): R1 = 35mm,R2 = 70mm,L = 700mm,η =
0.5,Γ = 20. The comparison of the torques are given in Figure 3. Already the torque of the numerical
simulations and experimental measurements in Merbold et al. (2013) have been of a very good agreement
concerning that they have been achieved independently and for different end wall configurations. However,
the measurements of the TvTCC are also in a very good agreement. This shows that the shaft-to-shaft torque
sensor measures precise and the parameter space can be extended to wider gaps. It has to be mentioned, that
due to decreasing cylinder size the real torque decreaces immense. Using high viscous oils compensated
this, but this leads to decreasing maximal shear Reynolds numbers as the radius ratio shrinks.

4 Torque measurements for radius ratio 0.357
The measurements of the torque is extended towards wider gaps. This is the only known study quantifying
the angular momentum transport by means of hard torque measurements for Taylor-Couette setups with
radius ratio less than η = 0.5. For constant shear Reynolds numbers the ratio of angular velocities was
varied and the torque has been measured. The results of this are given in Figure 4. Again a similar behaviour
as for η = 0.5 can be detected. The torque is maximal for a slight counter rotation. Brauckmann and
Eckhardt (2013b) did formulate an understanding for the maximal torque explaining it by enhanced large
scale circulation. For known experiments the prediction made by this was in agreement with the experiments
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Figure 3: Quasi-Nusselt number from torque measurements against ratio of angular velocities for different
constant shear Reynolds numbers for η = 0.5 of this study [1] in comparison to the experiments [2] and
numerical results [3] in Merbold et al. (2013)

and numerical findings up to an upper limit. The prediction for radius ratio of η = 0.357 leads to a rotation
ratio of µmax,pred = −0.1063. As shown in Fig. 4 the experimental measured torque supports the prediction
very well. In the measured range of Reynolds numbers the torque has a maximum close to the predicted
value.

5 Conclusion
Summarizing our study, the torque measurements of the TvTCC has been verified comparing to results of
the same geometry. In addition the angular momentum transport was first measured for radius ratio η = 0.5.
For constant shear Reynolds number also for this wide gap system the torque has a maximum for slight
counter rotation. It decreases into stronger counter rotation. The behaviour of the torque with the shear
Reynolds number for a constant rotation ratio will be discusses in a different work as well as a study of the
flow behaviour using flow visualisation techniques and high-speed recordings of the flow as well as Particle
Image Velocimetry.
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Abstract 

The 3D Sparse Grid (3DS), Malik (2017a, b), has sparked interest in the turbulence community because of 

its potential to alter turbulence characteristics downstream of the grid. Here, we report on some recent 

results from DNS that demonstrate the performance of the 3DS in a conduit compared to the classical flat 

2D Fractal Grid (2DF) arrangement Laziet and Vassilicos (2011).  Some early results from 3DS 

experiments at the Max Planck Institute in Gottingen are also reported. 

 

 

1 Introduction 

      

Figure 1. Left to right: (a) Regular grid (RG). (b) 2D flat fractal grid (2DF). (c) 3D sparse grid (3DS). 

 

Grid generated turbulence is ubiquitous in turbulence experiments and have been studied for more than a 

century. However, until the early 1990’s regular grids (RG), Fig. 1(a), with bars of constant thickness and 
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open cells of constant width for flow passage have been used. In the 1990’s a new type of grid with bars 

of different thicknesses and different lengths in a flat 2D fractal arrangement (2DF) was developed, Fig. 

1(b), in which the different scales of turbulence are generated spontaneously in the same plane. The 

turbulence generated has different characteristics compared to the RG’s, with the turbulence intensity 

peaking at a higher level Laziet and Vassilicos (2011). 

 

Recently, a new advance in grid generated turbulence has been proposed by one of the authors, in Malik 

(2017a, b), called the Sparse 3D Multi-Scale Grid Turbulence Generator, or 3D sparse grid (3DS) for 

short. The 3DS goes further than the 2DF construction by separating each generation of length scale of 

turbulence grid elements in to its own frame in overall co-planar arrangement, Fig. 1(c), which produces a 

3D ‘sparse’ grid system. Each generation of grid elements produces a turbulent wake pattern that interacts 

with the other wake patterns downstream. The length scale of the grid elements from frame to frame can 

be in any multiscale ratios, although a fractal pattern is a common choice.  

 

Here, we report on the first set of Direct Numerical Simulations that have been carried out at King Fahd 

University of Petroleum & Minerals in Section 2. Some early results from experiments carried out the 

Max Planck Institute in Gottingen, are also reported in Section 3. We summaries in Section 4. 

 

 

 

2 DNS Results 

Direct Numerical Simulations (DNS) was used to simulate flow through turbulence generating 

grids in a conduit. The aim is to compare the turbulence characteristics from RG, 2DF, and 3DS 

grids. 

 

The domain is a cuboid of dimensions 460.8 × 115.2 × 115.2  𝑑𝑚𝑖𝑛
3  where 𝑑𝑚𝑖𝑛 is the thickness 

of the smallest square. Thus, the height and width of the channel is 𝐻 = 115.2𝑑𝑚𝑖𝑛.  

 

The blockage ratios in the RG and 2DF is equal to 32% and the constant effective mesh size in 

the RG is 𝑀𝑒𝑓𝑓 = 13.33 𝑑𝑚𝑖𝑛. The bar of lengths in the RG is 115.2 𝑑𝑚𝑖𝑛 with thickness 2.6 

𝑑𝑚𝑖𝑛, the same as in [3]. The bars in the 3DS has the same lengths and thicknesses as in the 2DF. 

 

We non-dimensionalise all length scales by 𝑑𝑚𝑖𝑛. 

 

The 2DF has non-dimensionlised lengths and widths {𝑙𝑖, 𝑑𝑖} in generations 𝑖 = 0,1,2.  The 

geometric ratio in the bar lengths is  𝑟 = 0.5, and 𝑎 = 0.5. Thus 𝑙0 = 57.6 = 0.5ℎ, 𝑙1 = 0.5𝑙0, 

𝑙2 = 0.5𝑙1. For the bar thicknesses we have, 𝑑0 = 8.5, 𝑑1 = 2.92, 𝑑2 = 1. 

 

A time scale is defined by 𝑡2 = 𝑑𝑚𝑖𝑛/𝑈∞ where 𝑈∞ is the inlet velocity set equal to 1. The 3DS 

has the same lengths and thickness as the 2DF, however each generation in held in a frame 

separated from the next by non-dimensional distances,  𝑟1 = 𝑥1 − 𝑥0 = 2𝑑0, and 𝑟2 = 𝑥1 − 𝑥0 =
𝑑0, and 𝑥0 = 10, where 𝑥𝑖′𝑠 are the non-dimensional x-coordinates of the i’th frame.  
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The solidity (blockage ratio) in the 2DF is 𝜎2𝐹 = 32%, and the (effective) solidity in the 3DS is 

𝜎3𝐷𝑆 = 32%; the solidity in the 3DS is defined to be the biggest in the threeframe system,  

𝜎3𝐷𝑠 = 𝑀𝑎𝑥{𝜎1, 𝜎2, 𝜎3}. 

 

To resolve down to the smallest scales a numerical grid size of one fifth of the thickness of the 

smallest bar is created, ∆𝑥/𝑑𝑚𝑖𝑛 = 0.2. This creates a grid of 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 2304 × 576 ×

576. The RG and 2DF grids lie in the plane 𝑥0/𝑑𝑚𝑖𝑛 = 10 downstream of the channel inlet. 

Periodic boundary conditions are applied on the walls in the 𝑦 and 𝑧 directions; and inlet-outlet 

boundary conditions were applied in the 𝑥-direction. The initial condition is a uniform inflow 

velocity 𝑈∞ = 1. The Reynolds number is, 𝑅𝑒𝑑𝑚𝑖𝑛
=

𝑈∞𝑑𝑚𝑖𝑛

𝜈
= 300.  

 

OpenFOAM, (OFoam), an opensource CFD toolbox, is chosen for the simulation. OFoam uses 

finite volume discretization with Pressure Implicit Splitting of Operator Algorithm (PISO) 

scheme, and time discretization using a Backward Euler method. Gradient and Laplacian term 

discretization using Gauss linear method are performed. Divergence term discretization is done 

using Gauss cubic method which is a third order scheme. Interpolation and other terms are 

discretized using Gauss Linear schemes. The resulting linear systems are solved by 

preconditioned conjugate gradient method with diagonal incomplete Cholesky preconditioner for 

pressure solution whereas iterative solver is used with symmetric Gauss-Siedel as the smoother to 

calculate velocities. Tolerance is set at 10−6. Simulation time step is ∆𝑡 = 0.015𝑑𝑚𝑖𝑛/𝑈∞  which 

corresponds to a Courant number of  0.75. Probes and pencils are placed at various locations and 

100 complete field snapshots have also been recorded in the time range from 300𝑑𝑚𝑖𝑛/𝑈∞  to 

600𝑑𝑚𝑖𝑛/𝑈∞. The flow statistics have been averaged over this time period. 

 

Figures 2-4 show comparisons of turbulence characteristics from RG, 2DF, and 3DS grids from 

the current DNS simulations, where the distance between the successive frames in the 3DS are  

𝑟1 = 2𝑑0 and 𝑟2 = 𝑑0. The RG and 2DF plots are close to the results of Laziet & Vassilicos 2012 

[3], who use an immersed boundary method Incompact3D, which validates the current OF-DNS 

for these calculations.  

 

 

         
Figure 2. Turbulence intensity and mean velocity along the pencil at (𝑦, 𝑧) = (0,0) in the channel x-direction.  

Left to right: RG, 2DF, and 3DS. 
 

Figure 2 shows plots of the turbulence intensity and the mean flow along the channel length in 

the x-directions through the central pencil at (𝑦, 𝑧) = (0,0). The mean flows in the 2DF and 3DS 

are close, but both are significantly higher than in the RG grid. The peak intensity from the 3DS 
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is lower than from 2DF by about a half. After about 
𝑥

𝑀𝑒𝑓𝑓
= 10 the intensity in the 3DS remains 

lower than from 2DF, but higher than in the RG and also sustained for longer downstream than in 

the RG. The difference between the 2DF and 3DS is probably due to the lower blockage in the 

3DS (15%) compared to the 2DF (32%). 

 

 

 

   
 

Figure 3. The mean velocity 𝑈(𝑦)/𝑈∞ in the y-direction at different stations along the channel length as indicated. 

Left: RG; Centre: 2DF; Right: 3DS. 

 

Figure 3 shows the mean x-velocity along the y-direction, 𝑈(𝑦)/𝑈∞, at different stations along the 

channel. There is significant difference between the 2DF and 3DS grids. The 2DF grid produces 

essentially smooth non-oscillating profiles that peak and are uniform in the central region and 

eventually flattens out further downstream. The 3DS is closer to the RG profiles in so far as it 

shows an oscillating profile in the y-direction, however the peak intensity is comparable to the 

2DF at around 1.25, but the RG produces a mean of about 1 at all stations along the channel. The 

3DS profiles do not flatten out as fast as the 2DF, being sustained at a higher level further 

downstream. 

 

The overall impression from these results is that the 3DS is approximately in between the RG and 

2DF cases for the turbulence characteristics shown. However, it is crucial to remember that the 

blockage ratio in the 3DS is about half of the RG and 2DF so that the mass flow rate in the 3DS 

turbulence is doubled. To obtain the same flow rate in the RG and 2DF the pressure gradient 

would have to be doubled; so the mixing efficiency in the 3DS could still be greater in the 3DS. 

 

 

3 Experimental Results 

Experiments were carried out at the Max Planck Institute, Gottingen, on 3DS grids. A 3-generation 3DS 

turbulence generating grid was constructed, Figure 2, and placed in the wind tunnel at the MPI. 

 

Mean flows of 1 m/s, 1.5 m/s, and 5 m/s were investigated. Probes were placed at various locations in the 

plane of the grid at different stations along the tunnel downstream of the grid. Recordings were at a rate of 

10,000Hz, and the x-component of the velocity, 𝑢(𝑥, 𝑦, 𝑧, 𝑡), was recorded at each spot for 10mins, giving 

us ensembles of 6 million datapoints per recording. 
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Figure 2. The 3D Sparse Grid constructed at the Max Planck Institute, Gottingen. 

 

 

The main quantities of interest are the correlations and the structure functions of higher order. 

 

The turbulence time-correlation of the fluctuating velocity 𝑢′(t) is, 

 

𝑅𝑢(𝑡) =
〈𝑢′(𝑠 + 𝑡)𝑢′(𝑠)〉

𝑢′2
. 

 

The structure function of order n is, 

𝑆𝑛(𝑡) = 〈[𝑢′(𝑠 + 𝑡) − 𝑢′(𝑠)]𝑛〉. 
 

The angle brackets 〈∙〉 represent the ensemble averaging. 

 

Figure 7 shows the correlations and the structures functions up to order 5 for the three flows. The 

time is non-dimensionalized by the 𝑇𝑙 = 𝑙/𝑈, where  𝑙 = 1𝑚 is the scale of the 3DS grid.  

 

 

Figure 7. At 𝑥 = 1𝑚 downstream of the 3DS: (a) Correlation 𝑅𝑢(𝑡).   

Structure functions up to order 5: (b) 𝑈 = 1𝑚/𝑠, (c) 𝑈 = 1.5𝑚/𝑠, (d) 𝑈 = 5𝑚/𝑠. 
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4 Discussion 

The 3DS has been investigated, and some comparisons with the Regular RG and flat fractal grid 2DF has 

been made. The 3DS admits a higher mass flow rate for the same pressure gradient because of the lower 

blockage ratio (solidity).  

 

DNS was first validated against the previous work of Laziet & Vassilicos [3]. The DNS was then used to 

simulate 3DS with frame separations of  𝑟1 = 2𝑑0,  𝑟2 = 𝑑0 and a blockage ratio of 15%, compared to 32% 

for the RG and 2DF. It was found that overall the turbulence characteristics generated by 3DS was 

generally in between the RG and 2DF grids; the peak turbulence intensities were lower than in 2DF, and 

downstream the intensities were also lower than in 2DF but higher than RG and were sustained for longer 

downstream.  

 

A critical question is what happens if the blockage ratio of the 3DS is increased towards the 2DF value of 

32%. Another is, does 3DS lead to greater mixing efficiency? These issues are currently under 

investigation numerically. In addition to the velocity field, we are looking at the vorticity field, the 

pressure field, and diffusing scalar fields. A parametric study for different 𝑟1 and 𝑟2, and for different 3DS 

blockage ratios are is being carried out at the current time. 

 

Experiments at the MPI Gottingen were also carried out and high accuracy data has been collected. Some 

early results have been processed: correlations and structure functions of the velocity signals have been 

obtained. The aim is a multifractal analysis of the signal to investigate intermittency, and to obtain a 

comparison of turbulence intensities and mean flows at different locations in the channel from different 

types of grids. The findings will be reported in due course. 
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Abstract 
Fractal square grids, consisted of the basic square pattern, have been used as a passive flow control 
strategy for enhancing fluid mixing and convective heat transfer. While previous studies have established 
that the largest scale being dominant in affecting the turbulence enhancement, effects of the smaller scales 
and the interaction of the range of scales on the generated turbulent flow remain unclear. This work is to 
determine the relationship between the fractal iteration N and the turbulence statistics of the wake using 
water-tunnel experiments. Systematic measurements of velocity fields of the wake generated by fractal 
square grids with increasing number of scales (N = 1, 2, 3, and 4) are obtained by a planar Particle Image 
Velocimetry (PIV) at the Reynolds number of 3400. Results reveal fundamental flow structure that are of 
importance to enhance turbulence level. Multiple scales, including the smaller fractal scales, play 
significant role in this process. 
 
1 Introduction  
A fractal consists of self-similar patterns superimposed at different length scales (Debnath 2006). The 
length scale is often reduced by a fixed ratio from the parent to the child generation, thus maintaining self-
similarity. Many multi-scale objects of a complex appearance, such as branching pulmonary network and 
corals in biology, river network, a tree, and cumulus clouds in geophysics, as well as large-scale structure 
of the universe in astronomy, are either fractals or fractal-like. While having multiple length scales, 
several fractals can be fully described by simple recursive mathematical expressions (Hurst and 
Vassilicos, 2007), making them elegant tools for fundamental studies. 
 
Fractal grids have been adopted as a passive flow control strategy to enhance fluid mixing and convective 
heat transfer, which remains a topic of great interest due to the high demand for effective and efficient 
flow-control devices. The fractility of such grids generates vortices of different sizes that interact at 
different locations downstream of the grid. Furthermore, the set of geometric parameters of the fractal grid 
can be purposely tuned to alter the location and magnitude of the peak turbulence intensity (Mazellier et 
al. 2010), thus making the fractal grids attractive for highly controlled mixing and heat transfer. Fractal 
grids have been recently used to renovate the design of wind fences, heat exchanger fins, and low-swirl 
combustion chambers (Goh et al. 2013, Verbeek et al. 2015, McClure et al. 2017). 
 
Extensive experiments and numerical simulations have been carried out over the last decade to understand 
the fractal grid-generated turbulence.  It is well recognized that the location and magnitude of the peak 
turbulence intensity, closely related to the largest bar length L0 and largest bar thickness t0. However, it is 
still unclear how significant the additional scales in modifying the fractal grid-induced turbulence. The 
present research aims to understand how the multiple scales of a fractal square grid influence the flow 
structure, turbulence statistics using a set of fractal square grids (with iterations N = 1, 2, 3 and 4), with 
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the largest bar dimension being constant. This allows for the effects of additional fractal scales associated 
with successive fractal iteration to be evaluated. 
 
2 Experiments 
A set of fractal grids (FGs) are examined in this study: a single square grid FG1 (N = 1), a fractal square 
grid of four iterations FG4 (N = 4), and intermediate configuration FG2 and FG3 (N = 2, 3), as shown in 
Figure 1. Measurements of the turbulent flow induced by a fractal square grid are conducted using a two-
dimensional two-component (2D2C) planar PIV system (Lavision, Göttingen, Germany). Experiments 
were performed in a recirculating water tunnel with a test section of 0.3 m (W) x 0.3 m (H) x 2.0 m (L) at 
the Mechanical Engineering Department, Cleveland State University.  

 

Figure 1: Experimental setup (left) to measure the wake behind the four fractal square grids (right). The green 
vertical line marks the measurement plane of PIV tests. 

3 Results 
The instantaneous velocity fields of turbulent wake shows a characteristics of jet flow in the center plane, 
of which the length scale is associated to the largest bar (Fig. 2). Several typical flow regions are 
identified: jet, wake (reversed flow), and shear layers in between. The distribution of each flow feature is 
directly related to the number of length scales of the grid, with a bar causing a wake and an opening (space 
between the bars) causing a jet. The high-velocity jet region is extended as the fractal iteration increases 
from 1 to 4. Figure 2 also show that the division between the major jet flow and two adjacent wakes 
becomes more visible as additional fractal scales are added (from FG1 to FG4). A shear layer of steep 
velocity gradient occurs between the jet and wake region, which drives a significant increase in the 
momentum transport between these regions.  
 
The change in the flow structure by the addition of multiple scales highlights the significance of 
interaction of the multiple scales, which is expected to affect the turbulence statistics, responsible for 
enhanced turbulent mixing and heat transfer rate. Clear differences are observed in the turbulence 
intensities, including smaller scales gradually by systematically changing the iteration N (Fig. 3). The high 
Tu immediately behind the grid displays an elongated trend as smaller scales present and interaction of 
multiple scales occur. Most distinctly, the centerline Tu increases downstream of the grid at a different 
rate: at X/H = 1, sharing a very similar Tu level of 5% but at X/H = 3 the Tu reaches different level of 
12.5% (FG1), 13.5% (FG2) and 20% (FG4). 
 
A proper orthogonal decomposition or POD analysis is carried out for the 1500 snapshots of the 
streamwise velocity fields. The first spatial mode, as shown in Figs. 4 and 5, indicates that high energy 
content exists very close to the grid for FG1, but shifts downstream for multi-scale fractal grids. 
Especially, tremendous amount of energy appear at X/H = 3-5 for both FG3 and FG4. In the case of the 
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FG4, the lowest contribution to the total energy is in the near wake while the contribution downstream at 
positions 4 - 7 is much higher. This is well aligned with the contour distribution of the streamwise 
turbulence intensity, shown in Fig. 3, of low level of turbulence close to the grid and the progressive 
intensifying of the turbulence further downstream, owing to the interaction of the multi-scale wakes. 
 

 
Figure 2: The instantaneous stream-wise velocity contours downstream of a fractal square grid in the center plane. 
FG1, FG2, FG3 and FG4 from top to bottom. 

 

 
Figure 3: Streamwise turbulence intensity Tu (%) downstream of a fractal square grid at Re = 3400. FG1, FG2, FG3 
and FG4 from top to bottom. 
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Figure 4: First spatial mode of the streamwise velocity fluctuations at Re = 3400. FG1, FG2, FG3 and FG4 from top 
to bottom. 

 
Figure 5: Energy variance of mode 1 of the streamwise velocity fluctuations at Re = 3400. FG1, FG2, FG3 and FG4 
from top to bottom. 
 

4 Conclusion 
A set of fractal square grids are tested in water-tunnel experiments at Re = 3400, to determine the effects 
of the multiple fractal scales. Detailed flow fields reveal the multiple jets, wakes and the shear layers in 
between, produced by the multiple scales of bars, are the fundamental flow physics that promote 
momentum transport in the fractal grid generated turbulence. The spatial distribution of turbulence 
intensities and the POD analysis suggest important effects of the additional fractal scales along with the 
largest scale. Further work will intent to incorporate the scale effects into analytical models, such as the 
wake interaction length scale model. Understanding the role that multiple length scales have in momentum 
and energy transport is essential for effective utilization of fractal grids in a wide variety of engineering 
applications. Owing to the high demand of flow control strategy, this work can potentially benefit a wide 
variety of applications where energy efficient mixing or convective heat transfer is a key process.  
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Abstract
Aerodynamic forces on a rotating golf ball were measured in a water tunnel for a Reynolds number of
ReD= 8000 at a spinning ratio Vs/Uo (the surface velocity over the freestream velocity) between 0 and 6.0.
The flow fields downstream of a spinning sphere were also measured using a time-resolved stereoscopic PIV
system with field-of-views perpendicular to the incoming flow to capture the three velocity components.There
appeared to be several critical spinning ratios at Vs/Uo ≈ 0.75, 2.0 and 3.0. Both lift and drag increased
quickly for Vs/Uo . 0.75; there was a sudden drop in lift at Vs/Uo ≈ 0.75; lift increased quickly while drag
increased slowly for 1.0 . Vs/Uo . 2.0; both lift and drag plateaued for 2.0 . Vs/Uo . 3.0; lift increased
while drag decreased for large spinning ratios 3.0 . Vs/Uo . 6.0. Flow measurements suggested the lift
increase was associated with a downwash downstream of spinning ball. It leaded to a pair of counter-
rotating vortices that caused increases in drag, similar to the induced drag on a finite-span wing. Boundary
layer transition occurred on retreating side at a large spinning ratio 3.0.Vs/Uo . 6.0, the strength of the
trailing vortex pair got weaker in this situation and drag increased thus became smaller again.

1 Introduction
The spinning motion of a solid particle translating in fluid generates lift force, which is referred to as the
Magnus effect. This phenomenon was studied using experimental methods Tsuji Y (1985); Kray et al.
(2012); Kim et al. (2007, 2014) and numerical simulations Muto et al. (2011, 2012); Li et al. (2017); Citro
et al. (2017); Zhou and Fan (2015). Recent investigations by Kim et al. (2007, 2014) and Muto et al.
(2011) found that the lift and drag forces on the particle undergo significant changes when the status of
the boundary layer over the advancing side of the particle transitioned to a turbulent state , there could be
a negative lift force generated. In their case, the transition occurred at a spinning ratio Vs/Uo (ratio of the
surface velocity over the freestream velocity) of 0.75 to 1.0 and a Reynolds number close to the transitional
Reynolds number.

The critical Reynolds number at which the boundary layer transitioned to a turbulent state was much
smaller for a rough sphere (e.g. a golf ball) than that for a smooth sphere. The influence of dimple depth
on the transition can be found in Chowdhury et al. (2016). Aoki et al. (2010) studied the drag and the
separation point movement of a golf ball for spinning ratio Vs/Uo ≤ 0.2 using both experiment and large
eddy simulation (LES). Li et al. (2017) studied the aerodynamics forces and the flow structures downstream
of a spinning golf ball using LES for a spinning ratio of Vs/Uo = 0.1. They also found inverse Magnus effect
occurred at the critical Reynolds number regime, similar to the flow around a smooth sphere. Meanwhile
they found that flow structures downstream of the sphere became more regular due to the spinning motion,
and the lateral forces on the sphere also became stabilized. Fig. 1 shows typically flow structures downstream
of a spinning sphere.

Until now, the existing investigations focused on the spinning sphere with a modest spinning ratio
Vs/Uo ≤ 2.0. It is expected that as Vs/Uo increases, the boundary layer on the retreating side could also
transition to a turbulent state. The relation between the aerodynamic force and the flow structures was
not studied before, therefore the current investigation will focus on lift and drag forces and coherent flow
structures over a large range of spinning ratios 0 ≤ Vs/Uo ≤ 6.0. The experimental methodologies will be
presented in the next section, followed by the results and discussion and concluding remarks.
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Figure 1: Schematics of flow over a spinning sphere
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Figure 2: Schematics of the experimental facility.

2 Experimental Methodology
Measurements were performed in a recirculation water tunnel with a test section of 20cm× 30cm× 60cm
(width, height, length). A two dimensional contraction section was used with a contraction ratio of 6.0. A
pump with a 3kW motor was used to deliver the water. The maximum velocity was 0.4m/s. A 5cm long,
4mm diameter honeycomb flow straightener was used in the delivery plenum upstream of the contraction
section. The turbulence level in the test section was less than 1.0%. The water velocity in the test section
can be varied manually by adjusting the motor speed using a frequency drive.

The test section was shown in Fig. 2. A golf ball (D = 40mm diameter, dimple diameter 0.09D, dimple
depth 0.005D) was hold in the center of the test section by a 0.15D diameter steel support rod. The rod was
connected to a stepper motor using a bell and pulley system. The motor and the rod were both mounted on a
5mm thick plexiglas plate that was connected to a traversing mechanism through a two-component load cell
to measure the changes in the lift and drag forces. The whole assembly can be traversed for a distance of
20cm to measure the flow velocity at x/D = 0.5 to 5.0 for a ∆x/D = 0.5. The measurements were performed
for a free-stream velocity of Uo = 0.22m/s, corresponds to a Reynolds number of ReD = 8720 based on the
ball diameter. The spinning ratio Vs/Uo = ωD/2Uo can be changed form 0∼ 6.0.

A LaVision stereoscopic particle image velocimetry system was used to measure the flow velocities on
planes perpendicular to the freestream velocity. Water was seeded using silver coated hollow glass spheres
with a nominal diameter of 10µm (Dantec S-HGS-10). A 200mJ dual head Nd-YAG pulse laser system
(Litron Nano) was used to illuminate the tracer particles. A LaVision supplied Highspeedstar camera with
a 768 * 512 pixel resolution was used to capture the images. The time interval between two exposures
was 1500µs. The LaVision supplied DaVis 8.1 software package was used for image acquisition and post-
processing. Vectors were computed using image cross correlations with 24 * 24 and 16 * 16 pixel interroga-
tion windows and a 50% overlap in the first and second passes, respectively. A total of 2000 snapshots were
acquired at a rate of 50 Hz. According to the method in Wieneke (2015), the uncertainty of PIV velocity
fields were less than ±2% for a 95% confidence level. Signals from the load cell were acquired using a
computer and a NI-6014 DAQ card at a sample rate of 1024Hz and a sampling time of 180 seconds. Five
independent measurements of forces were taken for each spinning ratio.
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Figure 3: Distributions of changes of (a) lift and (b) drag by rotating speed of Vs/Uo, where Vs = ωD/2.
CL = 0 and CD ≈ 0.4 for case with Vs = 0 according to refs. Aoki et al. (2010); Chowdhury et al. (2016).
Five independent measurements were taken for each spinning ratio. Lift reported in refs. + Kray et al.
(2012) and * Kim et al. (2007, 2014) were also shown for comparisons.

3 Results and Discussions
The time-averaged increases in the lift and drag forces (∆CL and ∆CD) on the sphere for spinning ratio
Vs/Uo = 0 to 6.0 are shown in Fig. 3. The changes in drag and lift with Vs/Uo suggested that there were four
distinct flow regimes. CL = 0 when Vs/Uo = 0, therefore CL = ∆CL in the current investigation. In the first
regime Vs/Uo . 0.75, both lift and drag increased quickly, than there was a sudden drop in lift at Vs/Uo ≈
0.75 where previous investigation observed large decreases in lift, in agreement with literature data in Kray
et al. (2012); Kim et al. (2007, 2014). In the second regime 1.0 . Vs/Uo . 2.0, drag increased quickly but
lift increased at a rate slower than region I; both lift and drag plateaued in regime III (2.0 . Vs/Uo . 3.0),
the drag coefficient increased by over 60% as CD ≈ 0.4 according to refs. Aoki et al. (2010); Chowdhury
et al. (2016). In the regime IV (3.0.Vs/Uo . 6.0), lift increased with Vs/Uo while drag decreased quickly
to ∆CL ≈ 0 at Vs/Uo = 6.0.

The time-averaged velocity vectors and streamwise vorticity ω∗x measured downstream of the sphere at
x/H = 0.5 to 4.5 are shown in Fig. 4. In the flow without spinning (Vs/Uo = 0), structures firstly appeared
around the sphere like a ring at x/H = 0.5, then became to a pair of counter rotating vortices at x/H = 1.5
and finally became incoherent at x/H = 4.5. When the sphere spinning with a ratio of Vs/Uo = 0.5, a pair of
counter rotating vortices symmetrical about the xy plane appeared at x/H = 0.5 and gradually gone weaken
with x/H, similar to the wing-tip vortices. The downwash of the spinning motion increased the left while
the vortex pair increased the drag. When the spinning ratio increased, the strength of the downwash vectors
seemed to increase from Vs/Uo = 1.0 to 6.0, but the strength of the vortex pair appeared to increase to
Vs/Uo = 1.0 and 3.0 then seemed to decrease when Vs/Uo further increased to 6.0.
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Figure 4: Distributions of (left) mean velocity vectors and (right) mean vorticity ω∗x = ωxD/Uo at x/H =0.5
to 4.5 at a ∆x/H =0.5 for spinning ratios of Vs/Uo = 0,0.5, 1, 3 and 6 (from top to bottom). Incoming flow
is from right to left.
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Figure 5: Distributions of the (a) maximum vorticity ω∗x,max (solid line) and minimum vorticity −ω∗x,min
(dashed line) and (b) the vorticity circulation along the line ω∗x = 0.5 as Γ∗0.5 (solid line) and ω∗x = −0.5 as
−Γ∗−0.5 (dashed line). Measuring plane was©x/H =1.5, �2.5 ,43.5 and ∇4.5.

To make a detailed analysis to the influence of the spinning ratio, the strength of the vortex pair down-
stream of the sphere were described using maximum and minimum vorticity ω∗x,max,−ω∗x,min in Fig. 5 (a) and
vorticity circulation Γ∗0.5,−Γ∗−0.5 in Fig. 5 (b). We noticed these two variables showed similar behaviours
with the spinning ratio. In regime I Vs/Uo < 1, the strength of the vortex pair first increased than sudden
dropped at Vs/Uo ≈ 0.5. At place x/H =0.5 and 1.5, the strength continues to increased in regime II, then
plateaued in regime III and stared to decrease with spinning ratio got to regime IV Vs/Uo > 3. It is therefore
reasonable to conjecture that the drag decreases in region IV were associated with the breaking down of the
trailing vortex pair.

4 Concluding Remarks
Lift and drag forces on a rotating golf ball were measured in a water tunnel for a Reynolds number of
ReD= 8000 at a spinning ratio Vs/Uo of 0 to 6.0. The flow fields downstream of a spinning sphere were also
measured using a time-resolved stereoscopic PIV system. There appeared to be four distinct flow regimes: in
regime I both lift and drag increased quickly for spinning ratio Vs/Uo . 0.5; this was followed by a sudden
drop in lift at Vs/Uo ≈ 0.75; in regime II lift increased quickly while drag increased slowly for spinning
ratio 0.75 . Vs/Uo . 2.0; in regime III both lift and drag plateaued at 2.0 . Vs/Uo . 3.0; in regime IV lift
increased while drag decreased for a spinning ratio 3.0.Vs/Uo . 6.0. Flow measurements suggested down
wash associated with the spinning motion caused the increase in the lift, as well as a pair of counter-rotating
vortices which in turn caused increases in drag, the mechanism of drag increase was similar to the induced
drag on a finite-span wing. It was conjectured that boundary layer transition occurred on retreating side at a
large spinning ratio 3.0.Vs/Uo . 6.0, the strength of the trailing vortex pair appeared to be weaker in this
situation and drag increased thus became smaller.
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Abstract 

In this study, the micro-scale flow patterns of acoustic streaming flows induced by a single triangular 

obstruction is investigated by flow visualization (FV) and micro particle tracking velocimetry (μPTV). 

Different base to altitude ratios from 0.25 to 4 of the isosceles triangular obstructions are tested, 

corresponding to the top angles of the triangular microstructures varies from 127° to 18°, and the heights 

from 0.3mm to 0.6mm, and the base width from 1.2 mm to 0.1 mm. By using the piezoelectric plates, the 

steady acoustic streaming flow patterns are successfully created and observed at a range of driving voltages 

from 5 to 35 V and frequencies from 0.5 to 3 kHz. The flow field and influenced area of can be found by 

the vector field calculated using μPTV. The results show that the streaming flow is more concentrated at the 

vertex of the triangular obstructions, and flow acceleration at the vertex is more significant in the case of 

small base to altitude ratio. This implies that structures with smaller top angle have better ability in 

converting oscillatory kinetic energy into the fluid to form steady acoustic streaming vortices. The 

relationship between the oscillation frequency and the size of the streaming vortices is complicated, but in 

general the streaming flow is stronger with larger driving voltage. By checking the profile of the vertical 

component of velocity fields, the region affected by the acoustic streaming can be identified. 

 

1 Introduction  

Acoustic streaming (Marmottant et al. (2006); Lutz et al. (2006); Ahmed et al. (2009)) in microfluidics has 

getting more interests because of its ability to create a hydrodynamic force to move micro particles in the 

microchannel flow. The flow is usually induced by applying oscillatory motions from the boundaries. Due 

to the dissipating effect, the time averaging of the Navier-Stokes equation with the oscillatory boundary 

conditions can create a steady streaming flow, usually in a recirculating nature in a confined space. The flow 

can be induced by bubbles (Ahmed et al. (2009); Ozcelik et al. (2014)), obstructions at the boundary (Huang 

et al. (2014); Lieu et al. (2012)) or cylinder in the flow(Lutz et al. (2006); Lieu et al. (2012); Nama et al. 

(2014)). Compared to other acoustophoresis methods for particle manipulation such as ultrasonic standing 

waves (Trujillo et al. (2014); Petersson et al. (2004)), it is more complicated because the streaming flow 

pattern is affected by the geometry of boundaries. The triangular shape obstruction has been proposed for 

micromixer and pumping purposes (Huang et al. (2013);Huang et al. (2014); Nama et al. (2014)). Lieu et 

al. (2012) investigated 9 different geometries that can generates streaming flow and discussed about the 

strength of the streaming vortices by FV. Though simulation and experiments, Nama et al. (2014) design 

and compare the effect of sharp edges as a pumping source for microfluidic device. Different parameters 

such as top angle, amplitude, aspect ratio of the channel are investigated for their effects to the streaming 

flows.  

In this study, the effect of triangular geometry to the streaming flow patterns is studied with micro-particle 

tracking velocimetry (μPTV). PTV is a technique closely related to particle image velocimetry (PIV), except 

the flow vectors are determined by a tracking algorithm instead of a cross-correlation scheme. PTV 
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techniques has been extensively developed for 2-D applications(Lei et al. (2012); Mikheev et al. (2008); 

Panday et al. (2011)). It is suitable for the flows has medium to low particle seeding density yet require high 

spatial resolution. For streaming flows in microchannels, due to the size of the obstruction and seeding 

particles, μPTV is an appropriate option and is used as the main technique for the research. 

  

2 Methods  

The microchannels used in this study are made by poly(dimethylsiloxane) (PDMS) using a standard 

fabrication process of a microfluidic device Xia et al. (1998). The casts are made by micro-milling process 

to reduce the manufacturing cost. The microchannel device setup is shown in Figure 1(a). The 6 triangle 

structures made for this study are isosceles triangles with 6 different top angle from 18°  to 127° with 3 

different heights (0.3, 0.4 and 0.6mm). The optical setup for FV and PTV experiments are shown in Figure 

1(b). An invert microscope (WI-400 from Whited Ltd.) with continuous LED light source. A CCD camera 

(G-503B/C from Allied Vision Technologies) is mounted to the microscope for image recording. 300 

images are taken in one experimental run. In post processing the images are overlapped to get the 

background image, and the particle image can be obtained from subtracting the background image from the 

raw images. These processed images pairs are first processed by particle tracking algorithm proposed by 

Lei et al. (2012) to generate 2-frame tracking results. These results are then overlapped and interpolated 

onto a uniform grid to produce the velocity field results.  

To generate the acoustic streaming flow, two piezoelectric bending disk (T216-A4NO-273X from Piezo 

System) are placed at the sides of the device driven by a signal generator (HDG2022B from Hantek) with 

an amplifier (HSA 4012 from NF corp.). The piezo disks are attached to the device with 1mm thick 

ultrasound hydrogel (XY-35 from Taiwan Stanch Co., Ltd.) to reduce the acoustic impedance. The driving 

signal is sinusoidal waveform of various frequencies from 0.1 kHz to 3 kHz, and the voltages are magnified 

by the amplifier from 5V to 35V.  The tracer particles are 5μm polyamide particles (PSP-5 from Dantec) 

suspended in water. With the 6 triangular structures designed and manufactured as described previously, 

the experiment test condition set is listed in Table 1. 

 

                
Figure 1: Experimental Setup in this study: (a) Microchannel device concept (b) Optics for FV and PTV experiments 

Signal Generator

(Sine Wave)

50X HIGH SPEED 

BIPOLAR AMPLIFIER
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Inverted 
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CCD Camera
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Technologies G-503B/C，解
析度2592×1944)

Continuous 

White Light LED

(a) (b) 
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Table 1 Test Condition Matrix in the present study 

 

3 Results and Discussion 

The experimental results, including  the triangular geometry, overlapped particle trajectories and processed 

tracking results are shown in Figure 2 and Figure 3. In all cases two steady streaming vortices form a pair 

at the tip of the triangular structures. The induced streaming flow is outward from the vertex and return from 

the sides. The area affected by the streaming flow has a limit and depends on the top angle of the triangular 

structure. For the cases of α < 90°, the regions of streaming flow are considerably larger than the cases of  

α ≥ 90°. Compare the 3 cases in Figure 2, it is apparent that with a smaller top angle, the streaming flow 

becomes stronger and the affecting range is larger. For the obtuse and right angle cases in Figure 2, the 

affected area is never exceed the area of the triangular structure itself. On the other hand, for acute angles 

in Figure 3, the affected regions are all larger than the area occupied by the triangular structure.  

 

 
 
Figure 2: Triangular structure configurations, particle trajectories and PTV results of triangular structures of different 

α: (a)α = 18° (b) α = 90°(c) α = 127° 

Test Matrix

Top Angle ( °) Frequency (kHz) Voltage (V)

127° 0.5、0.7、1、2、3 25

90° 0.5、0.7、1、2、3 15

18° 0.5、0.7、1、2、3 5

28° 0.5、0.7、1、2、3 15

 1° 0.5、0.7、1、2、3 15

  ° 0.1、0.3、0.5、0.7、1、
2、3、4、5、6

5、15、25、35

(a) (b) (c) 
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Figure 3: Triangular structure configurations, particle trajectories and PTV results of triangular structures of different 

α: (a)α = 28° (b) α =  1°(c) α =   ° 

The effects of applied oscillation frequency and voltage are tested and compared using the structures of 

acute angles. The results are shown in Figure 4 and Figure 5, with the color bar showing the magnitude of 

the flow vectors. The interpolated flow fields on uniform grid provides a more convenient way to compare 

the flow regimes under a single parameter. Figure 4 shows the effect of the oscillation frequency from 0.5 

kHz to 3 kHz on the structure of α =  1°. It can be observed that the relations between the streaming flow 

region and the flow magnitude to frequency are both complicated. This is probably due to the acoustic 

impedance of the entire microchannel device. Because of the incompressible nature of the solid structures, 

the streaming flow strength is more reply on the efficient transfer of the acoustic (oscillatory) energy from 

the piezo disks. When the whole device is considered as a system, the nature frequency of the system is hard 

to be estimated and achieved, therefore the nonlinear relations between the applied frequency. However, the 

relation between the applied voltage and the streaming flow shows a strong positive correlation. The higher 

the voltage, the larger the affected area. This is because once the applied frequency is fixed, the effect of 

the acoustic impedance is fixed with it, and the applied voltage is proportional to the energy transferred to 

the flow field.     
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Figure 4: Interpolated velocity field of the case α =  1° at different frequencies. VV of the color bar indicates the 

flow speed (magnitude of the velocity) 

 

z 

 

Figure 5: Interpolated velocity field of the case α =   ° at different driving voltage. VV of the color bar indicates the 

flow speed (magnitude of the velocity) 

 

4 Conclusion 

The acoustic streaming flow patterns induced by single triangular microstructures inside a microchannel is 

visualized by FV and μPTV techniques, and  parameters such as top angle, oscillation frequency and 

applied voltage are investigated. The results show that the effect of applied voltage is positively correlated 

to the strength of the streaming flow, while the effect of oscillation frequency has a more complicated 

relation to the streaming flows. This is because the acoustic impedance of the whole microchannel does 

not efficiently transfer the oscillation energy to the flow at all frequencies. The strength of the streaming 

flows at the vertex is higher in the case of small base to altitude ratio or smaller top angle. This implies 

that structures with smaller top angle is more efficient in converting oscillatory kinetic energy into the 

fluid to form steady acoustic streaming vortices. 

2 kHz 3 kHz

0.5 kHz 0.7 kHz 1 kHz

5V 15V 25V 35V
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Abstract 

In this study, the sound source intensity around a D-shaped cylinder was measured by particle image 
velocimetry (PIV) based on Howe’s vortex sound theory. The measurement of sound source intensity was 
conducted by using two sets of PIV system combined with the rotary shutter mechanism. The distribution 
of sound source intensity was varied with the angle of attack variation, which was in accordance with the 
microphone measurement of sound pressure level variation. The sound source intensity measurement 
revealed that the sound sources prevailed along the shear layer and in the rear region of the D-shaped 
cylinder.  
 
1 Introduction  
The reduction of aerodynamic noise generated in machinery such as vehicles, centrifugal fans, and wind 
turbines is an important subject for reduction in energy consumption and improvement of sound 
environment. The relation between sound source distribution and the flow structure is an important topic 
in designing low noise machinery. Several measurement techniques were proposed to measure the sound 
sources. Beam forming techniques identify the sound source but the information about relation between 
sound source and flow structure is limited (Cho et al., 2010). Correlation techniques of acoustic wave and 
a flow quantities obtained by particle image velocimetry (PIV) provide the information about the sound 
source generations, however, the results depend on the selected flow quantity for the correlation (Henning 
et al., 2008; Oguma et al., 2013). The techniques combining PIV and acoustic analogies have been also 
developed (Moor et al., 2011; Uda et al., 2011). The PIV-based techniques give both information of the 
sound source intensity and the flow structure but they require time-resolved (TR) PIV with rapid frame-
rate camera systems to evaluate temporal derivatives of flow fields. Typically, the temporal resolution of 
the TR-PIV varies with the camera, while there is a trade-off between the temporal resolution and spatial 
resolution. In our former study, two sets of PIV system with pulse lasers were employed to obtain time 
derivatives of flow quantities from two instantaneous velocity fields with a short time interval (Oguma et 
al., 2016).  
    In this study, the sound source intensity was measured by particle image velocimetry (PIV) based on 
Howe’s vortex sound theory. The measurement of the sound source intensity was applied for the flow 
around a D-shaped cylinder with various angles of attack.  
 
2 Theoretical background  
According to Howe’s vortex sound theory, the sound pressure emitted from a bluff body can be expressed 
by using time-derivative of the vorticity and the velocity in the flow field. In the low Mach-number limit, 
the sound pressure Pa generated by a compact body is described as follows:  
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                                                             𝑃 𝒙, 𝑡
|𝒙|

𝐼 𝒚, 𝑡 𝑑𝑉,                                                     (1)  
where ρ0 represents the fluid density, c represents the sound speed, x represents the position vector of the 
observer, y represents the position vector of sound sources, V represents the volume of interest, and I 
represents sound source intensity. The sound source intensity is expressed by using the Lamb vector ω × u 
and velocity potential as follows:  
                                                      𝐼 𝒚, 𝑡 𝝎 𝒖 𝒚, 𝑡 |𝒙| 𝑐⁄ ∙ ∇𝑌 ,                                              (2)  
where ω represents the vorticity, u represents the velocity vector, and Yi represents the velocity potential. 
Assuming two-dimensional flow field around the bluff body, the sound source intensity could be 
evaluated from the time-derivative measurement of the velocity fields with PIV.  
 
3 Experimental Methods   
Measurement of sound source intensity was carried out for a flow around a D-shaped cylinder in a closed 
test section of a wind tunnel. The measurement section was covered by an anechoic chamber for 
aerodynamic sound measurement. The wind tunnel had a cross-section of 190 mm × 190 mm. The wind 
tunnel walls were made of acrylic resin for flow visualization purpose. The target D-shaped cylinder had a 
cross-section which combined a front circular surface and a rectangular back. The diameter of the round 
surface was d = 15 mm, and the streamwise length was a = 15 mm, so that the width-to-height ratio was 
a/d = 1. Details of the experimental wind tunnel and the D-shaped cylinder are the same as the former 
experiment (Yamagata et al., 2018). The free-stream velocity of the wind tunnel was U0 = 20 m/s, 
therefore, the Reynolds number was Re (= U0d/ν) = 2 × 104, where ν was the kinematic viscosity of air.  
    The sound pressure level of Aeolian tone emitted from the D-shaped cylinder was measured using a 
microphone, which had a diameter of 12.7 mm. The sound pressure was measured by a microphone 
located in the lateral direction from the cylinder with a distance of 130 mm. The top and bottom walls of 
the test section were replaced by urethane foam to minimize the reflection of the sound wave. The 
microphone had a flat frequency response ranging from 20 Hz to 8 kHz. The sampling rate was 10 kHz 
and the sampling time for the statistical evaluation was 30 s. The sound spectra were also evaluated using 
fast Fourier transform (FFT) analysis.  
    In order to measure the sound source distribution, the time-derivative of the velocity fields was 
measured by particle image velocimetry (PIV). The time-derivative measurement was carried out with two 
sets of standard PIV systems, which consisted of double-pulsed Nd: YAG lasers (70 mJ/pulse) and two 
charge coupled device (CCD) cameras (1280 × 1024 pixels with gray level of 12 bits). Figure 1 shows the 
layout of the experimental optics. The Scheimpflug configuration was employed for a camera to reduce 
the influence of the inclination of the camera. Figure 2 shows the timing chart of the cameras and lasers 
for the time-derivative PIV measurement. The CCD camera has a frame straddling function which enables 
to record two images with a short time interval. However, the exposure time of the second frame is longer 
than the time interval of the time-derivative measurement Δt2. Therefore, illuminations for the second PIV 
 

    
             Fig. 1 Layout of experimental optics     Fig. 2 Timing chart of time-derivative PIV measurement 
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system were recorded in the second frame of the first PIV system. In order to avoid this extra 
illuminations, a mechanically rotational shutter (Tomimatsu et al., 2003) was developed and installed in 
front of the CCD camera for the first PIV system. The mechanical shutter was made of a rotating disk 
having a diameter of 190 mm with a slit of 10 mm width. The rotation speed of the shutter was controlled 
to be 3100 rpm by a speed controller. The rotation speed and the position of the slit was measured by a 
photoelectric sensor. The timing of the image recording and laser illumination was synchronized by a 
pulse generator. The other conditions for the PIV measurement were as follows. The size of the field of 
view was 48 × 38 mm2. Oil smoke of 1 μm in diameter was employed as a tracer. A direct cross-
correlation method with sub-pixel accuracy was employed for PIV analysis. The time interval of the PIV 
analysis was set to a value not to exceed the particle displacement of 4 pixels. The uncertainty of the PIV 
analysis was estimated to be 3%.  The time interval for the time-derivative evaluation of the velocity fields 
was set to 200 μs.  
 
4 Results and Discussion  
Aerodynamic sound properties were investigated for the flow around a D-shaped cylinder with various 
angles of attack. Figure 3 shows variations of overall sound pressure level and Strouhal number with 
various angles of attack. Strouhal number (St = fd’/U0) was evaluated from the peak frequency of the 
sound pressure spectrum, where d’ represents projective length of the D-shaped cylinder in the streamwise 
direction. The D-shaped cylinder with zero angle of attack showed minimum sound pressure level. A local 
maxima of the sound pressure level was observed around α = 75° and α = 135, 150°. A local minima were 
observed at α = 105° and 165°. The largest sound pressure level was measured at α = 180°. The sound 
pressure level of the D-shaped cylinder showed a similar tendency to that of a semi-circular cylinder 
(Yamagata et al., 2016). The Strouhal numbers were varied in a range of St = 0.11 – 0.19 in association 
with the change of the sound pressure level. Lower Strouhal numbers were observed at local peak sound 
pressure level. This implies that the large vortices were generated behind the cylinder and they created 
sound sources around the cylinder.  
    Flow fields around the D-shaped cylinder with various angles of attack were measured with a standard 
PIV technique. Figure 4 shows contours of velocity magnitude around the D-shaped cylinder at typical 
angles of attack. The D-shaped cylinder with α = 0° showed a large recirculating region behind the 
cylinder, since the flow separation occurred at rear edges. The flow separations of the case with α = 75° 
occurred at upside rear rounded surface and downside front edges. An asymmetric and wide recirculating 
region was produced behind the cylinder. A local peak sound pressure level was observed at this angle of 
attack. In the case of α = 105°, the flow separation occurred at upside rear rounded surface and downside 
rear edge. The recirculating region became smaller than the case of α = 75° and the sound pressure level  
 

 
Fig. 3 Sound pressure level and Strouhal number 
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                      (a) α = 0˚                     (b) α = 75˚                      (c) α = 105˚                    (d) α = 180˚     

Fig. 4 Mean velocity fields around a D-shaped cylinder 
 

 
                    (a) α = 0˚                       (b) α = 75˚                      (c) α = 105˚                     (d) α = 180˚     

Fig. 5 Contours of streamwise velocity fluctuations 
 
was reduced at this angle. The flow separated at the front edges in the case of α = 180°. Therefore, the 
wider wake width was observed behind the cylinder at α = 180°.  
   Figure 5 shows the distributions of streamwise velocity fluctuations. The magnitude of the velocity 
fluctuations in the wake becomes large at α = 75° and 180°, where the high sound pressure levels are 
observed in Fig.3. The velocity fluctuations were weak behind the cylinder with α = 0° and 105°, at which 
the sound pressure level were smaller. The strong velocity fluctuations were observed near the shear layer 
at α = 75° and 180°, at which the sound pressure level showed local maximum.  

Sound source intensities around the D-shaped cylinder were measured by using the time-derivative PIV 
technique, while the velocity potential around the D-shaped cylinder in Eq. (2) was obtained numerically 
using OpenFOAM v4.1. Figure 6 shows instantaneous distributions of sound source intensities around the 
D-shaped cylinder at the typical angle of attack. The instantaneous sound source intensities distributed 
along the side walls at α = 0°. The sound source detached from the sound source layer in the wake and the 
intensity became weak. In the case of α = 75°, the sound source intensity can be seen near the shear layer 
region and near the back surface of the cylinder. The sound source intensity was reduced near the back 
surface in the case of α = 105°. The strong sound source intensity was observed around the cylinder in the 
case of α = 180°. The sound source existed along the side and back surfaces in this case.  
    Figure 7 shows root-mean-square (RMS) values of the sound source intensities. The strong fluctuations 
of the sound source intensity existed in the shear layer in all cases. The difference of the sound source 
fluctuations can be seen in the rear region of the cylinder. The fluctuations of the sound source intensity 
became weaker in the case of α = 0° and 105°. The fluctuations of sound source intensity increased in the 
case of α = 75° and 180°. These results showed that the fluctuations of the sound source intensity were in 
reasonable agreement with the noise measurement by microphone.   
    The fluctuations of the sound source intensity were integrated in the measured field to compare with the 
sound pressure level measured by the microphone. Figure 8 shows the variation of the integrated sound 
source intensity with angles of attack. The sound pressure level is also plotted for comparative purpose. 
The sound source intensity shows the same tendency as the sound pressure levels for the variation of the 
angle of attack. This result indicated the validity of the present measurement of the sound source intensity.  
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                    (a) α = 0˚                       (b) α = 75˚                    (c) α = 105˚                   (d) α = 180˚ 

Fig. 6 Distributions of instantaneous sound source intensity  
 

 
                    (a) α = 0˚                      (b) α = 75˚                    (c) α = 105˚                   (d) α = 180˚     

Fig. 7 Contours of the fluctuation of sound source intensity 
 

 
Fig. 8 Variation of sound source intensity with angles of attack 

 

5 Conclusion 
Fluctuations of sound source intensity around a D-shaped cylinder with variable angle of attack were 
measured by two sets of standard PIV systems combined with the rotary shutter mechanism. The 
fluctuations of the sound source intensity obtained from the time-derivative PIV measurement indicated a 
similar behavior to the microphone measurement, which indicated the validity of the sound source 
measurement by the time-derivative PIV. The magnitude of the fluctuation of the sound source intensity 
increased at a certain angles of attack and the results were in agreement with the sound pressure level 
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obtained from the microphone measurement. The high fluctuations of the sound source intensity were 
distributed along the shear layer and in the rear of the cylinder.  
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Abstract
The investigation of suspension flows with moderately high particle concentration (in the order of 10 vol.-%)
is relevant for a wide range of industrial processes. For example, the performance of zinc-air flow batteries
(ZABs) depends on the local flow conditions of the suspension electrode (a suspension of microscopic zinc
particles in an aqueous potassium hydroxide solution with a gelling agent) in the electrochemical cell. It is
crucial to understand and model the flow of such opaque and multiphase fluids, which requires flow mea-
surements.
We present an experiment for the validation of numerical models, including a measurement system based
on ultrasound for flow mapping in multiphase fluids with a moderately high volume concentration of the
suspended phase. The investigated flow channel is a scaled fluidic model of a ZAB. The utilized measure-
ment system based on ultrasound imaging velocimetry is validated with optical reference measurements and
CFD simulations for the model fluid glycerin. Finally the measured flow field of the suspension electrode in
the fluidic model is compared to results from a numeric simulation, which demonstrates the necessity and
applicability of the measurement technique.

1 Introduction
Zinc-air flow batteries are a promising candidate for large-scale stationary and mobile energy storage sys-
tems due to the decoupling of of energy capacity and power density, a high gravimetric energy density and
the low costs of the active base material zinc (Sapkota and Kim, 2009). They are operated by pumping
a suspension of zinc particles and an aqueous potassium hydroxide solution with a gelling agent, called
zinc-slurry, through an electrochemical cell. To fully exploit their theoretical potential, the flow field has
to be optimized (Smith et al., 2014). For a structured layout process of zinc-air flow batteries, numerical
simulations of the suspension flow are essential. Due to the complexity of the non-Newtonian multiphase
fluid with high particle loadings, numerical simulations are non-trivial. The electrolyte with the gelling
agent is by itself a complex fluid, sometimes called microgel (Piau, 2007), with non-Newtonian flow char-
acteristics. Considering the additional particle content including particle-particle-interactions increases the
overall complexity to accurately represent the flow behaviour with numerical methods. Aside from a typical
macrohomogeneous approach with adapted constitutional laws (rheology model and wall functions), a more
detailed method that directly considers local particle-particle-and particle-fluid interactions through cou-
pling of computational fluid dynamics with the discrete element method (DEM) (Deen et al., 2007) could
be investigated. All of the considered computational methods still require experimental validation. In the
literature, local flow measurement data of opaque, viscous, non-Newtonian liquids with particles is sparse.
Ultrasound Doppler velocimetry is commonly used to measure flow fields in opaque liquids (Thieme et al.,
2017; Nauber et al., 2018; Büttner et al., 2013). Due to the high particle concentration in the zinc slurry, scat-
tering and wave front distortions are introduced, which impact especially the phase of the received signals.
This results in a significant increase of the measurement uncertainty for Doppler based velocity estimation.
In recent years, an alternative ultrasound flow imaging technique was investigated: the ultrasound imaging
velocimetry (UIV). UIV uses a correlation based velocity estimation comparable to optical PIV, but operates
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on echographic images (Poelma, 2017). Since it is an intensity based velcoity estimation it is assumed to be
more robust against the wave front distortions. To our knowledge, the UIV was not applied to a fluid with
high contrast in density between the phases and a high particle concentration like the zinc-slurry until now.
We present an experiment for the validation of numerical models, including a measurement system based
on ultrasound for flow imaging in multiphase fluids with a moderately high volume concentration of the
suspended phase. The flow of zinc slurry in a fluidic model of a ZAB is measured using ultrasound image
velocimetry. For validation of the measurement system, glycerin flow is measured with the UIV and optical
PIV in parallel. The measurement results demonstrate the usability of the measurement system for flow
mapping in opaque multiphase fluids and will be used to calibrate and validate numerical models.

2 Experimental setup and measurement priciple

2.1 Fluidic model of a ZAB
The setup for the flow measurement in the fluidic model of a ZAB is shown in Figure 1. Active ZABs
usually have a small gap width between the current collector and the cathode or separator, respectively, to
reduce the electrolyte resistance. Considering particle sizes and pressure drops for the fluidic system, this
typically leads to gap widths between 2 mm and 5 mm. In order to validate the simulation with sufficient
measurement points, a scaled flow channel was chosen for the fluidic model with a gap width of 15 mm.
The walls are 4 mm thick and consist of PMMA. The measurement region is indicated by the red rectangle
with a size of 15×20mm2. A high depth-to-width ratio of approximately 3 (resulting in a channel depth
of 47 mm) was chosen to ensure little variation of the flow field along the elevation direction within the
measurement region.
From the asymmetric inlet conditions, the flow changes into a fully developed flow further down the channel.
For validating the numerical simulations, the fully developed flow profiles are compared. Furthermore the
transition of the flow from the asymmetric inlet conditions to the symmetric flow profile can be analyzed.

2.2 Zinc suspension
The zinc suspension is an opaque slurry of non-spherical zinc (Zn) particles in an aqueous potassium hy-
droxide (KOH) solution with a polymeric gelling agent, i.e. polyacrylic acid (PAA). Furthermore, zinc oxide
(ZnO) is added to the slurry to prevent self-discharge and the formation of hydrogen. The detailed composi-
tion of the fluid is listed in Table 2. The size distribution of the zinc particles (Grillo-Werke AG) is depicted
in Table 1. The described zinc-slurry is applicable in active ZABs.

measurement

2mm

15mm

x

y Flow
direction

20mm

mock-up electrodes

area

ultrasound phased array

Figure 1: Scheme of the scaled fluidic model of a ZAB.
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Table 1: Size distribution of the zinc particles.

Size range [25,45]µm [45,63]µm > 63µm

Mass fraction in wt.-% 20 68 12

Table 2: Composition of the zinc-slurry.

Substance Zn KOH ZnO PAA H2O

Mass fraction in wt.-% 33.8 19.9 4 0.7 41.7

2.3 Ultrasound imaging velocimetry
The UIV technique images the speckle pattern induced by the particles in the multiphase fluid first. Using
ultrafast imaging (Tanter and Fink, 2014), the medium is insonified with a plane wave and the scattered
acoustic waves are recorded with a linear ultrasound array simultaneously for the whole measurement re-
gion. Subsequently a receive-side beamforming of the recorded signals is performed using the Delay-and-
sum beamformer. If the volume fraction of particles is sufficiently high, the scattered waves from closely
located particles superimpose and characteristic speckle patterns are visible in the acquired image. With a
single transmission, a whole field is captured, which allows for high frame rates. Compared to images of
particles, speckle images decorrelate much faster due to relative movements of the particles (Bohs et al.,
2000). As a consequence, a high frame rate is indispensable to find a correlation in subsequent images and
estimate the flow velocity.
Velocity estimation is done by splitting the recorded images into so-called interrogation windows and cross-
correlating subsequent images. From the estimated displacement of the particles or speckles in every in-
terrogation window, the velocity v in x and y direction can be calculated using the known inter-frame time.
For a more detailed description, see (Adrian, 2005; Poelma, 2017). A number of nepp −1 (number of burst
emissions per profile) calculated correlation functions are averaged to estimate the particle displacement ∆x
and ∆y and the velocity components vx and vy can be calculated for one velocity frame. A number of Navg
of these velocity frames are then averaged using the median.

3 Validation of UIV
To validate the ultrasound measurement, it is compared to optical PIV measurements and CFD simulations
for a model fluid. Glycerin is chosen for a validation measurement due to its transparency, a similar speed
of sound compared to the zinc-slurry and high viscosity, which results in a laminar stationary flow with
negligible turbulence.
Ultrasound measurement: To measure the flow field in the fluidic model, an ultrasound phased array
transducer is attached to the left side, see Figure 1. The x- and y-component of the flow are measured in
the measurement region. To drive the ultrasound transducers, an in-house developed research platform,
the phased array ultrasound Doppler velocimeter (PAUDV) (Mäder et al., 2017) is used. A number of 50
ultrasound elements with a pitch of 0.3 mm and a height of 3 mm is used to excite an 6 MHz ultrasound
signal with 2 periods. With a pulse repetition frequency of 600 Hz, the measurement is repeated for 50 s.
The received signals are beamformed and a correlation based velocity estimation (Taylor et al., 2010) is
applied. The interrogation windows have a size of ≈ 1mm, which defines the achieved spatial resolution.
500 correlation pairs are averaged for a single velocity estimate. Subsequently, Navg = 20 velocity estimates
are averaged to find the mean velocity field.
Optical measurement: Laser light (561 nm) is transformed into a light sheet by a cylindrical lens, which
covers the whole measurement region. Light is scattered by seeding particles (10 µm silver coated hollow
glass spheres, Dantec Dynamcs) and focused onto a CCD camera. A number of 15000 pictures with a frame
rate of 100 Hz and an exposure time of 0.4 ms are recorded. Similarly to the ultrasound measurement, a
correlation based velocity estimation (Taylor et al., 2010) is applied with an interrogation window size of
0.53 mm.
CFD simulation: A CFD simulation was conducted using the finite volume CFD package OpenFOAM
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(Weller et al., 1998).
The measured flow field and selected profiles of the x-component at different x-positions are depicted in
Figure 3. Qualitatively the flow fields coincide well. From the profiles it can be seen, that at the high ve-
locity inlet the velocity is underestimated by the ultrasound measurement. This is due to the high gradient
and the lower resolution of the ultrasound measurement, which results in a spatial averaging and thereby a
lower estimated velocity. For x > 5mm the deviation of the ultrasound measurement from the optical mea-
surement is smaller than 15 %. Besides underestimation of the velocity at high velocity inlet, the ultrasound
measurement using UIV is considered validated.
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Figure 2: (a) Measured flow field for UIV, PIV and CFD simulated flow field of glycerin in the fluidic ZAB
model. (b) Flow profiles of the x-component of the flow for selected x-positions for all three modalities.

4 Flow measurement
From the measurement data depicted in Figure 3a, it is evident that the slurry has significantly different flow
characteristics compared to the Newtonian reference (glycerin). Opposite to the flow inlet at the top left
corner (low x values, high y values), an extended zero-shear zone can be observed. This is assumed to result
from Bingham-type rheological behavior with a pronounced yield stress, where the shear stress needs to
exceed this critical yield stress in order to induce plastic shear in the fluid. After entering the flow channel,
the pronounced yield stress and the wall slip cause the flow to immediately turn into the main flow direction
and proceed along the entrance wall.
The wall slip is displayed in Figure 3b, where velocity profiles are extracted at representative positions of the
the x-direction. The gelled electrolyte without particles show significant wall slip. This has been observed
for microgels with polyacrylic acid binder before (Piau, 2007) and a suspension with particles should even
enhance these properties.
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A replication of the measured flow characteristics was attempted with numerical simulations of a single-
phase, generalized Newtonian fluid with wall slip. The generalized Newtonian flow model assumes that the
viscosity is only a function of the apparent shear rate, but not of its shear history. The Herschel-Bulkley
viscosity model was utilized to provide a yield stress as observed by the measured data and previous rhe-
ology measurements. To approximate the partial wall slip, a semi-implicit, non-linear Navier slip law was
implemented into the finite volume CFD package OpenFOAM (Weller et al., 1998) according to Ferrás et
al. (Ferrás et al., 2013). The initial rheology measurements were performed with a standard plate-plate ro-
tational rheometer with rather smooth plate surfaces (polished metal). However, these measurements turned
out to be unsuitable for a fluid with pronounced wall slip. The influence of the rheological bulk character-
istics and the apparent wall slip properties on the flow curve of the fluid cannot be accurately separated in
such a rheological measurement setup as also demonstrated by Piau et al. (Piau, 2007). Thus, it was decided
to recursively fit the modeling parameters of the bulk rheology model and the wall slip model to the mea-
sured reference data. As shown in Figure 3a, an increased zero-shear zone can be produced by providing
a sufficient yield stress in the Herschel-Bulkley model. However, this also produces flat velocity profiles
without velocity gradients in the central part of the velocity profiles, where the yield stress is not exceeded.
In contrast, the measured velocity profiles show rather steep velocity gradients even close to the maximum
velocity point, where the shear stress should be at its minimum.

Table 3: Parameters for the flow field imaging at the ZAB model

Number of us elements 50
Excitation frequency f 6 MHz
Signal length 2 periods
Pulse repetition frequency fpr f 600
Measurement time 50 s
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Figure 3: (a) Measured (top) and simulated (bottom) flow field in the fluidic ZAB model. (b) Flow profiles
of the x-component of the flow for selected x-positions.

5 Conclusion
We presented an experiment for the validation of numerical models for multiphase fluids with a moderately
high particle concentration (in the order of 10 vol.-%). Ultrasound imaging velocimetry was successfully
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applied to measure the two-dimensional and two-component flow field in a model of a zinc-air flow battery
(ZAB) with a zinc suspension that is applicable for real working ZABs. A validation of the measurement
system was conducted by comparing the ultrasound measurement to optical reference measurements and a
CFD simulation with the optical transparent model fluid glycerin.
The measured flow field in the zinc suspension was compared to numerical simulations. The observed
differences between the measurements and the simulation data leads to the assumption that this type of flow
behavior cannot be accurately modeled with the utilized homogeneous, generalized Newtonian approach and
that at least the shear history has a significant impact. Accordingly the numerical models will be extended
to account for the shear history on one hand, and a more detailed multiphase approach (CFD-DEM) will be
employed to further investigate the complex flow behavior. In the future, flow investigation at a real working
ZAB are planned to correlate the measured flow field and the achieved power densities of the electrochemical
cell.
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Abstract 

In this study, control of the aggregation of particles in a suspension solution by ultrasonic standing wave 

(USW) and acoustic streaming is studied by means of flow visualization (FV) and particle image 

velocimetry (PIV). The PMMA (Poly(methyl methacrylate)) cuvette of length 12.6mm, width 12.6mm and 

height 46 mm is filled with water and μm-size particles as the suspension solution, and the flow is excited 

with a piezoelectric plate operating at MHz frequency oscillation of voltage signal. The driving oscillation 

frequency is set to the natural frequency of the piezoelectric plate measured by an impedance analyzer. 

Driving parameters including frequency, voltage and waveform are set to the waveform generator and 

amplified by a power amplifier to enlarge the amplitude of the driving signal. The oscillation of the 

piezoelectric plate is conducted to the acrylic resonated chamber by the ultrasonic coupling gel for the 

experiments. This oscillation generates USW inside the liquid space, while at the same time induce acoustic 

streaming flows in the confined space. Three particle sizes (5 ~ 18 μm) are tested with frequencies vary 

from 0.847 ~ 2.032 MHz are tested. Experimental results show that the ultrasonic standing wave is 

successfully generated, and the error between the standing wavelength in the theory and in the experiment 

does not exceed 6%. USW is accompanied by the acoustic streaming flow, and within the performed 

frequency range, the degree of aggregation for particles in different diameters is 18µm>10µm>5µm. With 

all driving frequencies it is found that the acoustic streaming flow starts as the oscillation is turned on and 

affecting the flow patterns immediately. At driving frequencies of 0.847, 1.863, 2.032MHz for 10µm and 

18µm particles, a stable streaming flow coexists with the USW pattern that cause the flow to move with 

minimum reduction of the particle aggregation can be observed, indicating the potential to integrate acoustic 

streaming with USW for applications of particle manipulation and aggregation. 

 

1 Introduction  

Ultrasonic standing wave (USW) has been known as a technique for manipulating particles cells, and 

microorganisms (de Godos et al. (2011)). It is recently found applications in harvesting of microalgae 

because of the ability to efficiently agglomerating microalga (Vinatoru (2001); Veillet et al. (2010);Trujillo 

et al. (2014)). In the microalga culturing business, 20~30% of the total production cost comes from 

collecting the microalga, it is this critical to have an efficient yet energy-saving collecting technique (Bosma 

et al. (2003)). For microalgae harvesting application, it is also important to create a continuous flow in order 

to dewater the microalgae and increase the throughput. Therefore, a continuous flow device that can 

simultaneously induce ultrasonic standing wave is of interest. The main advantage of the USW technique is 

indirect and noncontact method. The main driving force, the acoustic radiation force, is dependent on 

particle size and density differences between particle and fluid (Petersson et al. (2007); Henrik Bruus 

(2012);H. Bruus (2012)). For an USW device to be designed and manufactured, it is important to consider 
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factors such as acoustic impedance (Lenshof et al. (2012); Lenshof et al. (2012)), Q-value(quality factor, Q-

factor, Dual et al. (2012))。 

Acoustic streaming is another phenomenon comes from the non-linear effect of the Navier-Stokes equation 

(Henrik Bruus (2008); Lutz et al. (2005); Marmottant et al. (2006); Huang et al. (2013)). It creates a 

recirculating flow in a confined space, and the flow is steady. In previous studies acoustic streaming and 

USW are usually two separated research fields, and their effects are exclusive to each other. In this study, it 

is shown to have a coexisting condition for both mechanisms, and a potential to improve the microalga 

collector’s efficiency.  

 

2 Methods  

The PMMA cuvette used in this study has an inner dimension of 10mm × 10mm × 46mm. During the 

experiment, the cuvette is filled with water and μm-size particles as the suspension solution, and the flow 

is excited by a piezoelectric plate (PEL4545T12-QA, Eleceram Technology Co., Ltd, 46×46×1.2 mm). 

The plate is attached to the cuvette with ultrasound gel and the air in the cuvette completely displaced to 

minimize the acoustic impedance. The assembly of  the cuvette and the piezoelectric plate is shown in 

Figure 1(a). To make sure the appropriate driving frequency can be found, an impedance analyzer 

(KEYSIGHT E4990A, Keysight Technologies) is used to find the resonance frequencies of the 

piezoelectric plate. The results of the analysis show peaks at 1.35, 1.475, 1.48, 2.22~2.40 MHz as shown 

in  Figure 1 (b). It is interesting to find that in the real test runs the USW is generated at the vicinity of 

these frequencies but with a considerable difference, which indicates that the resonance frequency of the 

system is affected significantly by other factors, such as the mass of the cuvette and water solution, 

ultrasound gel, … etc.  

                   
 

Figure 1: Experimental setup: (a) The assembly of the PMMA cuvette and the piezoelectric plate (b) Results of the 

impedance analysis 

PMMA Cuvette

Piezoelectric 
Plate

Frequency (MHz)

Lo
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p
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n
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Ω
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Frequency(MHz) Log(impedance)(Ω)

1.350 0.1290

1.475 0.1237

1.480 0.1291

2.220

~2.400

0.0887

~0.1289

(a) (b) 
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The experimental setup for the FV and PIV experiments is shown in Figure 2. The cuvette-Piezo assembly 

is connected to a signal generating unit, which consists of a function generator (HDG2022B, Hantek) and 

the power amplifier (HSA4012, NF corporation) to operate at MHz frequency oscillation of sine wave 

voltage signal. This oscillation generates USW 

inside the liquid space, while at the same time 

induce acoustic streaming flows in the confined 

space. The test assembly is illuminated by a 

continuous laser (diode pumped green laser 

module, 523nm, 40mW, Blue Sky Tec Co., Ltd). 

The 2mm diameter laser beam is expanded by a 

set of cylindrical lenses to create a 46mm width 

laser sheet. Images are taken by a Zyla 5.5 

sCMOS, ANDOR) high-resolution camera.  

To simulate the different sizes of microalga in 

this study, three different types of particles are 

used: 5μm polyamid seeding particles (PSP-5, 

Dantec), 10μm polystyrene particles (PPX-100-

10, Spherotec Inc.)and 18μm polystyrene articles (PPX-200-10, Spherotec Inc.). In order to capture the 

long-term evolution of acoustic streaming flow and the short-term USW phenomenon, the recordings of the 

FV and PIV are taken and the start of each test run for 1 sec or 5 sec, and the recordings are taken every 1 

minute or 3~5 min, total elapse time is 300s. The resulting test matrix is shown in Table 1. 

 

Table 1 The test matrix in this study 

 

3 Results and Discussion 

Figure 3 shows the standing wave pattern induced by the piezo oscillation. The pattern is analyzed by 

MATLAB to calculate the average spacing between the high intensity node-lines, as shown in the zoom-in 

image on the upper right. Bottom is the evaluation of the standing wavelength of different particle sizes and 

compared to the theoretical values. It turns out the errors in wavelength is the lowest when the particle size 

is the smallest. In the case of the larger particles, the calculated wavelength is more off maybe caused by 

the uncertainty of selecting the particle aggregation center on the node line. The number of nodes is not 

available for the 5μm case, because the streaming flow skews the pattern and no complete node lines for 

the calculation. 

Figure 4、 Figure 5 and Figure 6 show the FV (left) and PIV (right) results of 3 particle sizes (5, 10 and 

18μm) under a driving frequency of 2.032 MHz. Color bar on the right image is the speed (magnitude of 

the velocity vector containing u, v and w). the snapshot images are taken at different time points from the 

start at t = 3sec to t =300 sec, so that the evolution of the standing wave flow patterns skewed by the acoustic 

streaming can be compared. In these results, it can be seen that the aggregating patterns caused by USW are 

instantly visible at t = 3 sec for all three particle sizes.  From the PIV results it can be observed that the 

Particle 

Size 

Exposure 

time 

Total Elapse 

Time 

Total 

Sections 

Record 

Interval  

Recording 

length   

FPS Driving frequency Drive 

Voltage 

5µm 0.01s 300s 11 60s 5s 30fps 2.032MHz 600mV*50 

10µm 0.0015s 300s 11 60s 5s 30fps 2.032MHz 600mV*50 

18µm 0.0015s 300s 11 60s 5s 30fps 2.032MHz 600mV*50 

10µm 0.0015s 30s 12 3min~5min 1s 30fps 0.1693MHz~2.032MHz 600mV*50 

18µm 0.0015s 30s 12 3min~5min 1s 30fps 0.1693MHz~2.032MHz 600mV*50 

Figure 2: The FV and PIV setup of the USW generating 

device used in this study. 
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acoustic streaming phenomenon also starts at the t 

= 3 sec, and for case of 18μm particles the flow 

pattern is different than the other two cases. USW 

patterns keep to be  obvious in the cases of 5 and 

10 μm  particles throughout the entire 300 sec 

observation period, but for the case of 18 μm 

particles, the aggregation of particles makes it 

heavy and drop to the grounds quickly and the 

USW patterns starts to disconnect and disappear. 

On the other hand, the PIV results show that the 

acoustic streaming flow is slow but steadily 

skewed the USW patterns for the smaller particle 

sizes. The streaming velocities and recirculation 

patterns are the strongest for the 5μm particle case 

and are the weakest for the 18μm  case. These 

results are in general agreement with other studies 

discuss about the size effect of the acoustic 

streaming flows and USW phenomenon.  

The most interesting point in these observations 

is that during the 300 sec period, the USW 

patterns are not destroyed by the streaming 

patterns for the 10 and 5μm particle cases, but both effect coexists and last for a considerably long period. 

It is usually the difficult part of the design for the USW device to keep the particles in aggregated status and 

transport to the collecting area in the flow field. Therefore, this results seems to indicates that it is possible 

to utilize these flow feature to transport the aggregated particles (microalga) by a carefully designed 

streaming flow pattern for further collection.  

 

 
     Figure 4: Results of FV and PIV for the case of 5 μm  particles during the 300sec observation period  
 

t = 3 sec

(a) (b) (a) (b)

t = 300st = 120 sec
30

Figure 3: Evaluation of the actual standing wavelength 

based on the image analysis and comparison to theory. 

 

Theory 5µm 10µm 18µm

Wavelength (mm) 0.733 0.735 0.776 0.757

Error(%) NA 0.27 5.87 3.27

No. of Nodes 28 ★ 24 24

5μm 
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Figure 5: Results of FV and PIV for the case of 10 μm  particles during the 300sec observation period 

 

 

Figure 6: Experimental setup: (a) The assembly of the PMMA cuvette and the piezoelectric plate (b) The FV and 

 

4 Conclusion 

Ultrasound standing wave is successfully generated in a PMMA cuvette by high frequency oscillation of 

piezoelectric plate. The short-term particle aggregation behavior and long-term acoustic streaming steady 

flow behavior are both captured by FV and PIV techniques. Image analysis of the standing wave pattern 

shows reasonable agreement with theoretical results. Three particle sizes (5~18 μm) are tested for collection 

efficiency and for controllability 18 μm > 10 μm > 5μm. At all frequencies tested from 0.847 ~ 2.032 MHz, 

for 18 μm particles the collection efficiencies are 45.8% ~ 85.7%, which are always better than the 35.5% 

~ 68.8% for 10 μm particles. At 0.847, 1.863 and 2.032 MHz, the acoustic streaming flows are generated 

and coexists with the USW. These stable flow patterns suggest the probability and potential to move and 

control the aggregated particles by USW using acoustic streaming flows 
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Abstract 

1  Introduction  

Normal speech is produced by a combination of sound and airflow that begins when air from the lungs 

travels through the vocal folds and articulators (e.g., tongue, lips). In the classic source-filter model of 

speech production (Fant, 1960), sound is initiated with phonation, which occurs when vibration of the 

vocal folds causes modulation of the airflow. In this case, “flow” specifically refers to the flow rate (Q) 

produced at the glottal exit during the phonation cycle. Flow modulation refers to the fact that Q is 

changing as the vocal folds open and close (dQ/dt).  

 

Although dQ/dt is constantly changing during the opening and closing phases of the vocal folds vibration, 

the greatest rate of change happens during the latter part of closing, when Q rapidly decreases. This rapid 

deceleration is quantified by the maximum flow declination rate (MFDR). MFDR has been found to 

correlate with vocal efficiency (Stevens, 1999). Vocal efficiency is a measure for how aerodynamic power 

from the lung is transferred into acoustic energy radiated from the vibrating folds. In short term, higher 

vocal efficiency means that the vocal folds vibrate with fewer “losses" of power in the larynx, and thus 

can vibrate longer (or louder) without risk of vocal trauma.  

Direct measurements of the glottal flow in humans are challenging because of the physical constraints 

(i.e., in situ location) and the fast timing of the glottal events (vocal folds typically vibrate at 100Hz-

250Hz). In recent years, particle image velocimetry (PIV) have become the method of choice for 

measuring Q. The technique can quantify (non-intrusively) the spatial and temporal information of the 

flow. The current study is the first to measure Q at the glottal exist during vocal folds vibration in a canine 

larynx, the model most often used to study phonation in a tissue model of the larynx. The results can then 

extend to model voice mechanisms.     

 

 

2  Methods 

In an excised canine larynx model, flow measurements were made using time-resolved tomographic 

particle image velocimetry (tomo-PIV). Excised larynges were harvested from shared research canines 

immediately after the animals were euthanized. All structures above the vocal folds were removed to 
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obtain an unobscured view of the folds. The larynx was suspended using a pronged apparatus that also 

provided adduction of the vocal folds. The trachea was placed over an aerodynamic nozzle that 

conditioned the airflow before it entered the glottis. 

 

The pressure inside the aerodynamic nozzle was measured with a pressure transducer (FPG, 0-50cmH2O, 

Honeywell) and was used to calculate the subglottal pressure (i.e., lung pressure). Upstream of the larynx, 

the mean flow rate, Q, was measured using a coriolis flow meter (CMF025, MicroMotion Inc).  

 

For tomo-PIV measurements, the flow existing the glottis was illuminated from above the larynx. High-

speed video cameras were arranged circumferentially around the anterior at (about) the level of the vocal 

folds (Figure 1). Time-resolved PIV measurements were taken at 3kHz with a spatial resolution of 38.8 

pixels/mm.  

 

The tomo-PIV measurements were taken simultaneously with acoustic measurements during phonations at 

different subglottal pressure (i.e., lung pressure) levels. Acoustic measurements were made using a ¼” 

multi-field microphone (model 4961, Bruel & Kjær) that was placed 15cm laterally and superiorly to the 

glottis. Signal acquisition of the microphone and pressure transducer was made at 20kHz and was 

synchronized with the PIV measurements using a data acquisition system (PXIe-6356 and PXIe-6672, 

National Instruments). 

 

 
A 

 
B 

Figure 1. Tomo-PIV measurements in the canine larynx. a) Laser is projected from above the larynx. PIV cameras 

are positioned circumferentially and anteriorly to the larynx. b) Top-view schematics illustrating the setup for the 

tomo-PIV measurements.    

 

3  Results 

PIV velocity measurements captured the unique characteristics of the glottal flow (Figure 2). Velocity 

measured between the vibrating folds showed formation of vortices near the superior aspect of the folds 

during the latter part of the closing phase (Fig. 2a). These intraglottal vortices, defined as flow separation 

vortices (FSV), produce negative pressures between the superior half of the folds (Oren et. al. 2014). The 

strength of these vortices was proportional to the subglottal pressure and the acoustic intensity (SPL). 

Volume flow velocity was measured above the glottal exit (Fig. 2b).  
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A 

 
B 

Figure 2. Flow velocity measurements using PIV. a) Between the vibrating folds during the closing phase. Flow 

separation vortices form near the superior aspect of the vocal folds. b) Volume flow measurements above the glottis 

during closing.  

 

For each subglottal case, the waveform of Q was extracted at the glottal exist (Figure 3a). The computed 

waveform for Q from the PIV velocity measurements was validated by comparing its mean with the 

upstream measurement of the flow rate (Figure 3b). The validation process showed that the computed 

flow rate from PIV can be matched of its upstream measurement (<1% difference) within 3-4 mm above 

the glottal exit.  

 

 
a 

 
B 

 

 

 

Figure 3. Flow rate waveform computed from tomo-PIV 

measurement. a) Illustration of the Q based on 

integrating the flow at y=3mm. Dash and solid line 

indicating the upstream measurement and the computed 

mean flow rates, respectively. b)  Integration of time 

averaged flow rate at different axial locations. The plot 

shows the range of axial location at which the flow rate 

matches the flow-meter reading. 
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MFDR was calculated from the glottal waveform for each subglottal pressure. Acoustic measurements 

were used to calculate the vocal efficiency for each case. The results showed that increasing the subglottal 

pressure corresponded to an increase in MFDR and subsequently increases in acoustic energy and vocal 

efficiency (Figure 4). 

 

 
(a) 

 
(b) 

Figure 4. Increase in MFDR corresponds to increases in a) acoustic intensity and b) vocal efficiency. 

 

4 Discussion 

As the first study (to the best of our knowledge) to measure flow rate (Q) at the glottal exist during vocal 

fold vibration in a canine larynx, the findings are significant because they validate existing theories about 

voice mechanism and provide experimental data for validation of future experimental data. PIV velocity 

measurements captured the unique characteristics of the glottal flow model, specifically the existing of 

FSV near the superior aspect of the vocal folds during the closing phase of vibration.  

 

Acoustic intensity can be increased by increasing the subglottal pressure (which also increases MFDR). 

For example, increasing lung pressure results in a louder voice but can also cause trauma related to vocal 

tissue strain (e.g., shouting too much and losing one’s voice). Therefore, there is a clinical need to increase 

MFDR (or acoustic intensity) in a healthy manner. Vortices formed near the superior aspect of the folds 

generate negative pressure. This effect in turn can act as an additional “suction” force that can add to the 

rapid closure of the folds (thus increasing MFDR). However, methods to increase the strength of these 

vortices, without increasing the subglottal pressure, are still being investigated.  
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Abstract 
Certain species of seals are able to faithfully detect minute disturbances in ambient water solely using their 
whiskers, which is attributed to the whiskers' undulating three-dimensional (3D) morphology. While 
previous studies have examined effects of key morphology parameters on the wake using scaled-up whisker 
models, it is unclear how the wake behaves when induced by a real undulating seal whisker. Real seal 
whiskers usually have a diameter of about one millimeter and present variation in size and bending curvature 
along the length, which are not being considered in designing scaled-up whisker-like models. In addition, 
how the whisker orientation affects the induced wake and vortex shedding needs to be clarified. This study 
examines the wake flow characteristics generated by a real elephant seal whisker (of undulating 
morphology) and a California sea lion whisker (of smooth morphology) in laboratory water channels at 
Reynolds number of 390, using time-resolved PIV methods. Results indicate that the vortex shedding 
frequency is reduced for both the undulating and smooth whiskers, the energy spectral density is 
substantially increased at AOA = 90˚ than that at AOA = 0˚. Regardless of AOA, the energy spectral density 
is approximately 40% lower in the wake of the undulating whisker than that of the smooth whisker, 
indicating the favorable hydrodynamic feature of the undulating whisker. The extraordinary hydrodynamic 
traits of undulating seal whiskers are promising for renovating aero-propulsion flow components and 
designing high-sensitivity underwater flow sensors. 
 
1 Introduction  

Biomimicry has been adopted to create innovative solutions for a vast range of engineering applications. 
One potential nature-inspired design has come from seal whiskers, to improve flow sensors for autonomous 
underwater vehicles (AUVs). Hanke et al. (2010) found that harbor seals are able to track their prey by 
detecting even minute disturbance of the ambient water solely by using their whiskers, instead of visual and 
auditory sensing capability. The exceptional detection ability is desired for AUVs, because in dark, cramped, 
and unstable terrain AUVs are not able to maneuver using visual and sonar-based navigation. 
 
The outstanding hydrodynamic capability of seals is attributed to the unique undulating three-dimensional 
morphology of the whisker, detailed in Rinehart et al. (2017). Another parameter is the whisker orientation 
with respect to the inflow direction: when the minor axis is aligned with the inflow, the angle of attack 
(AOA) of the whisker is 0˚. When the major axis is aligned with inflow the AOA is 90˚. Research has shown 
that this unique morphology suppresses vortex-shedding in the wake flow and thus reduces vortex induced 
vibrations (VIV), especially at AOA = 0˚. Beem and Triantafyllou (2015) found this allows the seal to sense 
very small fluctuations within the incoming flow, such as the wake of a fish, and in turn significantly 
enhance the seal’s capability to track the fish. 
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Beem and Triantafyllou (2015), Rinehart et al. (2017), and others have studied the effects of the parameters 
of the whisker morphology on wake structure using idealized whisker-like models. Beem and Triantafyllou 
(2015) and Hans et al. (2014) have analyzed the vibrations of a whisker and the mechanics of a whisker to 
understand how a seal is able to track prey in the water. While these studies have focused on the wake effect 
of a single idealized whisker, a real seal whisker has a natural variation in length and size as well as a twist 
along the length of the whisker. It is not well understood how a real seal whisker changes wake flow, 
especially the vortex shedding and how it responds to the modified wake. The current study aims to 
understand the effect of a real seal whisker’s morphology on the vortex shedding behavior. This work uses 
high-speed particle imaging velocimetry (PIV) to analyze the vortex shedding downstream of a real elephant 
seal whisker (undulating morphology) at a peak and trough location while comparing it to a California sea 
lion (smooth morphology) at Reynolds number of 400. 
 
 
2 Experimental Setup 

Wake behind the real whiskers is measured by a high-speed PIV system (see Figure 1b) which enables us 
to capture vortex shedding behavior induced by a seal whisker with sufficient temporal resolution. Properly 
aligning the light sheet with a real whisker sample is critical to get data at the desired measurement planes 
and interpret the results faithfully. The whisker was first attached to a 1/16 in diameter rigid rod and then 
mounted on a thin plate at the bottom of the water channel. The coordination of the optics tube and laser 
mounting mechanism allowed the light sheet to be aligned with a peak or trough or selected location, Figure 
1a. Instantaneous vector fields from the snap-shot PIV tests were obtained with a window-based cross-
correlation algorithm (DaVis 8.3, LaVision GmbH). A two-pass procedure was employed: initial 
interrogation window of 32 by 32 pixels followed by a reduced window of 16 by 16 pixels with 50% overlap 
in each pass. 
 
The high-speed PIV system at the Biofluid and Biomimic Research Center (BBRC) at POSTECH, South 
Korea was used to analyze the vortex shedding behavior of the wake by both whiskers. The experimental 
set-up is shown in Figure 1b. The water channel is seeded with silver hollow spheres that have a mean 
diameter of 44 μm. The particle images were taken at peak and trough locations only in the horizontal plane 
at a rate of 5000 frames per second (fps), with a Fastcam SA1.1 Photron High Speed Camera and a Nikon 
ED AF Micro Nikkor 200 mm 1:4D Lens (fitted with a Nikon L37c 62 mm filter). The FOV of the particle 
images taken in the POSTECH water tunnel is 23.33 mm by 23.33 mm with the camera resolution of 1024 
pixels by 1024 pixels. The conversion factor of 43.89 pixels/mm is used to transform the data from image 
plane to the physical plane. A total of 8000 images were captured for each measurement plane and analyzed 
using the window-based correlation method. The Cartesian coordinate system was the same as the 2D2C 
snap-shot PIV experiments. The measurement uncertainty is also similar to that of the snap-shot PIV tests. 
It is noted that no ensemble-averaging is performed for flow statistics computation, instead, behavior of the 
vortex shedding is the focus of the time-resolved PIV results. 
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3 Vortex Shedding 

Spectral analysis was performed to examine the distribution of turbulent kinetic energy across a range of 
frequencies in the wake of the smooth and undulating whiskers, Figure 2. The spectra were calculated by 
taking the fast Fourier transform (FFT) of the instantaneous streamwise velocity at several locations of the 
separated shear layers. Localized high-energy signatures can be seen clearly at frequencies corresponding 
to periodic vortex shedding. A concentration of turbulent energy is indicated by the primary peak at the 
frequency of 108 Hz behind the smooth whisker, 150 Hz and 158 Hz at the peak and trough of the undulating 
whisker at an AOA = 0˚. Miersch et al. (2011) reported the frequency of seal and sea lion whiskers fall in 
the range of 47 to 193 Hz for a free-stream flow speed between 0.17 to 0.52 m/s. Our results are well aligned 
with this work. In addition, the energy spectral density is found to be 50% lower for the case of the 
undulating whisker, indicating reduced strength of vortex shedding. This result is consistent with suppressed 

 

Figure 1: (a) Measurement planes at the peak and trough of an undulating whisker. (b) Schematics of the high-speed 
PIV measurement setup. The Cartesian coordinate is originated at the laser light sheet intersection of the single 
whisker. The x, y, and z coordinates correspond to streamwise, vertical, and spanwise directions and the velocities 
are u, v, and w, respectively. 
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wake generated by the undulating whisker, as well as recent work of Morrioson et al. (2016) and Kim and 
Yoon (2017). 

Once the AOA is changed to be 90˚, the primary peak frequency shifts to a lower value for all three positions. 
This agrees with the trend of vortex shedding frequency reported by Kim and Yoon (2017). It is even more 
interesting to note a dramatic jump in the energy spectral density for both smooth and undulating whiskers 

Figure 2: Power spectrum of the velocities at selected locations of the wake at Re = 390. The smooth whisker of a 
California Sea Lion (top), the Elephant Seal Whisker at the peak location (middle), and the Elephant Seal Whisker at 
the trough location (bottom). AOA = 0˚ (left) and AOA = 90˚ (right). 
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at AOA = 90˚. The energy spectral density is increased to 9 times higher for the smooth whisker. The 
increment of the energy spectral density of the wake of undulating whisker is even more noticeable: 12 
times higher in the peak location and 19 times higher in the trough location. This result indicates the vortex 
shedding behavior is greatly affected by the AOA, which agreed to that in Murphy (2013). 
 
Our data also shows evidence of a lower energy density in the wake of the undulating whisker, regardless 
the angle of attack, which is aligned with Kim and Yoon (2017). In short, when the whisker's orientation is 
well aligned with respect to the incoming flow, VIV can be remarkably reduced. However, when the major 
axis presents a large AOA to the inflow, VIV can be substantially magnified, as reported in Hans et al. 
(2014) and Beem and Triantafyllou (2015). 
 

4 Conclusion 

Measurements of the wake flow of a real undulating elephant seal whisker and a smooth sea lion whisker 
are conducted under well-controlled laboratory water channels. The turbulent statistics are achieved by a 
snap-shot PIV and the vortex shedding behavior is quantified by a high-speed PIV method. Spectral analysis 
of high-speed PIV data indicates the reduced power spectra density of vortex shedding behind the undulating 
whisker, compared to that of the smooth whisker, regardless of the AOA. However, changing the AOA from 
0˚ to 90˚ substantially increases the energy spectral density for both whiskers, thus augmenting the vortex 
shedding significantly. 
 
Ongoing work is to directly measure the smooth and undulating whisker vibration from the high-speed PIV 
images and to examine the relation of the dominant whisker vibration frequency to the frequency of the 
vortex shedding in the wake. New experimental data will be obtained at a higher Reynolds number of 2000, 
which is closer to the seal’s hunting regime. This will help to further understand the effect the Reynolds 
number has on the wake flow and the vortex shedding behavior, as well as provide further insights into seal-
whisker-inspired engineering applications. 
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Abstract

A planar shock front produced in a shock tube provides an instantaneous pressure rise within a water-like 
gelatin mixture that contains arrangements of millimeter-sized air bubbles. This article studies how bubbles 
react to this sudden pressure jump and analyzes the complex dynamics and interactions that are involved.
Bubble dynamics are captured with a high-speed camera and extracted image sequences for conducted
experiments are presented. Experiments include pairs of bubbles of equal and different size in the free field 
as well as near a solid boundary. For equally sized bubbles in the free field we observe jetting toward each 
other and coalescence after the second oscillation cycle. Bubbles of different size show a combination of 
jetting toward and jetting away caused by the out-of-phase oscillation. For a bubble pair aligned normal to 
a solid boundary we observe that the outer bubble influences the collapse of the inner bubble so that there 
is no aspherical behavior or jet development. An exemplary experiment with three bubbles in a triangular 
arrangement next to a solid boundary is presented to highlight the potential for future investigations.

1 Introduction

Collapsing bubbles play an important role in many medical applications such as shock wave lithotripsy, 
targeted drug delivery or sonothrombolysis (Unger et al., 2004). Lithotripsy, for example, is an established 
medical procedure to non-invasively destroy gallstones in the human body by focusing extracorporeally 
generated shock waves on the target (Chaussy, Brendel and Schmiedt, 1980). Cavitation bubbles are formed 
in the liquid by a focused tensile wave that follows the preceding shock wave. An aspherical collapse of 
these bubbles then leads to strong erosive effects through liquid jets and shock wave emission and hence
transient cavitation is the dominant mechanism that strongly determines the overall effectiveness (Coleman 
and Saunders, 1993). The idea behind targeted drug delivery is to use coated microbubbles as drug carriers 
in the human body. Ligands on the bubble surface target specific cells before ultrasound pressure pulses, 
generated outside the body, break the bubbles apart and release the carried drug. In both procedures multiple
bubbles interact with each other as well as with boundaries like cells or human tissue. It is thus essential for 
improving the methods to have a good understanding of general bubble dynamics. To achieve that, often 
single bubbles are studied. But while a thorough analysis of a single bubble collapse is necessary for 
understanding the fundamentals, it is not a good representation of nature where bubbles are often present in 
clouds that interact significantly.
Literature shows elaborate research on the topic of multi-bubble interaction. Several studies investigate
laser-induced bubble pairs, e.g. (Lauterborn and Hentschel, 1985; Tomita, Shima and Sato, 1990; Han et 
al., 2015), while other experiments use spark-generated bubbles. Fong et al. (2009), for example, use this 
method to analyze the influence of phase difference on oscillating bubble pairs in the free field. 
Summarizing their own work and previous literature, they classify four types of collapse phenomena, 
namely catapult, coalescence, jet toward and jet away. Further research solidifies and expands this 
classification for bubbles of unequal size (Chew et al., 2011; Han et al., 2015). Apart from the studies of 
vapor bubbles, also gas bubbles are investigated. Using a two-dimensional gel technique Dear and 
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Field (1988) analyze, for example, the collapse of arrays of gas cavities under strong shock loading. Other 
research on gas bubbles is presented by Tomita, Shima and Ohno (1984) who collapse air bubbles that are 
carefully placed under a solid surface in bubble pairs or as parallel and concentric circular arrangements.
Despite the existing research, there is a need for more experimental investigation on three-dimensional 
arrangements of multiple bubbles and particularly interesting could be to analyze differences in the behavior
of gas bubbles in contrast to generated vapor bubbles. This topic is therefore studied experimentally and is 
discussed here by describing the experimental arrangement in section 2, studying different multi-bubble 
arrangements in section 3 and concluding the work in section 4.

2 Experimental setup

For the present work, a planar shock front formed in a shock tube provides an instantaneous pressure jump
within a water-like gelatin. A schematic diagram of the experimental setup is shown in fig. 1. The shock 
tube, with an overall length of 22.5 m and an inner diameter of 290 mm, consists of three parts: the driver, 
the driven and the test section. A diaphragm separates the high-pressure driver section, used in this study at
pressures of up to 8 bar, from the driven section at atmospheric pressure. After the diaphragm breaks, a 
shock wave forms and propagates toward the test section. 

cDAQ
TR

TC

TC

LS

MIR

MIR

CAM
PT

PT

PS

CAM: High-speed video camera PS: Flush-mounted PCB pressure sensor
cDAQ:NI data acquisition system PT: Pressure transducer
GI: Gas inlet TC: K-type thermocouple
LS: Xenon light source TR: LTT transient data recorder
MIR: Concave mirror

GI GI

Test 
Section

Figure 1: Sketch of the shock tube and connected systems. 

Other researchers have also investigated bubble dynamics by means of a shock tube, e.g. (Fujikawa and 
Akamatsu, 1978; Vokurka, Beylich and Kleine, 1992), but the present study uses a different setup.
Accordingly, fig. 2(a) shows the shock wave propagating into the test section filled with gelatin. The shock 
wave reflects almost ideally at the air-gelatin interface due to the high difference in acoustic impedance of 
the two materials. Since the pressure must be equal at the interface, a compression wave propagates into the 
gelatin. Bubbles are positioned in the gelatin near the end of the test section as shown exemplary in 
fig. 2(b-c) and rest under well-defined initial conditions, such as constant temperature, constant pressure 
and zero initial velocity. 

190 mm Shock 
wave

GelatinAir

��� ���
Figure 2: Experimental setup for bubble dynamics experiments (a), with an exemplary bubble arrangement shown as 

a direct photograph (b) and visualized with shadowgraph technique (c).

With the arrival and reflection of the compression wave, the ambient pressure around the bubbles rises 
instantaneously by several bars and this pressure change drives the bubble oscillation or bubble collapse. 
Ideally, the ambient conditions around the bubbles remain constant until the compression wave reflects as 
an expansion wave at the air-gelatin interface and returns to the bubble position, which for 400 mm gelatin 
gives a test time of around 0.5 ms.

(a) (b) (c)
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In this setup, GelriteTM Gellan Gum for microbiological applications combined with magnesium sulfate is 
dissolved in distilled water to form a clear, agar-like gelatin. Within the gelatin, the bubbles are produced 
by carefully inserting the needle of a syringe and releasing a defined amount of air. Gelatin has already been 
used to investigate bubble dynamics, namely for the two-dimensional gel technique, e.g. (Dear and Field, 
1988; Swantek and Austin, 2010), but is now applied in a three-dimensional setup. For visualization, we 
apply a Z-type schlieren system with a 150 W constant Xenon light source to create either schlieren images 
by cutting light at the second focal point or ‘focused shadowgraph’ images when no light is cut (Settles, 
2001). Creating schlieren images is useful for shock visualization, but using the direct shadowgraph 
provides more light and thus allows a higher frame rate or more optical zoom. The optical system projects 
the visualized section along the line-of-sight on a camera focal plane and thus gives a two-dimensional 
representation of the three-dimensional bubble. The entire collapse procedure is recorded with a Shimadzu 
HyperVision HPV-X ultra-high-speed camera that produces videos of 128 consecutive frames with a 
resolution of 400x250 pixels at up to 5 million frames per second. Simultaneously, PCB Piezotronics ICP® 
fast-response pressure sensors, connected to a LTT transient recorder, monitor and record the pressure 
during the collapse at up to 16 locations at a frequency of 4 MHz per channel. 
A new test section was designed to conduct the experiments according to the described method. Due to 
delays in deliveries and the manufacturing process, the section was completed only recently and now allows
to conduct experiments according to the simplified sketch shown in fig. 2(a). First experiments have since 
shown the potential, but also show a slow pressure rise that leads to weak bubble oscillations instead of 
collapses. This effect is most likely caused by trapped air in gaps between component parts, but the limited 
time made it necessary to continue working with a preliminary setup that uses acrylic boxes filled with 
gelatin that are placed in the test section. This workaround allows to measure the pressure in the air 
surrounding the boxes, but not inside the gelatin. As another drawback, undesired effects like deformation 
of the acrylic box and additional wave motion within the surrounding gas of the box influence the 
experiments. The following preliminary results should thus be handled with care, but nevertheless show that 
the basic features of the concept work well and that a qualitative analysis is possible. New results without 
the mentioned uncertainties are expected soon.

3 Preliminary results

To characterize bubble pairs usually three non-dimensional parameters are defined: a relative distance, a 
size ratio and a phase difference. Fong et al. (2009) define the relative initial bubble distance, �′, as

�′ = �/��� + �2� (1)

where d is the distance between the bubble centers and R1 and R2 are the initial radii of the two bubbles.
After Chew et al. (2011) the size difference, S, is defined as

� = ��/�� (2)

with RL and RS as the large and the small bubble respectively. The third parameter, ∆θ, indicates the phase 
difference of the two bubbles, but the definition cannot be transferred easily from the literature due to the 
different experimental setups. In this study, bubbles are initially present and thus no time difference of 
bubble nucleation exists. The definition of Chew et al. (2011) is simplified for the current case to

∆� = 1 − ����,�/����,� (3)

where tosc gives an oscillation period, taken here as the time from maximum to minimum bubble radius in 
contrast to the duration from bubble nucleation to bubble collapse in the original definition. With the 
oscillation time of the smaller bubble, tosc,S, being shorter than the oscillation time of the bigger bubble, tosc,L, 
always a positive value for the phase difference results with 0 as the minimum for equally sized and equally 
oscillating bubbles. Taking the thought further, a linear relation between radius and collapse time is assumed 
here that can be justified by the Rayleigh collapse time for single bubbles (Brennen, 2005). This results in
the phase difference solely depending on the size ratio and equation (3) transforming to

∆� = 1 − ��/�� = 1 − 1/� (4)
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This definition could overly simplify the relation but is applied here for a first assessment. With the help of 
the parameters, the collapse pattern for bubble pairs can be classified into four types defined as catapult, 
coalescence, jetting away and jetting toward. Using the presented setup, we conduct experiments on pairs
of air bubbles, analyze the results qualitatively and try to classify the behavior according to the four types. 
Figure 3 shows two bubbles in the free field of almost equal size (S ≈�1,�∆θ = 0) in close proximity ��′ ≈ 1.2). 
Images 1 through 3 show the first contraction of both bubbles after the pressure increase and image 3 clearly 
depicts an asymmetric behavior of both bubbles. It can be assumed that a liquid jet develops in each bubble 
toward the other bubble respectively. This is indicated as both bubbles point toward each other on the close 
sides and develop an indentation on the far side, visible as a flattening (image 3). During the rebound (images
4 and 5) and second collapse (6 and 7) a jet is also clearly exiting the left bubble, reaching its maximum 
length in image 6. In addition, last images show that the overall motion of the bubbles, driven by the inertia 
of the liquid, is toward each other. Thus, this behavior fits the jetting toward type that is also expected for 
this set of parameters (Fong et al., 2009; Chew et al., 2011). 

Figure 3: Two almost equally sized bubbles jet toward each other.

In the last two images of fig. 3 the two bubbles are not separated anymore, but merge into a single bubble
that is also visible long after the experiment. In literature, the coalescence type is not observed for �� > 1, 
but the definition also refers only to the first oscillation cycle. Due to the different setup we can observe 
several cycles and here the experiment shows that the bubbles merge. Nevertheless, it is not feasible to 
compare this with the coalescence type directly, because after the first oscillation a big influence by other 
parameters like bubble motion and dynamics in the flow field must be taken into consideration.
Chew et al. (2011) extend the original classification to include differently sized bubbles and define regimes 
in graphs of size difference and relative distance against the phase difference. This classification can be 
compared to another conducted experiment of two differently sized bubbles (S ≈ 1.7,�∆θ = 0.42) positioned 
very close to each other (�′ ≈�1.1) in the free field (fig. 4). For this case, the set of parameters predicts a 
behavior in between the regime of both jetting away and jetting toward (Chew et al., 2011). 

Figure 4: A bubble pair of different size shows mixes behavior of jetting away and jetting toward.
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Initially, the small bubble elongates toward the big bubble during the first contraction. This could indicate 
jetting toward, but the following behavior does not confirm this classification. During the rebound and 
second collapse the small bubble develops a strong jet away from the bigger bubble which can be seen 
clearly as a thin propagating line from image 8 on. This contradicts the earlier classification and indicates 
jetting away, although the large bubble, as before, does not show any visible sign of jetting. In addition, 
despite some differences, there is also a resemblance of these combined effects to the catapult type which 
is otherwise only observed for induced bubbles with �� < 1 (Fong et al., 2009). Resembling features are 
the elongation toward and the strong jet development away from the second bubble, but other aspects are 
clearly different. Despite jetting away, the bulk of the small bubble slowly moves toward the big bubbles 
until they get into contact in the final images. This behavior of motion in opposing directions is similar to 
what Lauterborn and Hentschel (1985) observe for bubbles of a considerable size difference. In their case 
the small bubble divides into two parts and develops two jets in opposite directions. It remains therefore 
difficult to classify the behavior for the shown experiment according to the literature, for which the non-
dimensional parameters would predict jetting away or toward. Neither of the two types fully matches the 
more complex behavior that is observed. 
For many applications not only the interaction between bubbles, but the behavior near boundaries is 
interesting. It is well known that single bubbles collapse aspherically in the presence of a solid boundary, 
develop liquid jets toward the surface and emit shock waves that can cause severe erosion. It is thus 
interesting how systems of multiple bubbles near a solid boundary behave and how that interaction affects
the erosion potential. Figure 5 depicts selected stages of a collapsing bubble pair of almost equal size
(S < 1.1) arranged normal to a solid wall. The right bubble does not collapse aspherically, but rather remains 
at the same position during the primary collapse and the rebound. As already shown, the bubble wants to 
collapse toward the other bubble, but is also attracted by the solid boundary. For this experiment, the two
effects offset, the bubble collapses spherically and remains at the initial position. 

Figure 5: Collapsing gas bubble pair aligned normal to a solid wall.

The left bubble, however, is attracted by both the inner bubble and the solid wall and thus shows asymmetric 
behavior and collapses toward the right (image 3). This induced motion continues during the following 
rebound and the second collapse (images 4 to 6) and the bubbles move closer together. Being affected by 
the motion of the left bubble, also the bubble close to the wall deforms asymmetrically and motions toward 
the boundary (image 6). In summary, the outer bubble stops the inner bubble from collapsing aspherically 
during the first contraction which differs significantly from a single bubble collapse and results in a 
reduction of the bubble’s�damage potential. After that, a motion toward the surface is induced in following 
oscillations that further shows how the bubbles interact.

Figure 6: Three air bubbles in a triangle arrangement next to a solid boundary.

The presented experimental setup also allows to produce other configurations of multiple bubbles. An 
example of three bubbles in a triangle arrangement near a solid boundary is presented in fig. 6. Only a weak 
pressure increase was achieved in this experiment and consequently the collapse and the bubble interaction 
are not very pronounced here, which is why the results are not interpreted further. 
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4 Conclusion

We have applied a straight-forward experimental procedure to analyze the complex effects during the 
collapse of multi-bubble systems in the free field and near a solid boundary. The concept provides 
particularly homogeneous initial conditions and a single planar shock wave as collapse trigger to analyze 
the dynamic response. Despite mainly using a preliminary setup that causes undesired wave motion and did 
not allow for valid pressure measurements, the conducted experiments show delicate features of bubble-
bubble and bubble-wall interaction. Comparing the observation with the literature shows both similarities 
and differences in how air bubbles, in contrast to induced vapor bubbles, behave and can be classified with 
the non-dimensional parameters. Especially the definition of the phase difference is difficult to interpret for 
our experimental setup, but an adaption can only be done after the observations are confirmed by more
experiments in an improved experimental setup. Integrating our results into previous findings can then lead 
to a better understanding of the dynamics of multi-bubble systems, which is very important to improve 
medical applications like targeted drug delivery, in which bubbles play a significant role.
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Abstract
Cavitation erosion plays an important role in the development of new hydraulic components for fuel injection
systems. Due to the high pressure level, the corresponding flow speed and limited optical accessibility in real
fuel injectors, a test bench consisting of a high pressure generator and a 2D flow channel covered by sapphire
windows is used. Calibration fluid ISO 4113 serves as flow medium. A shadowgraph setup is applied for the
optical measurements to evaluate the cavitation length and the velocity field. Cavitation length as a function
of taper and back pressure as well as the velocity in a converging-diverging flow channel are investigated. It
was found that the converging flow channel shows no change in cavitation length when lowering the back
pressure. The cavitation length suddenly increases in the parallel and diverging throttle when reaching the
cavitation transition point. In the present case temperature has no significant influence on the normalized
cavitation length as a function of the normalized cavitation number. For a deeper understanding of the
overall flow conditions, first basic velocity measurements of the phase boundary in the diverging part of a
converging-diverging flow channel were carried out. No seeding particles are used as cavitation structures
serve as tracers for the image evaluation. It was found that the velocity of phase boundary is lower than the
velocity derived from the measured mass flow. A change in the shape of velocity profiles when lowering the
back pressure was identified. A recirculation flow and eddy formation at the cavitation tip is visible.

1 Introduction
Cavitation can be described as the phase change from liquid to vapor by lowering the static pressure below
the saturation pressure. As a consequence of surface tension, the pressure inside the bubble is higher than
the pressure in the surrounding liquid and the cavitation bubble grows. If such cavitation bubbles filled with
vapor move to areas, where the static pressure exceeds the saturation pressure and collapse close to a solid
wall, damage can occur. This erosive wear can take place in high pressure components of gasoline and diesel
fuel injection systems like pumps and injectors and can have negative effects on the component durability
and consequently on the mixture generation. This in turn can affect the performance and exhaust emissions
of modern engines.
Velocity measurements based on shadowgraph-like images in a cavitating flow were investigated in Mauger
et al. (2014). The authors found that velocity fluctuations increase with cavitation length. Channel height
changed velocity fluctuations whereas liquid temperature had no influence. In super cavitation regime veloc-
ity fluctuations strongly increase. Super cavitation is the flow regime beyond the cavitation transition point,
where the cavitation length distinctly increases Sou et al. (2007).
In Schmidt et al. (2016) a converging-diverging glass nozzle is used for PIV measurements in water. The
inlet pressure is set to about 10 bar. Velocities up to 14 m/s could be measured. Recirculating flows near the
wall whose position is related to the cavitation front were found. A periodically oscillating re-entrant motion
between the cavity and the wall of a convergent-divergent nozzle in water is found in Sato et al. (2013).
Pressure waves caused by collapsing cavities are considered as reason for re-entrant motions, subsequently
stated in Hayashi and Sato (2014).
In the present work, the focus lies on the visualization of cavitation and flow conditions in an optically
accessible 2D flow channel. The appearance of cavitation depending on the pressure ratio prail/pout is
examined for different tapering. As seeding particles can serve as cavitation nuclei and therefore influence
cavitation, the velocity measurements are conducted without particles.
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2 Setup
To investigate erosion caused by cavitation under diesel-like conditions, a test bench was built up. It consists
of a high pressure generator, which supplies the test section with calibration fluid ISO 4113 at a rail pressure
up to 500 bar and temperatures between 25 ◦C and 120 ◦C. Pressure and temperature sensors are located
upstream and downstream of the test section. The cavitation number σ (see equation 1) is set by adjusting a
back pressure valve behind the test section.

σ =

√
prail − pout

prail
(1)

For the present paper converging and diverging throttle geometries are used. They share the same inlet
radius, throttle height and length. The dimensions of the diverging test section are shown in figure 1. The
minimum height h is in the range of 100 to 300 µm, the length is 750 µm and the depth is 300 µm. It is made
of stainless steel to prevent erosion during the measurements. These two flow channels are compared to a
test section with parallel walls. Here the channel height differs. It is 300 µm (see Hosbach et al. (2018) for
further details).
To capture the cavitation within the test section, an optical setup for shadowgraphy is applied (see figure 2).

300 µm

h

750 µm

Flow
direction

Figure 1: Diverging flow channel Figure 2: Optical setup

It consists of a 4 MP CMOS double frame camera, which enables to capture two frames of the flow with an
interframe time of 180 ns, a flash lamp illuminating the cavitating flow for 39 ns and a macro lens. With this
setup an enlargement scale of 0.85 µm/px is achieved.
The emitted light is deflected on its way from the light source to the camera sensor at the phase boundary
between liquid and vapor due to a sudden density drop. Consequently cavitation structures appear dark,
whereas liquid area is bright (see figure 3). The average gray scale value is calculated from a set of hundred
frames to receive the average cavitation probability (see figure 4) and its corresponding standard deviation
(see figure 5). Blue areas indicate high values for cavitation probability and standard deviation respectively
whereas areas with a low cavitation probability and standard deviation respectively are painted red.

Figure 3: Raw image Figure 4: Cavitation probability Figure 5: Standard deviation

High

Low

operating conditions: prail =100 bar, σ =0.70, Tin =40 ◦C

For the shadowgraphy PIV measurements the test section is illuminated by a double pulse Nd:YAG Gemini
200-15 laser. Its low pulse width of 3-5 ns enables sharp images. Due to the emission of coherent light,
losses in image quality such as speckles have to be accepted. However, their effect can be reduced by image
processing and by increasing the number of frames for averaging.
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As seeding particles would strongly influence the cavitating inception and appearance, floating cavitation
structures were used as pattern for the velocity evaluation instead.

3 Results: effect of back pressure on the cavitation length
Measurements, which will be presented below, reveal that back pressure has influence on cavitation length. λ

is defined as the normalized cavitation length. It is measured by using the standard deviation of the calculated
cavitation probability (see figure 4 and 5):

λ =
cavitation length
throttle length

(2)

In figure 6, λ is plotted over the cavitation number σ for different geometries, i.e. the channel walls are
either diverging, converging or parallel.

Figure 6: Normalized cavitation length vs.
normalized cavitation number for different

geometries

Figure 7: Schematic static pressure profile along the
center line

σKUP is defined as the cavitation transition point at which the choked flow condition for the throttle is
satisfied, i.e. a further reduction of the back pressure does not lead to an increase of mass flow, because the
maximum flow speed is equal to the speed of sound of the liquid vapor mixture. The cavitation numbers at the
cavitation transition point for the three flow channels apply to the relation: σKUP,div < σKUP,par < σKUP,conv.
It was found that for the converging flow channel, the cavitation length is almost constant for all cavitation
numbers. This can be due to the fact that the overall static pressure level is higher in this case than in the
diverging flow channel (see figure 7). Therefore no or only slight cavitation in the shear layer occurs. When
further lowering the back pressure, the pressure level is still much higher than the vapor pressure of the
liquid and consequently the low extent of the cavitation region is constant. The mass flow still increases
when lowering the back pressure as the flow cross-section is not limited by cavitation.
In the case of a diverging flow channel, the pressure drop inside the throttle is higher. A comparatively big
area is covered by cavitation structures which limits the flow cross-section. The cavitation length increases
when lowering the back pressure. The cavitation transition point is reached for the lowest cavitation number
σKUP,div of all three flow channels.
The schematic static pressure profiles are derived from basic calculations using the Schnerr and Sauer cavi-
tation model and a standard k-ε turbulence model.
A sudden increase in cavitation length is visible for σ = σKUP in the diverging (compare figures 8 and 9)
and the parallel flow channel.
The normalized cavitation length of the parallel flow channel is permanently higher than the cavitation length
of the diverging throttle. This can be due to different channel heights. The parallel channel height is larger
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Figure 8: λ in the diverging flow channel for
prail = 500bar, σ/σKUP = 0.987

Figure 9: λ in the diverging flow channel for
prail = 500bar, σ/σKUP = 1.024

than the diverging channel height. In Winklhofer et al. (2001) it was found that for the same throttle height
the cavitation length in a parallel flow channel is slightly less to about the same as in a diverging flow channel.
In the present case, varying the temperature in the range between 25 ◦C and 120 ◦C has no significant
influence on the normalized cavitation length λ as a function of the normalized cavitation number σ/σKUP.

4 Results: effect of back pressure on the velocity field of a
converging-diverging throttle

For a deeper understanding of the overall flow conditions, first basic velocity measurements in the diverging
part of a converging-diverging flow channel (see figure 10) were carried out. The throttle is enlarged in
comparison to the ones examined before so that velocity measurements are facilitated. This ensures traceable
cavitation structures. In the convergent flow channel mentioned above, almost no cavitation is visible, so no
velocity measurements are feasible.
A set of 2000 double frames with an interframe time of 250 ns are captured to calculate the average velocity
(see figure 11). The movement of the cavitation structures can be correlated using PIV algorithms. The
calculation is done in three cycles with a digressive interrogation window of (96 px)2 and (48 px)2.
Only areas where the phase boundary between cavitation and liquid is present, can be used for calculation.
All other areas like pure liquid or pure cavitation do not show traceable structures and are therefore excluded
from the calculation. Cavitation is a transient phenomenon, i.e. the cavitation length varies in time. So by
using a big number of double frames to calculate the average velocity, it is more likely to cover a large area
with traceable structures.

300 µm

30
0

µm

Flow
direction

Figure 10: convergent-divergent flow channel

Cavitation

Figure 11: Raw image for PIV evaluation

It is important to mention, that with this evaluation approach the speed of the phase boundary and not the
actual flow speed is measured.
For this series of measurements, the rail pressure prail =100 bar and the inlet temperature Tin =40 °C were
held constant. In figure 12 the velocity field for a super cavitation regime and normalized cavitation number
of σ/σKUP = 1.19 is shown. One can detect an increase of the streamwise velocity. A fast core jet is
surrounded by a slower flow near the walls. At the axial positions x1 and x2, the velocity rises quickly in the
shear layer from zero velocity at the wall to a rather uniform velocity (see figure 14). The center region of
the flow is permanently free of cavitation. So no traceable structures and consequently no data are available
here. Further downstream at the axial position x2 (see figure 15) cavitation is more outspread. Lowering the
back pressure results in a broader velocity plateau. This velocity lies in the range between 60 m/s and 70
m/s at the position x2 comparing to the mean velocity derived from the measured mass flow uṁ =95 m/s. It
is assumed that the speed of the liquid flow is higher than the speed of the phase boundary to observe the
conservation of mass. In Mauger et al. (2014) the calculated velocities are about 6 % less than the velocities
derived from the measured mass flow. For super cavitation conditions the difference increases.
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Figure 12: Velocity field for prail =100 bar, σ/σKUP =1.19, Tin =40 °C

In figure 13 the lower right part of figure 12 (black rectangular) is enlarged. Here rear-facing velocity vectors
in the shear layer and the formation of eddies are visible at the tip of cavitation close to the channel wall
where cloud detachment occurs. These observations confirm the findings of Schmidt et al. (2016).

Figure 13: Eddy formation at the cavitation tip

The calculated Reynolds number in the visible flow section (compare figure 12) shows turbulent flow condi-
tions: 9000 < Re < 11500. The Reynolds number is defined as follows:

Re =
ρuṁDh

µ
(3)

Here, ρ is the liquid density, uṁ is the velocity derived from the measured mass flow, Dh is the hydraulic
diameter and µ is the dynamic viscosity.
The overall uncertainty of the measured velocity field in figure 13 is about 5.4 %. It is defined as:

Uv = σv

√
1
N

(4)

with the standard deviation of the velocity σv and the number of velocity vectors per pixel N.
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Figure 14: Velocity profiles at position x1 Figure 15: Velocity profiles at position x2

5 Conclusion
An optically accessible 2D flow channel is used for a deeper insight into cavitation. Cavitation length as
a function of taper and back pressure as well as the velocity in a converging-diverging flow channel are
investigated. It was found that the cavitation length in the converging flow channel is constant when lowering
the back pressure. It suddenly increases in the parallel and diverging throttle when reaching the cavitation
transition point. Temperature has no significant influence on λ as a function of σ/σKUP.
For a deeper understanding of the overall flow conditions, first basic velocity measurements in a converging-
diverging flow channel were carried out. It was found that the velocity of the phase boundary is lower than
the velocity derived from the measured mass flow. A change in the shape of velocity profiles when lowering
the back pressure was identified. A recirculation flow and eddy formation at the cavitation tip is visible.
For the future further measurements are planned to entirely understand the effect of geometric parameters
like taper on cavitation in flow channels.
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Abstract
In the present study a combination of Shadowgraphy and Differential Interferometry is used to investigate the
spatial distribution of pressure waves emanating from laser induced single cavitation bubbles. The accuracy
of the evaluation process is determined through synthetic data analysis. Energy budgets of caviation bubbles
with initial laser energy of El = 25.2±0.9µJ are determined.

1 Introduction
Laser induced single bubble cavitation originates from a non-linear absorption process when the introduced
laser energy leads to an optical breakthrough and the generation of a vapor bubble which collapses during
recondensation (Shen, 1984). Both, bubble generation and the implosion of the bubble induce a pressure
wave that propagates outwards radially from the bubble center. For asymmetric bubble collapses, emitted
pressure waves and liquid jets may occur, being known to be the key mechanisms of cavitation induced
surface damage. Collapse times and pressure amplitudes strongly depend on the cavitation bubble dynamics
(Vogel and Lauterborn, 1988). Most commonly, these pressure amplitudes are either measured locally with
hydrophones (Vogel, 1996) or they are extracted from the shock front velocity based on the momentum
conservation (Nagayama et al., 2002). Studies to access cavitation-induced 1D pressure profiles by means
of Mach-Zehnder Interferometry have been utilized by Kim et al. (2003) and others (Ward and Emmony,
1991; Veysset et al., 2016). However, their motivation was the extraction of 1D pressure profiles from the
interference technique.
In the present study we show how 2D pressure fields inside individual pressure waves can be determined by
means of Differential Interferometry. This allows us to determine the bubble energy Eb and pressure wave
energy Es directly from measurements, as the pressure wave field ps, the pressure wave propagation length
Rm and the cavitation bubble radius Rmax are deducted from the interference and shadowgraph images as
follows.

Es =
4πR2

m

ρ0c2
0

∫
p2

s dr (1)

Eb =
4
3

πR3
max (p0 − pv) (2)

2 Experimental Set-up
Fig. 1 shows a shematic of the experimental set-up. A frequency doubled Nd:YAG (laser 1, EverGreen 70,
Quantel) with 6 ns pulse width is focused into a water filled cuvette (test section). The energy of each laser
pulse is measured with an energy meter (RM 3700, Laser Probe Inc.) after being split with a 50/50 mirror.
The cavitation bubble dynamics is recorded with a shadowgraphy image system. For this, a camera sys-
tem (HS cam, Phantom Miro 110, Vision Research) is focused to the expected center of the nucleus with
a far-field microscope (K2 DistaMax, Infinity). For background illumination a pulsed LED (pulse width
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Figure 1: Shematic of optical set-up with combination of Shadowgraphy and Differential Interferometry for
bubble dynamics and pressure field measurements

200 ns, λ = 462nm) is syncronized to the camera recordings. With a recording rate of 77000 Hz the bubble
evolution until its first collapse can be resolved with approximately 5 frames.
A second double pulsed dual cavity Nd:YAG laser (laser 2, Nano S65, Litron) is used for the Differential In-
terferometry measurements. The laser beam passes the test section in opposite direction than the LED light
path. It is focused by a lens (L2), before passing a Wollaston prism (WP). Interference images are recorded
with a double frame CCD camera (DI Cam, Imager ProSX, LaVision), where the first frame captures the
initial pressure wave and the second frame the pressure wave after bubble collapse. Time delays were set to
2.5 µs for the first and 55.5 µs for the second frame.
For reference measurements, a needle hydrophone (Mueller Instruments) as well as an oxygen sensor
(FireStingO2, pyroscience) and a temperature sensor (PT100) are placed inside the cuvette.

3 Reconstruction of pressure fields
Interferograms are taken with the Differential Interference set-up. Hence, density gradient fields can be
determined from phase differences which appear as fringe shifts in the interferogram. These phase differ-
ences are caused by different propagation velocities of two adjacent interfering light rays of finite distance
d passing through the measuring section of depth b. According to (3) the density gradient perpendicular to
the fringes orientation ∂ρ/∂ζ is porportional to the relative fringe displacement ∆S/S. Here, the wavelength
λ and the Gladstone Dale Konstant K are characteristik quantities of the set-up and the fluid.

∂ρ

∂ζ
=

λ

Kbd
∆S
S

(3)

Providing that a radially propagating pressure wave behaves in free space as a spherical shell of finite thick-
ness, the actual density gradient in radial direction ∂ρ/∂r can be calculated from the projected density
gradient ∂ρ/∂ζ. For this purpose, the fringe displacement is evaluated starting from the bubble center in
azimuthal direction. To determine fringe centerlines, a local Gaussian fit is applied to minima and max-
ima of the fringe pattern. From these centerlines the relative fringe displacement field ∆S/S and hence the
density gradient field ∂ρ/∂r can be determined. Numerical integration provides the density field. Due to
the measuring principle, the determined density field represents the projection of the density along the laser
light direction. Therefore, inverse Abel Transformation is utilized for reconstruction of spherical pressure
waves.

The algorithm was evaluated with synthetically generated pressure wave distributions. Fig. 2(a) shows
a synthetic interference pattern and a measured interference pattern. The relative fringe displacement ∆S/S
scales with the measurement sensitivity but also depends on the orientation angle ϕ. Fig. 2(b) depicts
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Figure 2: (a) Synthetic interference pattern (top) and measured interference pattern (buttom) of a spherical
pressure wave; (b) Reconstructed radial pressure distribution of the synthetic interference pattern shown at
the top of (b)

radius-weighted pressure curves as function of normalized radius for different orientation angles, where
Rp,max denotes the radius at the pressure maximum and σA the corresponding deviation. For orientation
angles 8.9° ≤ ϕ ≤ 63.0° amplitude values can be determined with an accuracy of 96.2 %. From Fig. 2(b)
it is also apparent that amplitudes are slightly underestimated for small and large orientation angles while
beeing overestimated for 21.2° ≤ ϕ ≤ 42.6°.

4 Pressure wave and caviation bubble engergy budgets
Measurements were done in water with 96 % saturation of oxygen. 500 double images were recorded for in-
terference measurements with a recording frequency of 0.5 Hz to minimize local heating effects of the water.
The temperature increase during 17 min measurements for each data set stayed below 0.1K. Laser energies
of 22.3µJ ≤ El ≤ 26.9µJ were measured for all laser pulses with an average energy of 25.2 µJ. These created
caviation bubbles with an averaged maximum bubble radius of R̄max = 299µm±59µm. Interferograms had
a field of view of 6.26 mm x 5.22 mm, allowing pressure waves with a time variation of approximately 3.5 µs
to be recorded. Cavitation bubbles with radii between 240nm ≤ Rmax ≤ 358nm were recorded emanating
from caviation bubbles with a collapse time variation of approximately 11 µs. Thus, pressure wave events
could be recorded in approximately every third interferogram. Due to a fixed starting time (the instant of
bubble creation), the 1st frame always captures the pressure wave of optical breakthrough while the second
one originates from bubble implosion. Pressure waves of the 1st and 2nd frames were statistically evaluated.
Fig. 3(a) shows an averaged results of interference evaluations for N=66 repeated measurements. The blue
line represents the pressure curve for the initial shock wave, the dashed blue lines show the corresponding
standard deviation. The interferograms were selected using hydrophone measurements with pressure max-
ima between 16.1mmbar ≤ Rp,max ≤ 17.8mmbar for the first pressure wave. Results are depicted for an
orientation angle ϕ = 27.2°. The standard deviation δ resulting from the interferometric reconstruction is
10.4 % in the pressure peak corresponding to that with the hydrophone.
Fig. 3(b) shows the results of interference measurements for hydrophone measurements between
16.5mmbar ≤ Rp,max · p ≤ 16.8mmbar for the second pressure wave of bubble implosion. For better com-
parability, the pressure profiles were weighted with the radius to compensate for the pressure reduction with
increasing radius. Due to the high variability, the number of comparable interferograms was limited to
N = 3. The standard deviation of the pressure wave position was 12 % and is represented by the blue error
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Figure 3: (a) Averaged pressure curve for N=66 of inital shock wave. Peak is at 15.3 mmbar and hydrophone
measurement 16.1mmbar ≤ Rp,max · p ≤ 17.8mmbar. Errorbar shows standard deviation of Rmax;(b) Aver-
aged pressure curve for N=3 of the shock wave after bubble collapse. Peak is at 13.3 mmbar and hydrophone
measurement 16.5mmbar ≤ Rp,max · p ≤ 16.8mmbar; (c) Energy balances of initial pressure wave; (d) En-
ergy balances of pressure waves after bubble collapse
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bar. Here, the results are for an orientation angle ϕ = 26.9°. The standard deviation of the evaluated peak
pressure is δ = 25.8%.
From the results of Figs. 3(a) and 3(b) energy budgets can be calculated. For the calculation of the shock
wave energy Es the pressure profiles have been integrated from the point when the pressure fell below 1 bar
towards bubble center. For the pressure at R/Rp,max < 0.8 a constant mean value of the last 20 data points
has been assumed. The averaged laser energy for evaluations of the inital pressure wave was measured
to be El = 24.5± 3.2µJ. A bubble energy Eb = 7.8µJ and a pressure wave engergy of the optical break-
through Es,1 = 7.1µJ at 3.85 mm distance from bubble center were calculated. In comparison, the averaged
laser energy for evaluations of the pressure wave after bubble collapse for the same pressure radius was
El = 25.2± 0.9µJ. The bubble energy was Eb = 10.0µJ and the pressure wave energy at a distance of
3.01 mm from bubble center was Es,2 = 2.9µJ. Results are summarized in Figs. 3(c),(d).

5 Conclusion
In the present study synthetic interference images of spherical pressure wave distributions could be recon-
structed with an accuracy of 96.2 % for orientation angles of 8.9° ≤ ϕ ≤ 63.0°. To be able to study more
complex wave dynamics, e.g. reflections of pressure waves at interfaces, an indepent measured gradient
of different direction would be a great achieve. The reconstructed pressure curves from the actual mea-
surements of initial pressure wave and pressure wave after bubble collapse were in agreement with the
hydrophone measurements. Nevertheless, both cases had high standard deviations. Due to changes in the
maximum bubble radius that strongly influenced the propagation length of the pressure wave. The energy
balance showed that the pressure wave energy of the initial pressure wave after optical breakthrough is
higher than for the pressure wave after bubble collapse.
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Abstract 

The present experimental work investigates bubble collapse in gelatins of different concentrations under 

various driving pressures. Air bubbles are produced in gelatins of distinct mixture ratios and positioned 

free from boundaries. Pressure impulses with different intensities generated by a shock tube serve to 

trigger the bubble collapse. The bubble deformation is visualized by a focused shadowgraph system and 

recorded as continuous images with a high-speed camera. Image processing is conducted to analyze 

bubble deformation and radius changes. Results indicate that increasing the gelatin concentration tends to 

weaken the bubble oscillation, with the minimum radius ratio enlarged and the normalized collapse time 

elongated. Anisotropic bubble deformation appears and is enhanced in dense gelatins. In addition, higher 

driving pressures result in more rapid and intense bubble oscillations for all gelatin concentrations. By 

increasing the driving pressure the difference in the collapse time between different gelatins is reduced, 

but the trend is opposite for the minimum radius.  

 

1 Introduction  

Gelatinous fluids have been applied to study bubble dynamics in an amount of previous literature. Dear 

and Field (1988) and Dear et al. (1988) produced arrays of two-dimensional cavities in gelatin and 

induced the collapse with a shock wave to investigate the liquid jet development. A similar setup was 

employed by Bourne and Field (1992) and Bourne and Field (1999) to study the collapse of differently 

shaped cavities and the associated luminescence. Another work by Swantek and Austin (2010) examined 

the interaction of voids in gel with a stress wave and measured the surrounding velocity field. 

The current project also adopts gelatin as the working liquid, which allows to produce stationary bubbles 

of defined volumes at desired locations. Investigation of multi-bubble arrangements and bubbles filled 

with different gases is rendered possible as well. However, as a Bingham fluid, gelatin acts like a rigid 

solid under low stresses and behaves as a viscous liquid at high stresses. Such a non-Newtonian property 

could have a significant influence on the bubble dynamics, especially considering the moderate pressure 

level (less than 1 MPa) in the present study. Polymer chains formed when the gelatin solidifies add further 

complexities by introducing anisotropy. 

To the authors’ best knowledge, there are only a limited number of experimental works focusing on the 

effect of non-Newtonian fluids on the bubble dynamics. Brown and Williams (1999) investigated collapse 

of bubbles attached to a free surface in water with polyacrylamide additives, and reported reduction in the 

liquid jet development with the addition of the polymer. Brujan and Matsumoto (2004) and Brujan (2008) 

used polyacrylamide and carboxymethylcellulose solutions to study bubble collapse near a solid boundary, 

and concluded that both the velocity of the induced liquid jet and the strength of the emitted shock wave 

during the first collapse were weakened. Microbubble oscillation in an unbounded polymer liquid was 

researched by Bazilevskii et al. (2003), where a prolongation of the collapse time was noted. Similar 
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results were obtained by Brujan and Williams (2006) who addressed that the effect of polymer additives 

only appeared for small bubbles (with the radius less than 0.5 mm). 

As shown, the range of non-Newtonian fluids covered in published bubble experiments is extremely 

narrow, and the influence of the driving pressure is not included. Therefore more experiments are desired 

to expand the database and to confirm the pronounced observations. Moreover, given the fact that various 

aspects of the liquid (e.g. viscosity, elasticity and relaxation time) exert effects on bubble dynamics, light 

needs to be shed upon the role played by individual fluid properties. 

Driven by such motivations, the present paper studies the oscillation of single air bubbles in the free field. 

Experiments are conducted in gelatins of three distinct concentrations under three pressure conditions. 

Qualitative descriptions of the bubble deformation are presented. The collapse time and the minimum 

bubble radius of all cases are quantified and compared.  

 

2 Experimental setup 

The current experimental research is carried out in a shock tube, which generates an intense pressure 

impulse by a shock wave to induce bubble collapse. As depicted in fig. 1, the shock tube is composed of a 

driver section (3 m), a driven section (19.5 m) and a test section (0.4 m) attached to the end. The inner 

cross section has a diameter of 290 mm, and is transformed to a square with the side length 190 mm by a 

cookie-cutter in front of the test section. A diaphragm, which initially separates the driver section and the 

driven section, breaks as a critical pressure is achieved in the driver section. Then a shock wave develops 

immediately and propagates rapidly towards the downstream test section. 

 

Figure 1: Experimental arrangement of the shock tube for bubble dynamics experiments 

As for the measurement system, there are pressure gauges and K-type thermocouples installed to measure 

the initial experimental conditions, of which the signals are acquired by a NI cDAQ device. The transient 

pressure changes during the experiments are monitored by PCB Piezotronics ICP® fast-response pressure 

sensors flush-mounted along the driven section as well as the test section. The pressure data are recorded 

by a LTT device at a sampling rate up to 4 MHz. To visualize the bubble collapse, a Z-type schlieren 

system is applied. The light emitted from a 150 W Xenon lamp passes through the high-transparency glass 

windows at sides of the test section, and casts on the focal plane of a Shimazu Hyper Vision HPV-X ultra-

high-speed camera. Several cycles of the bubble oscillation are recorded as 128 continuous images with a 

resolution of 250×400 pixels at a framing rate up to 5 MHz. In the present experiments, the optical system 

is simplified to a focused shadowgraph, with no knife edge employed to guarantee the adequacy and the 

uniformity of the image brightness. 

Detailed arrangements in the test section are shown in fig. 2(a). Ideally, the whole test chamber is filled 

with gelatin, in which a millimeter-sized air bubble is produced with a syringe and positioned free from 

boundaries. A uniform and stationary flow field under the atmospheric pressure is established initially. 

Then the incident shock wave followed by high-pressure flows impacts on the air-gelatin interface. Due to 

the large difference in the acoustic impedance between the two media, the shock wave reflects nearly 
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ideally, which further raises the pressure in the air. To maintain the pressure balance across the interface, a 

compression wave is induced and travels in the gelatin at the sound speed of around 1500 m/s. The 

compression wave reflects at the rigid endwall as well as at the air-gelatin interface back and forth during 

the experiment, causing pressure oscillations in the test section. But a careful choice of the bubble location 

(e.g. close to the endwall) could find a 0.5 ms time period of constant driving pressures for the bubble 

collapse. 

 

Shock 

wave

Air bubble

Air Gelatin

(a) 

Shock 

wave Acrylic 

box

 (b) 

Figure 2: Sketch of the test section in the ideal setup (a), and in the workaround setup (b) 

The ideal setup which allows for uniform initial conditions and constant boundary conditions, however, is 

still under preparation and suffers from problems of slow pressure increase (most likely due to the 

contraction of trapped air between construction parts) and a bent air-gelatin interface (due to the gravity). 

A plan to tackle these problems is in progress, but meanwhile a workaround setup as shown in fig. 2(b) is 

utilized for the present project. Similar ideas to the ideal setup are adopted, but an acrylic box serves as the 

container for the gelatin. Since the interior of the test section is not occupied by the box completely, wave 

motion in the air surrounding the box emerges and is captured in some shadowgraph images. Another 

drawback is that the acrylic plates tend to deform under high pressure, which could significantly alter the 

pressure field inside the box considering the low compressibility of the gelatin. But the pressure changes 

caused by the box deformation could be treated as systematic uncertainties, and should not influence the 

comparison made between cases. 

To achieve high transparency, the gelatin is made from a mixture of distilled water, GelriteTM Gellen gum 

and magnesium sulfate. Three mass concentrations of the mixture are studied in the current work, with the 

thinnest of 10000 : 4.2 : 3.5, the moderate of 10000: 6 : 5 and the densest of 10000 : 9.6 : 8. For each 

gelatin concentration, experiments are conducted under three different pressure conditions, with the 

pressure in the driver section P4 equal to 1.5 bar, 3.7 bar and 7.5 bar at the moment of the shock wave 

formation.  

 

3 Preliminary results 

The analysis of the bubble collapse is based on the images recorded from the optical system. Special 

attentions are paid to the shape changes over the bubble oscillation, the collapse time and the minimum 

radius of the first contraction. 

The deformation of bubbles in different gelatins under the lowest driving pressure P4 = 1.5 bar is 

demonstrated in fig. 3. Each row presents images of a specific gelatin concentration, which consists of five 

selected moments to cover the first collapse, the following rebound and the second collapse. 

Bubbles for different gelatin concentrations in fig. 3 behave quite similarly. Due to the low strength of the 

shock wave, bubbles undergo very slight contractions during the first collapse phase. They recover almost 

completely to the initial size at the end of the re-expansion and collapse for a second time with even 

weaker intensities. No significant change of bubble shapes is observed for all gelatin conditions. 

Figure 4 shows the bubble deformation driven by a higher pressure P4 = 3.7 bar. Compared to the previous 

case, bubbles go through stronger contractions at both the first and the second collapse. The rebounding 

process ends at a smaller radius than the initial state. Irregular bubble deformation appears after the first 
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collapse for gelatins with 0.096% and 0.060% Gelrite, and the anisotropy of the bubble collapse is 

stronger for the denser gelatin. 

Increasing the driving pressure to 7.5 bar results in the bubble deformation in fig. 5. For all the gelatin 

conditions, the radius minima at the end of collapse phases are lowered, and the recovery after the re-

expansion is further weakened. It is also clearly observed that the bubble oscillation amplitude is 

dampened as more Gelrite is added to the gelatin. Anisotropic behavior still exists, but whether the 

irregularity is enhanced or lessened is difficult to judge. 

 1st collapse                        1st rebound         2nd collapse 

0.042% Gelrite 

     

0.060% Gelrite 
     

0.096% Gelrite 
     

Figure 3: Oscillation of bubbles in different gelatins under P4 = 1.5 bar 

(from top to bottom, the initial bubble radius is: 1.22 mm, 1.20 mm, 1.05 mm) 

 

 1st collapse                        1st rebound         2nd collapse 

0.042% Gelrite 

     

0.060% Gelrite 

     

0.096% Gelrite 
     

Figure 4: Oscillation of bubbles in different gelatins under P4 = 3.7 bar 

(from top to bottom, the initial bubble radius is: 1.16 mm, 1.13 mm, 1.04 mm) 

 

 1st collapse                        1st rebound         2nd collapse 

0.042% Gelrite 

     

0.060% Gelrite 
     

0.096% Gelrite 
     

Figure 5: Oscillation of bubbles in different gelatins under P4 = 7.5 bar 

(from top to bottom, the initial bubble radius is: 1.15 mm, 1.13 mm, 0.97 mm) 

 

In summary, the observations of higher driving pressures leading to smaller minimum radii and denser 

gelatins weakening the collapse strength, conform to the expectations. The explanation is that the inertia 

of the gelatin is increased in the former case, and the viscous effect is strengthened in the latter. For the 

appearance of anisotropic bubble deformation, the polymer chains in the gelatin might be held responsible. 
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But the fact that the anisotropy arises only under the two high-pressure cases (P4 = 3.7 bar and 7.5 bar), is 

contrary to the prediction. Since the gelatin behaves more like liquids under high stresses, higher driving 

pressures are expected to lessen the anisotropy in the gelatin. One possible explanation for the 

contradiction is that the bubble deformation under P4 = 1.5 bar is too weak to cause noticeable 

irregularities, and meanwhile the highest driving pressure is still incapable to fluidize the dense gelatins. 

More experiments with a wider range of driving pressures and a finer partition of gelatin concentrations 

will be carried out to make proper assessments. 

The quantitative change of the bubble radius is also evaluated, with the equivalent radius R calculated 

from counting the number of black pixels in the images. A dimensionless radius is defined as γ = R/R0, 

where R0 is the initial bubble radius. The time T is normalized against the Rayleigh collapse time 

𝑇c = 0.915𝑅0√𝜌/∆𝑃                                                             (1) 

where ρ is the liquid density and ΔP the driving pressure difference between the exterior and the interior 

of the bubble. In the present study, the exact value of ΔP is unknown because no pressure sensors are 

mounted on the acrylic box. But to eliminate the influence of the difference in the initial bubble radius, a 

normalized time variable τ = T/Tc is still adopted in the following analysis with ΔP chosen as 1 bar. The 

liquid density is approximated to be 1000 kg/m3, identical to that of water. 

 

  
Figure 6: Bubble radius change under P4 = 1.5 bar Figure 7: Bubble radius change under P4 = 3.7 bar 

 

  

Figure 8: Bubble radius change under P4 = 7.5 bar Figure 9: Comparison of the collapse time and the 

minimum radius between different cases 

 

Figure 6 plots the bubble radius change in different gelatins under the lowest driving pressure P4 = 1.5 bar. 

The densest gelatin results in the longest collapse time as well as the highest minimum radius. The 

difference between the other two gelatins with 0.042% and 0.060% Gelrite is relatively small. Such a 

trend is consistently observed in fig. 7 and fig. 8, which correspond to the bubble collapse under P4 = 3.7 

bar and P4 = 7.5 bar respectively. The prolongation of the collapse time by adding Gelrite might be related 

to the change in liquid relaxation time, and the increase of the minimum radius is most likely caused by 

enhanced viscosity and elasticity. Detailed study of the gelatin properties is necessary for a thorough 

understanding of the influence. For all gelatin concentrations, increasing the driving pressure reduces the 

minimum radius, which agrees with the observations in fig. 3-5.  
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Figure 9 summarizes the collapse time τc and the minimum radius γmin for all cases, and groups the data 

based on the driving pressure. Apart from the aforementioned findings, another point of interest is that 

increasing the driving pressure narrows the difference in the collapse time between different gelatin 

conditions, but enlarges it in the minimum radius. The discussion of this tendency is left open in the 

present paper, and a further analysis requires supports from more experiments. 

 

4 Conclusion and outlook 

This paper investigates the effect of non-Newtonian gelatinous fluids on the single bubble collapse in a 

free field. The experimental matrix covers three gelatin concentrations and three driving pressures. A 

workaround setup is employed, of which the repeatability and the uncertainty have not been properly 

addressed. But some observations are noticed and stated here for future examinations. Adding Gelrite into 

the liquid tends to prolong the collapse time, increase the minimum radius and introduce anisotropy in the 

deformation. Increasing the driving pressure consistently accelerates the collapse process and intensifies 

the collapse strength. Results from single experiments indicate that the collapse time for different gelatin 

conditions becomes closer under higher driving pressures, while the minimum radius drifts apart. More 

experiments are desired to testify such interesting effects. The influence of the driving pressure on the 

anisotropic behavior of the gelatin is still ambiguous and also requires further investigation. 

For the future, new experiments will be conducted using the presented ideal setup. Compared to the 

easily-deformable acrylic box, the new test section is expected to improve the repeatability and reduce 

uncertainties of the experiments, by establishing more uniform initial conditions and more stable boundary 

conditions. The pressure information in the liquid would also be obtained, which is of special importance 

for the quantitative analysis of the bubble dynamics. Mechanical properties of the gelatin are to be 

examined in detail as well. More outputs are expected in the near future to reveal the underlying physics 

of the bubble collapse in non-Newtonian gelatinous fluids. 
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Abstract
The paper deals with the experimental investigation of a cavitating free jet in water treatment. The focus
of the study is to determine the correlations between global and local flow parameters and the efficiency
of pollutant degradation as well as to establish an experimental procedure for further investigations in this
sector. Therefore the areas of chemical oxidation of luminol induced by hydrodynamic cavitation in a reactor
with two orifice geometries at different inlet pressures are identified. In addition, the bubble distribution of
the cavitation jet in the reactor and the bubble sizes in a section next to the jet are determined by a laser
light section method. Finally, this preliminary study links information of the chemical reactions with fluid
mechanical properties. From the spatial characterization of chemiluminescence and the associated properties
of the bubbles, conclusions can be drawn about the conditions at high degradation rates.

1 Introduction
The contamination of water by various substances, such as drugs, dyes, bacteria or viruses, receive increas-
ing attention. Indeed, sensitive methods for detecting these have become available in recent years. The
degradation of such water pollution can be achieved by hydrodynamic cavitation (e.g. Braeutigam et al.
(2012)). Due to bubble collapses in the cavitation field, extremely high temperature, pressure and heating
rates occur for fractions of seconds leading to a homolytic cleavage of water molecules creating short-living
reactive species such as ( ·OH), ( ·H) and (H2O2) (Braeutigam, 2016). These species contribute to degrada-
tion by oxidizing residues of the above substances, which is called advanced oxidation process (AOP).

2 Experimental setup
In this study the chemiluminescence of luminol in a cavitation reactor with an orifice forming a cavitating
free jet in the reactor is investigated. The diameter of the orifice and the inlet pressure are varied in a flow
of constant temperature at the inlet of the reactor.
The experimental setup (Fig.1a) comprises a tank, an inline plunger pump (variable speed, high pressure)
with an electrical power of P = 3.5 kW, maximum pressure of p1 = 160 bar, a maximum volume flow rate of
V̇ = 10.3 l/min, and the cavitation reactor. The cavitation reactor consists of a supply tube including an orifice
and a glass cylinder serving as a reaction chamber (Fig. 1b). The length and diameter of the reactor and the
thickness of the plate with the orifice are L = 71 mm, D = 14.9 mm, s = 2 mm, respectively. Two different
orifices were used in this study, one with diameter d = 1 mm, the other with d = 1.7 mm. The total volume of
the system is V = 1.1 liter. The flow is strongly accelerated when passing the orifice, resulting in a pressure
drop down to vapor pressure and bubble growth, leading to a cavitating turbulent jet. The resulting cavitation
bubbles in the reaction chamber are observable by optical methods. To reduce the influence of the curvature
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of the glass cylinder, it is placed in a box of glycerine to increase the quality of high-speed recordings and
shadowgrapy images. In case of chemiluminescence images, this box leads to diffuse reflections and had to
be removed.
To ensure a constant temperature, a cooling system was installed. Two pressure manometers for p1 in the
supply tube and p2 at the chamber outlet and a ultrasonic flow meter with an internal temperature sensor
were used for monitoring the operating parameters (Fig. 1a). All components are entirely made of stainless
steel.

(a) (b) (c)

Figure 1: Cavitation test facility and reactor. a) hydraulic diagram, b) sketch with dimensions, c) photograph
of the cavitation reactor with the glass cylinder and the stainless steel supply tube.

3 Chemiluminescence of luminol
The extreme thermodynamic states resulting from hydrodynamic cavitation lead to the homolytic cleavage of
water, resulting in chemical reactions and chemiluminescence. The formation of reactive species, hydrogen
radical ( ·H), hydrogen peroxid (H2O2) and especially hydroxyl radicals ( ·OH), emerging by the induced
chemical reactions cause AOP and reduction reactions at ambient temperature (Suslick et al., 1997). For
the evaluation of the efficiency of degradation of organic substances obtained by hydrodynamic cavitation,
information about to the concentration of the resulting hydroxyl radicals are required. However, the highly
reactive, non-selective hydroxyl radicals are short-living oxidants degrading on timescales of nanoseconds
(Dorfmann and Adams, 1973). Therefore, it is difficult to detect them directly (Munter, 2001). Thus, a
suitable marker for the spatial characterication of the hydroxyl radicals concentration is needed which is also
quantifiable for measurements. For this purpose, chemiluminescence of luminol is often used (Finkbeiner
et al., 2015). If cavitation occurs and if hydroxyl radicals are formed, the decomposition of luminol emits
light, marking the place of chemical conversion in-situ which can then be detected by a camera. More
precisely, the camera provides an integral value over a certain period of time and space.
For the measurement, 2 g/l luminol and 7.5 g/l sodium hydrogen carbonate were dissolved in distilled water
under stirring, obtaining a solution with pH = 9.3. For image acquisition, the test stand was darkened to
capture the emitted light with a digital single-lens reflex camera in long time exposure mode. Figure 2
shows the pictures of the spatial extent of chemiluminescence in the reactor chamber during an exposure
time of te = 300 s. A photo of the cavitation reactor is shown in Fig. 2g as a reference.
The images in Fig. 2a-f represent equally processed binary images to evaluate the extent, area and volume
where chemiluminescence occurs. The white pixels represent regions of light emission. When converting
to binary images, the information about the intensity distribution within the area is lost. For both orifice
diameters, the area of white pixels increases as the pressure p1 is increased. When comparing the different
orifice geometries at constant pressure p1, a significantly larger expansion can be determined for d = 1.7
mm, since the volume flow increases with the cross-sectional area of the orifice. The detected area of
chemiluminescence at p1 = 30 bar with d = 1.7 mm is almost twice as high and wide as for d = 1 mm. The
same is valid for p1 = 20 bar. With d = 1 mm and p1 = 10 bar no light emission was recorded (Fig. 2f).
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(a) 1.7-30 (b) 1.7-20 (c) 1.7-10 (d) 1.0-30 (e) 1.0-20 (f) 1.0-10 (g) Ref

Figure 2: Spatial characterication of the chemiluminescence of luminol at T = 30 °C for orifice d = 1.7 mm
with a) p1 = 30 bar, b) p1 = 20 bar, c) p1 = 10 bar and for orifice d = 1 mm d) p1 = 30 bar, e) p1 = 20 bar, f)
p1 = 10 bar. Geometrical reference g) reactor chamber.

In Fig. 3 the area of white pixels representing the expansion of light emission by chemiluminescence,
normalized with the area of the reactor AR is plotted as a function of p1. Comparing both orifices at p1 = 30
bar, the area with d = 1 mm is 26 percent of that with d = 1.7 mm. This result complies with the physical
expectation that with a higher volume flow rate the degradation of luminol rises, so that the emission of light
increases.
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Figure 3: Comparison of the light emission by chemiluminescence of luminol caused by hydrodynamic
cavitation for two orifices, d = 1.0 mm and d = 1.7 mm, at constant temperature of T = 30 °C. Left: Area of
chemiluminescence normalized by the central cutting plane area of the reactor as a function of inlet pressure
p1. Right: Volume of chemiluminescence normalized by the volume of the chamber of the reactor as a
function of hydraulic power. Points connected by linear trend lines.

The hydraulic power of the flow is coupled via the energy balance to the rate of local evaporation and
bubble growth and to the activation energy for chemical reaction, both volumetric quantities. The area of
the emitted light can be converted into a volume, assuming axial symmetry. In Fig. 3, right, the volume
normalized by the volume of the chamber of the reactor as a function of hydraulic power is shown. It can be
seen that similar volume ratios occur at the same power, independent of the diameter of the orifice.
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4 Bubble characteristics
The effect of chemiluminescence is caused by chemical reactions evoked by imploding bubbles. In a free
jet the dominating cavitation phenomenon is vortex cavitation in the shear layer. With increasing distance
from the orifice outlet, the kinetic energy of the free jet decreases and the local pressure increases, so that
the probability of a bubble collapse increases as well.
In Fig. 2 the area of chemiluminescence is shown for different diameters of the orifice at different inlet
pressure p1. In the following the investigation focuses on the configuration with d = 1 mm and p1 = 20 bar.
For this case, it is necessary to estimate the time resolution which is needed to capture a sharp image. The
orifice exit velocity can be calculated to w = 35 m/s. The smallest length of one pixel is provided by the PCO
2000 camera, measuring lpx = 7.4 µm which can be used with a light sectioning method. The image scale
to capture the whole chamber is set to m = 0.25 and the minimal exposure time to tb = 500 ns. Hence, the
maximal velocity for a sharp image can be calculated to w = 60 m/s which is sufficiently resolved.

(a)

(b)

(c)

Figure 4: Comparison of the flow characteristics and the area of chemiluminescence for d = 1 mm with
p1 = 20 bar at T = 30 ° C, half the reactor is selected as image section from the exit of the orifice: a) Instan-
taneous image by laser light sectioning method. Exposure time of 1/40000 s. b) Visualization of the mean
bubble distribution from arithmetic averaging of 800 instantaneous frames. c) Area of the emitted light by
chemiluminescence.

Fig. 4a shows the instantaneous distribution of bubbles formed by hydrodynamic cavitation in the cham-
ber of the reactor. At this operating point the Reynolds number is Re = 35,000. The image displays different
levels of brightness which are related to a massive scattering of the light beam, coupled perpendicularly to
the image recording plane. Bright areas are associated with high bubble concentration. In Fig. 4b the image
displays the average of 800 instantaneous frames. Combining the information of Fig. 4a and 4b, it can be
seen that areas of continuous cavitation clouds have dissolved up to x = 26 d.
Comparing the information of the fluid-mechanical properties of the cavitating free jet with the area of
chemiluminescence, light emission in the range of x = 2 d to x = 15 d is recorded. It can be stated that in the
area of the cavitation cloud, shortly after the nozzle exit until the end of the jet expansion and the decay of
the cavitation cloud, the light emission can be detected over the recording period and, hence, marks the area
of strong chemical reactions.
To determine the conditions during high chemical conversion, the properties of the cavitating free jet must
be investigated. It is, therefore, important to determine the size of the bubbles in the region of chemilumi-
nescence. An evaluation of the bubble diameters in the jet places extreme demands on optical measurement
technology, since the imaging scale must be increased to m = 3. With the technical specifications of the PCO
camera described above, an exposure time of less than tb = 70 ns is required, which could not be realised
with the given system. However, it is possible to determine the bubble size in the recirculation area remote
from the jet, since there the velocity is 10 times smaller. Fig. 5 shows the histogram of the averaged bubble
number N at several classes of the bubble diameter db for different values of p1, averaged over 800 instanta-
neous individual images. The reference area for evaluation is shown in Fig. 4a by means of a white frame.
It can be seen that at different pressures p1 different bubble size distributions occur in the recirculation area.
The smaller the inlet pressure p1, the smaller the number of small bubbles.
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Figure 5: Histogram of the averaged bubble number N for several classes of bubble diameter db with different
values of p1 obtained with the d = 1 mm orifice (800 frames, analysed on a 4x4 mm area near to the cavitating
jet, cf. white frame in Figure 4a).

Furthermore, it becomes clear that at high p1 rather small bubbles are detectable. This corresponds to the
assumed physics that for higher pressure p1, more bubbles with a smaller diameter are formed. Due to the
high concentration of gas bubbles, implosion can be dampened, which is equivalent to a degassing process.
Finally, the uncertainty of the bubble size determination must be pointed out. It increases with decreasing
diameter of the bubble since the smallest specific diameter is resolved by only two pixels. The large number
of individual images evaluated provides sufficient statistical certainty.

5 Concluding Remarks
The preliminary study presented here shows the dependence of the chemiluminescence of luminol on the
inlet pressure and the orifice geometry. It was found, that similar volumes of chemiluminescence are gen-
erated at the same hydraulic power, independent of the cross-sectional area of the orifice. Intense chemical
reactions occurr at locations with high bubble concentration, and an increasing inlet pressure results in an
increasing concentration of bubbles and an increase in the area of emitted light. Higher degradation rates
were achieved with the larger orifice diameter in a shorter time.
Future activities will aim at determining the conditions for optimal degradation rates at which the energy
employed is used efficiently. The objective long term is to provide validation data for numerical models
predicting substance degradation rates.
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Abstract 

A unique Magnetic Resonance Imaging (MRI) laboratory has been installed at the Institute of Fluid 

Mechanics at the University of Rostock. The laboratory is specifically designed for experiments in fluid 

flows. The whole-body MRI system, a 3 Tesla Siemens MAGNETOM Trio, can be integrated into various 

flow circuits with water and other MRI-compatible fluids. The research focuses on the development and 

validation of new flow quantification methods for fluid mechanics applications. As a result of the 

commissioning phase, a new velocity-sensitive MRI sequence is presented which provides a significant 

improvement in measurement accuracy compared to the commonly used methods. As another result of the 

commissioning phase, a sequence is presented which allows time-resolved measurements in fluid flows. 

To the current state, this method enables frame rates up to 40 Hz for non-velocity-sensitive MRI and 

frame rates up to 16 Hz for velocity-sensitive MRI. The two presented sequences are regarded as an 

important step to increase the applications of MRI in fluid mechanics. So far MRI has been heavily 

limited to stationary or periodic flows with relatively low flow velocities. The long-term aim is to make 

MRI more available to the field of fluid mechanics and its related industries. The presentation at the 

meeting will discuss the conception, planning, implementation and commissioning of this laboratory as 

well as future research opportunities. 

 

1 Introduction  

Phase-contrast magnetic resonance imaging (PC MRI) is commonly associated with the medical 

examination of the cardiovascular system in humans. It provides a three-dimensional insight into the flow 

structure without requiring optical or physical access to the flow field (Fukushima 1999). The acquisitions 

can be performed in three dimensions with data rates as high as 100,000 data points per second. On the 

downside, MRI requires a flow medium with non-zero nuclear spin, for example water protons, and places 

restrictions on the materials used in the MRI examination room. Most metals cannot be used because of 

magnetic or electro-magnetic interference. 

In the past decade, MRI has found increasing application in the field of fluid mechanics (Elkins & Alley 

2007, Gladden & Sederman 2013). MRI has been used to acquire various flow properties, such as velocity 

(Grundmann et al 2012, Bruschewski et al 2016), temperature (Buchenberg et al 2016), Reynolds stresses 

(Elkins et al 2009) and species concentration (Benson et al 2012) in technical fluid systems. In these 

laboratory experiments, MRI can produce exceptionally high signal-to-noise ratios, high resolution and 

sharp contrasts compared to medical (in vivo) imaging. There is tremendous need for new PC MRI 

methods specifically designed for fluid mechanics application. 

Furthermore, all previous studies were conducted on medical MRI systems in clinical facilities. These 

studies are all characterized by trade-offs regarding the experimental conditions during the measurement. 

There is no question that clinical facilities are not the optimum environment for high accuracy fluid 

mechanics experiments.  
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Because of these reasons, a new MRI flow laboratory has been installed at the Institute of Fluid 

Mechanics at the University of Rostock. The research primarily focuses on the development and 

validation of flow quantification methods for fluid mechanics applications. In addition, the unique setup of 

the laboratory offers various other possibilities for engineering, medicine and science, for example for 

studies which would not be permitted on medical MRI system because of the strict clinical regulations.  

 

Design of the MRI Flow Lab 

The MRI flow laboratory is approved by the DFG (German Research Foundation) under the Major 

Research Instrumentation Program. The main objective in designing this facility was to provide a highly 

specialized laboratory for quantitative MRI measurements in fluid flows and for the development of new 

MRI-based flow quantification methods. Particular attention was paid to the flexibility and upgradability 

of the laboratory for future research tasks as well as operational safety and well-controlled measurement 

conditions. 

Figure 1 shows a picture of the completed MRI flow lab. The central element of the laboratory is a 3 Tesla 

whole-body MRI system, a Siemens Magnetom TRIO (Erlangen, Germany), with gradient amplitude 38 

mT/M and gradient slew rate 170 T/m/s. The bore of the scanner has a diameter of 600 mm with a 

spherical measurement volume of 500 mm diameter.  

The unique layout of the laboratory allows quick and easy flow installations. The examination room is 

screened against electromagnetic noise and interference. All piping systems that connect the pumps with 

the flow models inside the MRI scanner are placed through electromagnetic filters in the walls. A total of 

six exchangeable filter panels can be used for various flow circuit installations in between rooms. 

 

 
 

Figure 1: Picture of the MRI flow lab showing the MRI scanner and a flow circuit installation. 

 

Sequence Development – Improved Measurement Accuracy 

In routine flow measurements based on PC MRI techniques, it is often observed that the fluid velocity 

leads to errors in the measured geometry. This effect is known as misregistration (Bernstein et al 2004). 

Because the encoding process in common MRI techniques is not instantaneous, the spatial coordinates and 

the velocity data are encoded at different times. As a result, the reconstructed signal of the fluid flow 

appears at locations that the fluid particles have never physically occupied. Until now, MRI has been 

largely limited to flow velocities smaller than 1 m/s mainly because of the measurement errors that arise 

with high flow velocities. 
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Most pulse sequences, including modern ultra-short echo time methods, are based on spin-warp imaging. 

Inevitably, in these pulse sequences, there is a delay between the encoding events which leads to 

misregistration. Even though such sequences can be used for rapid flow measurements, they still are 

limited in velocity magnitude because of misregistration.  

On the other hand, purely phase-encoded imaging methods, known as single point imaging (SPI), provide 

more flexibility in designing the timing of encoding events (Bernstein et al 2004). All encoding events can 

be synchronized in a way that the encoding delay is effectively zero. Based on this concept, a new pulse 

sequence with synchronized encoding, named SYNC SPI, is designed which allows misregistration-free 

PC MRI.  

This sequence is evaluated with a high-velocity flow with central contraction. For comparison, a 

conventional gradient echo PC MRI method with Cartesian encoding is evaluated. This method is 

regarded as the state-of-the art in medical flow quantification (Markl et al 2012).  

Figure 2 shows the axial velocity in the middle plane of the central contraction. Two misregistration 

effects can be identified. The results of the conventional PC MRI method show a pronounced distortion of 

the channel geometry at the edge of the contraction. The effect is clearly seen in the enlarged image inset. 

The sharp edge of the contraction appears round in these results. The mechanism of this error is connected 

to the encoding delay between the frequency-encoded z-coordinate and the phase-encoded y-coordinate. 

The SYNC SPI sequence does not show these errors. The channel geometry is correctly captured by this 

sequence. 

A second misregistration effect can be identified in the flow field. In the results of the conventional PC 

MRI method, the axial velocity is increased after the fluid enters the contraction. This is physically wrong. 

The correct flow behavior is shown in the SYNC SPI data: the flow velocities increases right at the 

contraction because of the reduction in cross-sectional area. The velocity error in the conventional PC 

MRI method can be related to the delay between the encoding of the z-velocity and the encoding of the z-

coordinate. 

 

 
 
Figure 2: Axial velocity field in the stenosis test case measured with a conventional Cartesian PC MRI sequence and 

with the SPI sequence with synchronized encoding (SYNC SPI). A two-dimensional slice of the three-dimensional 

acquisition is shown. 
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Figure 3 shows the calculated flow rate from the MRI data for all stream-wise positions. The results of the 

conventional PC MRI method show a strong decrease in flow rate before and after the fluid passes through 

the contraction. The maximum deviation is -35% of the nominal flow rate. A second deviation is visible in 

the region downstream of the contraction in which the conventional PC MRI method results show a +6% 

higher flow rate. It is obvious that the deviation in flow rate coincide with the misregistered flow field 

shown in Fig. 2.  

Unlike to the conventional PC MRI results, it can be seen in Fig. 3 that the SYNC SPI sequence produces 

mostly consistent flow rate results. Shortly upstream to the contraction, there is a region in which the flow 

rate oscillates within +/- 6%. The source of this error is not regarded as misregistration. Instead, the 

deviation is related to Gibbs ringing effects at the sharp edge between water and wall material in z-

direction which can be removed by enlarging the image matrix. 

In summary, it is shown that the conventional PC MRI method produced severely distorted results. 

Accordingly, such PC- MRI sequence might not be suitable for flow quantification in flow systems with 

similarly high flow velocities. The main advantage of the SYNC SPI sequence is the fact that 

misregistration is effectively removed. There are virtually no limits regarding the measurable flow 

velocities. On the downside, the point-wise acquisition of the SYNC SPI leads to comparably long 

measurement times. 

 

 
 

Figure 3: Computed flow rate in the stenosis test case for the velocity data shown in Fig. 2. 

 

Sequence Development – Improved Temporal Resolution 

Due to the relatively low temporal resolution, PC MRI is typically limited to stationary laminar or 

stationary turbulent flows. A fully-sampled PC-MRI image with matrix size 128 x 128 typically results in 

a temporal resolution not much higher than 1 Hz. 

Recent progress in MRI has demonstrated that a much higher temporal resolution is possible without 

major trade-offs in measurement quality (Holland et al 2010). Short acquisition times are achieved via 

under-sampling, hence less data is sampled per measurement. Iterative reconstruction algorithm adapted 

from Lustig et al (2007) is used for image reconstruction to suppress errors related to under-sampling.  

The potentials of time-resolved MRI for fluid mechanics research are demonstrated with a transient two-

phase flow experiment. Compressed air is added to a water flow in a straight pipe resulting in strongly 

transient characteristics.  
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Figure 4 shows the results of a velocity-sensitive sequence with 16 Hz frame rate. All velocity values that 

belong to a low signal magnitude were removed. The datasets provide two quantitative information: the 

distribution of water in the pipe and the water velocity in axial direction. It can be seen that the 

conventional reconstructed images show pronounced reconstruction artifacts. These errors are removed by 

iterative reconstruction. 

 

 
 

Figure 4: Results of the two-phase flow experiment with velocity-sensitive encoding. The white circles show the pipe 

contours. 

 

Conclusion 

The new MRI laboratory at the University of Rostock provides a completely new field of application for 

MRI-based flow quantification. The unique integration of a whole-body MRI system in a dedicated flow 

laboratory provides unprecedented possibilities for fluid mechanics research and flow engineering. As a 

result of the commissioning phase, two novel PC MRI pulse sequence were developed.  

One sequence was designed to improve the accuracy of PC MRI and remove flow-related errors. This 

sequence is an important step towards more accurate flow quantification with PC MRI. The other 

presented sequence was designed to achieve high temporal resolution in MRI-based flow measurements. 

This sequence can be applied to transient single-phase or multi-phase flows in which at least one fluid 

phase contains water protons or other measurable nuclei. 

The two presented sequences are regarded as an important step to increase the applications of MRI in fluid 

mechanics. So far MRI has been heavily limited to single-phase stationary or periodic flows with 

relatively low flow velocities. The presentation at the meeting will discuss the conception, planning, 

implementation and commissioning of this laboratory as well as future research opportunities. 
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Abstract
Experiments are carried out in order to study the heat transfer in a forced convective air flow with phase
transition on glass panes. The measurements are performed in a vertically oriented gap wind tunnel with
a rectangular cross section. In addition, one side of the gap is isothermally cooled and a glass pane with a
defined surface is mounted on the cooled wall. In the present paper the results of the heat and mass transfer
are discussed as a function of the surface roughness and wetting properties for four different surfaces at
a Reynolds number of R e = 2300. The heat transmission from the fluid through the glass pane and the
corresponding mass transfer is examined in detail for one surface. The result reveals an impact of the
droplet radius, vapour density and temperature on the heat transmission coefficient. Further, a linear relation
between Sherwood Sh and Nusselt N u for the present parameter variation is found. In addition, a non-
dimensional parametrisation and an analysing method are introduced in order to characterise and determine
the heat and mass transfer for the present configuration.

1 Introduction
Condensation and evaporation of droplets on an overflowed cool surface is a phenomenon which occurs in
our everyday life, many technical applications, and nature. For instance, we are all familiar with the effect
of misted windscreens in cars or the droplet condensation on the surface of heat exchangers (Aroussi et al.
(2003)). The heat transfer in convective flows with moist air is determined by the physical mechanisms
convection, phase transition and vapour diffusion as well as by the boundary conditions such as surface
roughness and contact angle between the droplets and the surface. Moreover, during the phase change latent
heat is released or consumed, which in turn influences the heat transfer (Talukdar et al. (2008); Nam and
Ju (2013)). In particular the impact of surface roughness and the wetting properties on the mass transfer
due to phase transition in mixed convective air flows is of vital interest for many applications. However,
due to the mutual interplay of latent and sensible heat transfer in combination with forced convective flow,
a simple characterisation of the present system is obviously doomed to failure. To overcome this problem
the mechanisms of heat transfer regarding a rough surface are briefly described based on the analysis and
considerations of Wenzel (1936) and Whyman et al. (2008), and a dimensionless characterisation of the
present configuration is introduced.

The investigations are performed for a vertically oriented and overflowed glass pane with a defined
surface which is cooled isothermally on one side (details see section 2). A schematic sketch of the physical
processes determining the heat and mass transfer in case of condensation is depicted exemplarily in figure
1(a). Here, the moist air ∂ux/∂x enters the gap at the top and streams over a glass pane (shaded). The
temperature of the cooled left side of the glass pane is Tb, while the temperature on the right side is Tg.
If the temperature near the surface is below the dew point temperature Θ, droplet condensation starts and
latent heat is released. As a consequence, the temperature above the glass equals the saturation temperature
Tsat. The corresponding heat transfer is Q̇ = ṀHv, where Ṁ denotes the vapour mass flow due to phase
transition and Hv the enthalpy of vaporisation. In addition to the latent heat, sensible heat is transported
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Figure 1: (a) A schematic sketch of the physical mechanism which determine the heat and the mass transport
in case of moist air flow with droplet condensation on a cooled glass pane. (b) Droplet on a glass pane with a
structured surface roughness and the corresponding heat resistance diagram which describes the heat transfer
through the droplet.

by forced convection and heat conductance through the misted glass pane. The convective heat transfer is
characterised by the flow properties while the heat conductance is a function of the thermal transmittance

k =
1

Ψt +Ψs +Ψd +
(

1
Ψst

+ 1
Ψi

)−1
+Ψg

, (1)

where Ψt is the thermal resistance due the surface tension, Ψs the resistance between the air and the surface
of the droplet (which is a function of the heat transfer coefficient α, the radius R and the contact angle
ϕ), Ψd the resistance resulting from the thermal conductivity of the droplet λw and Ψst, Ψi and Ψd the
resistances caused by the heat transfer through the surface structure, the interspace between the structure,
and the glass pane, respectively. Figure 3(b) illustrates the heat transfer mechanisms and the corresponding
heat resistance diagram. Finally, there is a third transport mechanism to be mentioned: the mass flow due to
diffusion Ṁ =−Dv ∂mv/∂x, where Dv is the diffusion coefficient of vapour and mv the vapour mass density.

To describe such a complex system a set of non-dimensional parameters is defined, characterising the
physical mechanisms of the present configuration. Basically, the set consists of six characteristic numbers:
the Reynolds number R e = U dh ρ/ν, the Prandtl number Pr = ν/λ, the Froude number F r = U/

√
∆ρ/ρ gL, the

Jakob number Ja = ∆T cp/Hv, the Sherwood number Sh = |∆Ṁv|H/W LD∆ρv and the Nusselt number N u = αL/λ.
Here, U is the averaged inflow velocity, dh the hydraulic diameter, L the length of the glass pane, ν the kine-
matic viscosity, ρ the density of the moist air, λ the thermal conductivity, k the heat transmission coefficient
(eq. 1), ∆ρ the density difference of the moist air between the beginning and the end of the test section, ρ
the mean density of the moist air, g the gravitational acceleration, ∆T = Ts−Tw the temperature difference
between the mean temperature of the moist air Ts and the cooled wall Tw, cp the specific heat capacity, and
∆ρv the vapour density difference between the mean vapour density in the bulk and the saturation vapour
density in the boundary near the glass pane surface. In addition, two non-dimensional parameters are needed
to characterise the surface properties: the contact angle ϕ and the surface roughness ε = Rz/H with Rz being
the mean scallop height.

This set of non-dimensional parameters is applied to the experimental results in order to examine the
scaling of the heat and mass transfer as a function of the surface roughness and the contact angle. In the
following the results of heat and mass transfer of droplet condensation and evaporation on a cooled glass
pane for one surface will be discussed in detail. Based on this discussion, the corresponding N u− Sh-
relation for four different surface is illustrated.

2 Test facility
The measurements were performed in a vertically oriented gap wind tunnel. Figure 2 depicts a sketch of the
wind tunnel and the corresponding air supply system. The wind tunnel has a width of W = 529 mm and a
height of H = 20 mm and consists of three sections: the inlet section with a length of Li = 1500 mm) in
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surface type Rz [nm] ε = Rz/H [-] contact angle film gauge

hydrophobic 60 0.3×10−5 ϕ = 101±2 -
hydrophilic 60 0.3×10−5 ϕ = 33±5 -
polyester resin film I 230 3.25×10−5 ϕ = 72±2 h = 71 µm
polyester resin film II 650 1.15×10−5 ϕ = 67±3 h = 75 µm

Table 1: Listing of the surface properties of the glass panes including: surface roughness, contact angle and
film gauge.

order to provide a fully developed flow, the test section (Lt = 2040 mm) and the outflow section to ensure
a well-defined outflow. All side-walls consist of acrylic glass except for the cooled side-wall in the test
section. Here, a glass pane is mounted on an isothermally cooled aluminium plate. The different types of
glass panes and corresponding surface properties such as roughness Rz and mean contact angle ϕ of the
droplets with the corresponding standard deviation are specified in table 1. The hydrophobic surface and the
hydrophilic surface are implemented as coatings on the glass while the two types of roughness are realised
by means of polyester resin films. All glass panes have a height of hg = 10 mm. Further, the inflow and
outflow section are insulated to avoid thermal loss through the side-walls.
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Figure 2: Schematic sketch of the gap wind
tunnel and the air supply system.

The corresponding air supply system includes a hu-
midifier, a dryer, a radial blower and a heater. At the
beginning of the air supply system dry and vapour-
saturated air are mixed in a settling chamber. The moist
air is sucked by the radial fan and is subsequently heated.
To verify the mass and heat transport and to control
the inflow conditions the test facility is equipped with
a plethora of resistance thermometers (RTD) and humid-
ity sensors. 23 RTDs are placed in the cooling plate to
measure the mean wall temperature Tw as well as to con-
trol the wall temperature. In addition, four RTDs are
located at the inlet of the inflow section to measure the
mean inflow temperature Ti as well as at the outlet at
the end of the outflow section for the validation of the
mean outlet temperature To. The inflow temperature sen-
sors are linked to the heater to control the inflow tem-
perature. For the evaluation of the humidity four capac-
itive humidity sensors are positioned at the end of the
air supply system (rHi) and at the outlet (rHo), respec-
tively. To obtain a higher accuracy the humidity probes
are calibrated at the beginning of each measurement by
means of dew point mirrors. Based on these results, the
mass transfer due to phase transition is calculated by the
vapour mass flow difference between the inlet and the
outlet ∆Ṁv = Ṁi

v− Ṁo
v . In addition, the humidity probes

at the inlet are connected to the humidifier in order to
control the humidity of the moist air. Further, the air
supply system is equipped with a volume flow meter to
measure and to control the volume flow V̇ of the moist
air. With this system we are able to provide well-defined
inflow and boundary conditions regarding volume flow,
temperature and humidity.

3 Results
With the aim to ensure well-defined and reproducible condensation and evaporation on the cooled glass pane
the measurements are performed under constant inflow conditions and varying wall temperatures. For the
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Figure 3: Heat and mass transfer as a function of time: (a) vapour mass transfer ∆Ṁv and wall temperatures
Tw and (b) heat transmission coefficient k and mean system temperature Ts.

present investigation the inflow parameters are the dew point temperature Θi = 11o C, the mean velocity of
the moist air U = 1.0 m/s and the inflow temperature Ti = 32.5o C, while the varying mean wall temperatures
is given by the sinusoidal function Tw = 12.5oC+7.5oC ·cos

(
2π t+900s

τ

)
, where τ= 60 min is a measurement

period. The temporal resolution of the measurement is 10 s. To illustrate the physical processes, which
determine the vapour mass transfer and the global heat transfer for the present configuration, results for the
surface polyester resin film I are outlined in figure 3.

Figure 3(a) shows the resulting vapour mass transfer ∆Ṁv as a function of time for two measurement
periods, where positive values indicate condensation and the negative values evaporation. The dashed black
line depicts the wall temperature Tw and the red solid line the vapour mass transfer. If the wall temperature
falls below the point temperature Θi = 11o C, the process of condensation on the glass pane starts. With
decreasing Tw an increase of vapour mass flow is found. Similarly the process of evaporation runs when Tw
exceeds the dew point temperature Θi = 11o C. At the end of each measurement period the total water on
the glass pane is evaporated and the temperature is above the dew point. Hence, no vapour mass transfer is
indicated. This ensures that at the beginning of the next measurement period no water is on the glass surface.
Two effects are found by analysing the relation of wall temperature and vapour mass transfer. The first effect
is that the onset of condensation and evaporation does not occur directly with falling below or exceeding the
dew point temperature Θi = 11o C, respectively. One reason for the delayed onset results obviously from the
insulation effect of the glass pane. The other participating effect is the additional latent heat, which has to be
transported through the glass pane by heat conduction or by the fluid flow via convection. The second effect
is that the process of evaporation runs faster compared to condensation. Here, the time in which the same
amount of water evaporates - that condensed on the glass pane before - is significantly shorter compared to
the period of condensation. The reason for the difference is that the latent heat during the condensation is
primarily transported through the glass pane by conduction. This is slower than the convective heat transfer
which is dominant in case of evaporation.

In addition, figure 3(b) depicts the corresponding mean system temperature Ts as well as the mean heat
transmission coefficient k between the fluid and the cooling plate. The calculation of both parameters is
based on the differential equation

dT
dx

=
1

cpV̇ ρ
(W k(T(x)−Tw)︸ ︷︷ ︸

Q̇w

+(2H +W )ksw (T(x)−Ta)︸ ︷︷ ︸
Q̇sw

+∆Ṁv Hv︸ ︷︷ ︸
Q̇l

), (2)

which represents the global thermal balance including the heat flux between the fluid and the cooled wall
Q̇w, the heat loss through the acrylic glass side walls Q̇sw and the latent heat Q̇l, where ksw is the heat
transmission coefficient for the heat loss through the acrylic glass side walls and Ta the ambient temperature
in the vicinity of the test section. Equation 2 is solved for each time step using an iterative algorithm which
depends on varying k and Tw on the condition that T (x = L) equals the measured mean outflow temperature
To. Hence, we obtain the mean temperature Ts(x)of the horizontal cross section in function of the flow
direction T (x) for each measurement point. A complete introduction of the method would go beyond the
scope of this paper, however, details are published in Westhoff (2017).

The calculated system temperature Ts =
∫

Ts(x)dx and the mean heat transmission coefficient are shown
in figure 3(b) as a function of time. Similar to Tw, the temperature Ts is a sinus function, but the minimum
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Figure 4: Sh as a function of N u for the four different surfaces: hydrophobic, hydrophilic, polyester resin
film I (ε = 3.25×10−5) and polyester resin film II (ε = 1.15×10−5) at R e = 2300 in case of condensation
(a) and evaporation (b).

and maximum of Ts are delayed by t ≈ 10 min with regard to Tw (fig. 2). The delay is caused by the heat
transport through the glass pane as well as by the release and consumption of the latent heat. Further, a
discontinuity of the sinusoidal behaviour of Ts is found for t ≈ 50 min and t ≈ 110 min, revealing the time
on which the total water mass is evaporated. For the heat transmission coefficient k a decrease is found
at the beginning with a minimum shortly after the process of condensation starts. At the beginning of the
condensation process just a small number of droplets is formed at the end of the test section which results
in a higher heat resistance on the cooled surface. Further, the reduced heat conductivity of the air λ at
decreased temperatures leads additionally to lower value of k. With growing droplets on the glass pane
and rising temperature Tw the heat transmission coefficient k increases and reaches its maximum shortly
before Tw is maximal. Due to the mutual interplay of sensible and latent heat transfer the reason for the
increase of k during the process of condensation and evaporation cannot be attributed to a single effect.
Primarily, there are three effects that can be assumed to result in an increase of k. In the period of rising
k the air in the boundary layer above the cooled glass pane is saturated. As a consequence, the increasing
wall temperature leads to an increase of vapour density in the boundary layer which results in a higher heat
conductivity λ of the air and thus in rising values of k. Further, the thermal resistance on the droplet surfaces
Ψt, the heat transfer between air and droplet Ψs, and the heat resistance of the droplets Ψd are proportional
to the droplet radius R−1 and R−2. As a result, k increases with increasing R in case of condensation. The
continuing increase of k during the process of evaporation seems to be the result of the additional vapour
which evaporates into the fluid and the rising wall temperature Tw. Both effects lead to a higher vapour
density of the fluid and thus to a higher heat conductivity of the air which once again results in a rising heat
transmission k. With falling Tw and the resulting lower vapour mass transfer due to evaporation and thus the
lower vapour density as well, the heat transmission k decreases and once again reaches a minimum at the
beginning of the condensation process.

Based on the calculation discussed before, Sh and N u are determined for the four surfaces. Sh is the
measure for vapour mass transport to or away from the glass pane. It represents the ratio of vapour mass flow
due to phase transition to diffusive vapour mass transport. N u is a measure of the total heat transfer including
convective, conductive and latent heat transfer. For the calculation of N u, the heat transfer coefficient
between the misted glass pane and the air is α = (1/k−dg/λg−df/λf)

−1, where d and λ are the thickness
and heat conductivity of the glass pane and the polyester film respectively. Figure 4 shows Sh as a function
of N u in case of condensation (fig. 4(a)) and evaporation (fig. 4(b)) for R e≈ 2300. Each data point reveals
the result for a single measuring point of two measurement periods. However, for the sake of visibility
just every sixth point is illustrated. Additionally, it should be noted that here just the period is shown in
which the total glass pane is misted. For the present parameters an almost linear relation Sh = mN u+ b
is found. This result underpins the mutual dependency of latent and sensible heat transport. In case of
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condensation similar slopes m are found for the surfaces with the lower roughness values ε (hydrophobic
m =−0.011 and hydrophilic m =−0.012) and for the higher roughness values (polyester film I m =−0.016
and polyester film II m = −0.015). Further, clear differences of the heat and mass transfer are detected.
The Sh of the hydrophobic surface is significantly lower compared with the other surfaces. This means,
that for a comparable diffusive vapour mass flow a lower vapour mass transfer due to phase transition is
obtained for the same N u. This is equivalent to a lower condensation rate on the glass surface. Based on
the same argument, elevated condensation is found in case of the polyester film II. This interpretation is in
agreement with the result that in case of the hydrophobic surface the lowest total water mass is found and in
case of polyester film II the highest. In case of evaporation similar slopes m are found also for the surfaces
with the lower roughness (hydrophobic m = 0.011 and hydrophilic m = 0.011) and for the higher roughness
(polyester film I m = 0.015 and polyester film II m = 0.014). Here, the highest Sh for a given N u are found
for the polyester film I and the lowest for the hydrophilic surface.

4 Conclusion
The study presents an experimental investigation on the heat and mass transfer in forced convective air flow
with phase transition on a misted glass pane as a function of the roughness and the wetting properties. In
the introduction the physical basics are illustrated which determine the transfer processes for the present
configuration. Based on these considerations a set of non-dimensional parameters is introduced in order to
characterises the system. The measurements are performed in a vertically oriented gap wind tunnel with a
cooled side wall on which different types of glass panes are mounted. The study of the heat transmission
between the fluid and the cooled wall through the glass pane reveals two predominant factors influencing
the heat transfer: the droplet shape characterised by the radius R and the heat conductivity of the moist
air which is a function of the vapour density as well as the mean temperature of the wall and the system.
An analysis of the Sh-N u relation for the four different surfaces discloses a linear relation for the present
parameter variation. Here, the surfaces with lower and higher roughness have similar slopes.
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Abstract 

In this paper, an experimental system was built to study the freezing characteristics of water droplets on 

different wettability surfaces, including a hydrophilic titanium alloy surface, a hydrophobic titanium alloy 

surface, and a superhydrophobic aluminum alloy surface. Using a High-speed camera, we observed that the 

freezing process of the water droplets on the cold surface, which consists of supercooling process, 

recalescence (nucleation) process, solidification (freezing) process, and ice-cooling process. The shape 

features and freezing time evolution of water droplet during each process were demonstrated and analyzed.  

And the characteristics and regularities of water droplet freezing on surface of various wettability were 

summarized based on observation and statistics. The present work aimed to provide an insight into freezing 

characteristics of water droplet. 

 

1 Introduction  

In the aircraft flight area, most of the ice forms when supercooled water hits airfoil, where it adheres easily 

in a short time. Because traditional anti-icing/deicing techniques need lots of energy, investigators have paid 

attention to superhydrophobic coatings in recent years. 

Some research reported superhydrophobic materials could reduce the adhesion of water droplets so that 

water droplets easily fall off (Mishchenko et al. 2010), delay freezing (Shen et al. 2015), and reduce the ice 

on aircraft surface effectively. Efforts also have been put on the fundamental of water droplet freezing. For 

example, Tavakoli et al. (2015) studied freezing process of supercooled water droplets on hydrophilic and 

hydrophobic surface and observed a well-known process of recalescence. Jung et al. (2011) found 

homogeneous nucleation took place from the gas-water droplet interface under unsaturated gas flow 

conditions. Jin and Hu (2012) described the time evolution of water droplets on cold surface by the way of 

MTT (a lifetime-based molecular tagging thermometry) technique. Chaudhary and Li (2014), Oberli et al. 

(2013) reported the temperature evolution of cooling and phase change of water droplets. Besides, Anderson 

et al. (2016), Snoeijer and Brunet (2012) mainly studied the cause of the formation of the tip after the 

completion of the freezing of water droplets. However, profound studies on water droplet freezing on 

different wettability are few. 

To evaluate wettability of different surface, Contact angle has been defined. On an ideally flat surface in 

Fig. 1, when the water droplets reach the equilibrium of all three interfacial tensions, the tangent line of gas-

liquid interface goes through a point O called as trijunction. The angle θ between this tangent line and the 

solid-liquid phase interface is defined as contact angle. The contact angle is given by Young's relation: 

cos𝜃 =
𝛾𝑆𝐴−𝛾𝑆𝐿

𝛾𝐿𝐴
      (1) 

where 𝛾
𝑆𝐴

, 𝛾
𝑆𝐿

 and 𝛾
𝐿𝐴

 are gas-solid, solid-liquid and gas-liquid interfacial surface tension respectively. 

When 𝜃 < 90°, the solid surface is a hydrophilic surface with high surface free energy. When 𝜃 > 90°, the 
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solid surface is a hydrophobic surface with low surface energy. Particularly, when 𝜃 > 150°, the solid 

surface is a superhydrophobic surface. 

 
 

2 Experimental Setup 

In this experiment as shown in Fig. 2, the deionized water droplets are deposited on the cold test surface by 

water droplet generator composed of a syringe and a needle. As shown in Fig. 3, the test surfaces with the 

dimension of 5cm×5cm, consist of a hydrophilic titanium alloy surface, a hydrophobic titanium alloy 

surface, and a superhydrophobic aluminum alloy surface. With semiconductor cooling, the test surface is 

capable of reaching temperatures as low as -25℃. The high-speed camera (FASTCAM Mini UX100) with 

the Navitar microscope Zoom 6000 is used to view the water droplet. The contact angles (Table 1) of water 

droplets are measured with horizontal light, and the phase change processes of water droplets are observed 

by semi-backlit lighting method. Experimental data are obtained by MATLAB image processing. 

 

 

 

Figure 1: Schematic representation of a water droplet on smooth solid surface. 

𝜃 

𝛾𝐿𝐴 

𝛾𝑆𝐴 𝛾𝑆𝐿 
O 

(a) Syringe. (b) Power supply. (c) Temperature controller. (d) Light source. (e) Soft light paper. (f) Test surface. (g) 

Water droplet generator. (h) Semiconductor plate.  (i) High-speed camera. (j) Pump. (k) Water tank. 

(a) 
(b) 

(c) 

(d) 

(e) 
(f) 

(g) 

(h) 

(i) 

(j) 

(k) 

Figure 2: Schematic representation of the experimental setup. 

Figure 3: Three surfaces of different wettability.  

(a) hydrophilic surface (b) hydrophobic surface (c) superhydrophobic surface 
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Table 1: Value of Contact angel 

Surface Hydrophilic Hydrophobic Superhydrophobic 

Contact angel 84.85° 142.33° 153.43° 

 

3 Results and Discussion 

Cooling and freezing process of the water droplets on the cold surface consist of supercooling process, 

recalescence (nucleation) process, solidification process, and ice-cooling process (Li and Liu 2010). 

3.1 Supercooling process 

Upon supercooling process, as the temperature of cold surface gradually decreases, the morphology of water 

droplet changes. The contact angle of water droplet gradually decreases with an increase of solid-liquid 

contact area. The principle of above observation is that supersaturated water vapor condenses in the vicinity 

of the three-phase contact line, which changes the solid-gas and the solid-liquid surface tensions. As the 

surface temperature decreases, the solid surface tends to be more hydrophilic. Although gas-liquid surface 

tension increased, the contact area between water droplet and surrounding air gradually increases.  

3.2 Recalescence (nucleation) process 

As shown in Fig. 4, recalescence process starts at the initial moment of nucleation at a certain point on the 

three-phase contact line until the crystals fill the whole water droplet. Released latent heat results in the 

increasing of temperature during nucleation. Water droplet changes rapidly from a transparent state to an 

opaque state in 30ms. Crystal morphologies are different on different wettability surface. On hydrophilic 

surface, crystals show dendritic growth, planar growth, and half-plane growth. On hydrophobic surface, 

crystals show a convex structure. However, because of the instability on superhydrophobic surface, crystals 

develop complex features with dendritic growth, planar growth, and spiral growth. 

 

 
The reason for the loss of transparency of water droplet during nucleation is that the solubility of air in ice 

is less than the solubility in water (Oberli et al. 2013). Air bubbles release in water droplet, which changes 

refractive index of light, and the transparency of water droplet loses. Another explanation is that the partially 

solidification of water droplet leads a solid ice shell because of lower temperature. Then light scattering 

results in water droplet opaque. 

3.3 Freezing (solidification) process 

Figure 5 (original images) and Figure 6 show the freezing process that freezing front rises from contact 

surface to the highest point. Because of different densities of ice and water, the shape of water droplet 

changes significantly. When the last fraction of liquid solidifies into ice, the shape of water droplet top turns 

from round to pointy due to expansion of water (Marín et al. 2014). However, water droplet only expands 

upward with the contact area unchanged. The maximum diameter of water droplet on the hydrophobic 

surface and the superhydrophobic surface remains unchanged but uplifted. At the final stage of freezing as 

shown in Fig. 6, water drop height and freezing front increase faster due to rapid expansion of cusp. As 

shown in Fig. 7, the volume of water droplets and the volume of freezing have the same trends of evolution 

for the investigated three surfaces with different wettability. Water droplet volume increases equably, but 

the increasing of freezing volume gradually slows down, which might provide another idea of volume 

Figure 4: Recalescence front morphology (a) on hydrophilic surface from side view, (b) on hydrophilic surface from 

top view, (c) on superhydrophobic surface from side view 

(a) (b) (c) 
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growth instead of height growth (Anderson et al. 2016) to study the shape and freezing rate of water droplets. 

Supplementary explanation is that Figure 6 and Figure 7 are dimensionless based on the original diameter 

and volume respectively. 

 

 

 

 

Figure 5: Freezing sequence of water droplets on (a) hydrophilic, (b) hydrophobic, and (c) superhydrophobic surface. 
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Figure 6: Changes in morphology of (a) hydrophilic, (b) hydrophobic and (c) superhydrophobic droplets and freezing 

fronts 

(a) Hydrophilic (b) Hydrophobic (c) Superhydrophobic 

Figure 7: Changes in water droplet volume and 

freezing volume 

Figure 8: Freezing front speed versus supercooling 

temperature for different surface wettability 
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 Freezing process time of water droplet is about 20 seconds. Freezing time on the hydrophobic surface of the 

titanium alloy is around twice on the hydrophilic surface. Freezing spends a long time due to lower heat 

conduction rate. The speed of freezing mainly depends on the heat conduction of the cold plate and the air 

convection in the surrounding environment. The thermal conductivity of the two surfaces can be described 

by the following equation 

d𝑄 d𝑡⁄ = −ℎ𝐴(𝑇2 − 𝑇1)     (2) 

where d𝑄 d𝑡⁄  = thermal conductivity; ℎ = surface heat transfer coefficient; 𝐴 = contact area between water 

droplet and cold surface; 𝑇2 = water droplet temperature; 𝑇1 = cold surface temperature. It describes the 

heat transfer between cold surface and water droplet and ice-water interface during the freezing process. 

Thermal conductivity is proportional to contact area. With the same volume of water droplets, contact area 

on the superhydrophobic surface is smaller than that on the hydrophilic surface. Thus, the complete freezing 

costs longer on the superhydrophobic surface. 

Figure 8 shows the relationship between freezing front speed and supercooling temperature, which 

illustrates the processing of water droplet freezing is indeed random. Freezing front speed increases as 

supercooling temperature increases, and the relationship can be expressed by 

𝑣 ∝ (𝑇𝑚 − 𝑇𝑠)2      (3) 

where 𝑣 is freezing front speed in mm/s, 𝑇𝑚 is melting temperature, and 𝑇𝑠 is surface temperature. 

3.4 Tip angle of ice droplet 

Assume that the angle of the cusp of ice droplet after freezing as shown in Fig. 9 is a constant (Marín et al. 

2014) and not affected by cold surface temperature and contact angle of ice droplet, which denotes surface 

wettability. 

 
The average of tip angle is approximately 132° in the result of Fig. 10. Although these data can not prove 

that the size of cusp has no connection with cold surface temperature and contact angle, it shows that the 

formation of cusp is irrelevant to the shape of water droplet and the time when water droplet freezes.  

 

4 Conclusion 

This experiment observed supercooling process, recalescence (nucleation) process, solidification (freezing) 

process, and ice-cooling process of water droplets. Water droplet temperature gradually decreases as cold 

surface temperature decreases, until crystals begin to grow, accompanied by increasing of surface 

Figure 10: Scatter plot of tip angles 
Figure 9: Schematic representation of the 

tip angle (α) of ice droplet 

α 
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hydrophilicity. Recalescence process is extremely short, when Crystal buds develop rapidly from one point 

of three-phase contact lines, water droplet becomes opaque and temperature rises sharply. The form of 

nucleation is related to surface hydrophobicity. During the freezing process, temperature of water droplet 

remains unchanged. Finally, a cusp appears on the top of water droplet. The time of freezing process 

increases as the hydrophobicity of surface increases. Freezing front speed is quadratic proportional to the 

supercooling temperature. The statistics of the tip angle of ice droplets, shows that tip angle is irrelevant to 

droplet shape and the time of droplet freezing. 

In practical application, the anti-icing properties of superhydrophobic materials are not only related to the 

degree of wettability, but also to the micro- or nano- structures of solid surfaces, chemical stability of super-

hydrophobic coatings, and the structural strength of solids. Therefore, in addition to studying the method of 

enhancing the hydrophobic and anti-icing properties of superhydrophobic surfaces, the durability, chemical 

stability, and structural strength of solid surfaces are key to the application of superhydrophobic surfaces in 

practical engineering. 
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Abstract 

Fixed and rotary wing micro planes fitted with multi-hole pressure probes are used to measure three-

dimensional turbulent velocity fluctuation in the atmospheric boundary layer and in an industrial wind 

tunnel.  The probes, aircraft and techniques are briefly described and typical data are given.  Additionally 

a method of using the upstream wind characteristic to enhance the stability of a fixed wing MAV is 

detailed and it was found that the method enhanced the steadiness of the craft in gusts compared with a 

standard inertial system.  Recommendations on the operation of micro planes as wind sensors are 

discussed. 

 

1 Introduction  

Micro Planes (commonly referred to as Micro Air Vehicles [MAVs] or drones), of fixed or rotary wing 

configuration are having a ubiquitous influence in many aspects of life. They have a role in surveillance 

and may, in the future, deliver a range of goods and services thus will be flying in close proximity to 

buildings and through “urban canyons” where turbulence levels from the wind, and its interaction with 

buildings, are high.  Some possible challenging flight scenarios are shown in Figure 1 and a CFD 

simulation of the flow around a nominally cuboid (real) building in a suburban terrain is shown on the 

right hand side.  Results from the CFD simulation, model-scale tunnel tests and outdoor measurements are 

being compared (Watkins et. al., 2015) and recent experiments include autonomous soaring in updrafts 

around the nominally 40 m cuboid building (Fisher et. al., 2016). 

 

  
 

Figure 1  Possible flight path scenarios around a building (LHS) and a CFD simulation of wind around a 

nominally cuboid building in an urban environment (RHS), from Mohamed et. al. (2015). 
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Our recent work has involved documenting gusts as perceived by these small, low mass craft and 

investigating novel control strategies to minimize the resultant perturbations (Mohamed et. al., 2016, 

Panta et. al., 2018).  In this paper we summarise the on-going experimental methods used to document the 

gusts, including using micro planes as flying anemometers. We also briefly describe a relatively new 

patented  method of upstream flow sensing from a flying fixed wing craft which is used to provide 

additional control inputs (in addition to inertial sensing) resulting in better stabilization in high levels of 

turbulence. 

 

2 Cobra Probes – Background, Mass Production and Use  

The sensing heads of the velocity measuring system used for prior outdoor ground-based measurements 

and on-going measurements on flying craft are based on dynamically calibrated four-hole pressure probes 

known as Cobra probes, due to the initial shape of the head, (see Watkins et. al., 2006).  These are being 

increasingly used as a relatively robust method of documenting the three-dimensional velocity 

components and the static pressure variations in turbulence at frequencies up to 2,000Hz.  The calibration 

involves 3 stages; static calibration of the four pressure transducers, rotating and yawing the probe to 

generate calibration surfaces and a dynamic system calibration.  The background can be found in Watkins 

et. al., (2002) and on the website https://www.turbulentflow.com.au/.  The calibration surfaces relating to 

yaw, pitch and flow velocity magnitudes needed to be performed individually due to the hand-

manufacture traditionally used in probe production.  To alleviate this time-consuming calibration process 

we investigated rapid-prototyping the heads whereby a production batch could have a single calibration 

due to the similarity between probes.  This was found to be successful, within a certain tolerance 

depending on the manufacturing details. It permitted practical use on aircraft as a damaged head could be 

quickly replaced with a new one at low cost. Several micro planes have now been fitted with various 

configurations of probe systems, see Figure 2. 

 

 
 

 

Figure 2  Slick 360 Aerobatic Model and Bespoke Quadrotor Craft Fitted with Pressure Probes. 

 

The influence of the aircraft and rotor flowfield on the probe measurements were investigated in a series 

of wind-tunnel tests.  With suitable placing of the probe head relative to the aircraft it was found that the 

influence could be negligible (Prudden et. al., 2016). 

 

 

3 Augmented Fixed Wing Aircraft Stability Utilising Upstream Flow Measurements  

Due to the small size, low mass and MOI of such craft they are highly susceptible to perturbations by 

wind gusts.  These can be either in the form of turbulence inherent in the atmospheric boundary layer 
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(ABL) or a perceived gust when traversing a flow gradient around a building (for instance when flying 

across the roof or around the side of the buildings shown in Figure 1).   

 

It is now commonplace for commercially available micro planes to have inertially based stabilizing 

systems to mitigate these perturbations.  However under significant turbulence, and even when using a 

military grade inertial stabilizing systems coupled with the most responsive servos, significant flight path 

deviations were evident, particularly on the smaller fixed wing craft.   

 

The control challenge lies in trying to provide suitably responsive forces and moments to counteract the 

perturbations that would otherwise result from turbulence or gusts.  For small fixed wing craft roll inputs 

were found to be the most problematic (for details of the nature of these inputs see Thompson et. al., 

2011).  The largest time delay in the control systems was found to be the actuation of the control surface, 

e.g. an opposing aileron control applied to eliminate the undesirable roll that arises from the variation in 

angle of attack across a wing span.  Thus we attempted to use methods and data that gave early detection 

of the imminent effects including sensing the strain in main wing spars and surface pressure information 

across the leading edges of the wings (see Marino et. al., 2014).  The most successful method involved 

measuring the pitch angle difference in front of the craft and using this difference to augment the inertial 

sensing, thus providing some feed-forward time information.  The resulting hybrid control system, with 

suitable tuning, enabled steadier flight in turbulence and permitted relatively steady flight in small 

turbulent wind tunnels as well as outdoors.  A full description of the system can be found in Mohamed 

(2016). 

 

The Slick 360 model (Figure 2) was flown in two industrial (wind engineering) tunnels; the RMIT Tunnel 

fitted with a turbulence-generating grid which generated a longitudinal intensity of 12.6%  and integral 

length scale of approximately 0.31 m and the Monash University Tunnel with a longitudinal intensity of 

7.6% and integral length scale of approximately 1.0 m.  The results of the roll angle probability density 

functions are shown in Figure 3.  An experienced pilot attempted to keep the model flying at one point in 

space on the centerlines of the tunnels with the high frequency roll commands generated from two 

different control schemes; CL1 was representative of a reactive, inertial-based sensing controller and CL2 

was the same as CL1 with the addition of a feed-forward component utilising the measurements from the 

pressure probes.  

 

Monash, Ti= 7.6% RMIT, Ti=12.6%, 
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Figure 3 PDFs of Roll Angle and Rate With Different Stabilising Roll Control Systems 

 

It can be seen from the PDFs and box plots (Figure 3) that CL2 has significantly reduced the roll 

perturbations. Comparisons between fixed wing and rotary craft both using standard inertially based 

control systems showed that the rotor craft were perturbed far less than corresponding sized fixed wing 

aircraft (Watkins et. al. 2010).  To date we have not investigated using a similar technique on rotary craft. 

 

4 Measurements in Turbulent Wind Tunnel Flow and in the ABL 

The two craft shown in Figure 2 were then used to measure turbulence in flight.  Figure 4 depicts a typical 

longitudinal velocity spectrum in the RMIT Tunnel (LHS) and averaged spectra from one of the pressure 

probes mounted forward of the fixed-wing Slick aircraft (utilising control scheme CL2), with the standard 

von Karman spectra indicated.  The flying craft was held in a nominally stationary position in the centre of 

the tunnel.  There is generally good agreement but the typical data from the aircraft-mounted probe can be 

seen to be slightly attenuated at the higher frequencies.  This thought to be due to the tubing used to 

connect the probe heads to transducers attenuated the higher frequencies and the system did not include a 

correction from a dynamic calibration.  (NB the energies of grid-generated turbulence in the tunnel were at 

significantly higher frequencies than encountered in the atmosphere.)  The outdoor flight tests took place 

at an altitude of ~10m above uniform ground removed from local wakes (e.g. buildings).  Again full 

descriptions of the fixed-wing craft systems, flight tests and data are given in Mohamed (2016). 

 

Figure 4 A Representative Spectrum in the RMIT Wind Tunnel LHS and Averaged Spectra RHS  
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The quadrotor craft shown in Figure 2 was used to document wind at various elevations thus providing 

data on the average velocity profile of the ABL.  Details of the development of the craft and system can be 

found in Prudden et. al., (2018).  To date only one short trial flight has been conducted and the results can 

be seen in Figure 5.  The altitude (above the local ground level) time history is shown on the LHS and the 

corresponding wind velocity profile is shown on the RHS.  There were issues identified with holding a 

steady position relative to the Earth but the trial demonstrated the potential and challenges of using a 

quadrotor- mounted system. 

 

Figure 5 Altitude vs Time (LHS) and Velocity Profile (RHS) from Initial Flight of Quadrotor 

5 Conclusion and Recommendations  

Small unmanned craft of fixed wing or rotary configurations can be used to document turbulent flows 

when fitted with multi-head pressure probes,  utilizing a correction for the influence of the craft and flow 

field, or when the probes are suitable removed to have negligible influence from the flow field.  A method 

of mass producing the pressure probes via SLS can be used to generate similar batches of probes such that 

the (time-consuming) calibration process needs only to be applied to one from the batch.  This means that 

cheap and robust probes can be fitted to flying craft relatively efficiently and the resulting systems can be 

used to document turbulent three-dimensional flows either in wind tunnels or outdoors (e.g. to measure the 

characteristics of the ABL). 

 

Fixed wing craft can be further stabilized (over existing commonly available inertial stabilizing methods) 

by utilising measurements from the measured upstream flows in a “hybrid” control system that assists 

with minimizing the deviation of these lightly loaded craft.   

 

Initial trials of a quadrotor to measure the wind profile of the atmosphere showed promise but the lack of 

endurance necessitated short sampling times at each elevation and the lack of holding repeatable 

elevations was problematic.  However with such craft becoming more affordable, swarms could be used to 

overcome the short endurance, perhaps replacing the existing method of erecting masts.  The portability of 

such systems could be beneficial in some instances and as both configurations of craft can fly at relatively 

high speed (~30 m/s) they could be used to measure long wind runs and be relatively unperturbed when 

rapidly documenting the flows around buildings.  As MAVs will be attempting to hover (perhaps for 

deliveries) in highly turbulent areas the control systems will be challenged. We hope that measurement 

from these new breed of flying anemometers will be useful in documenting the wind environment in the 

urban canyons of the future. 
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Abstract 

An investigation on the relation between turbulent flow features in turbulent boundary layers downstream 
of wall‑proximity ribs and heat transfer at the wall is carried out. The objective is to detect the structures 
responsible for the Nusselt-number augmentation, with the final task of improving our understanding of the 
heat-transfer enhancement process. The measurements are carried out at a Reynolds number (based on the 
rib height and free-stream velocity) approximately equal to 4600, and consists of flow field and heat transfer 
characterization. Wall-proximity ribs with square cross-section are tested at two different gaps (0.25 and 
0.5 ribs heights) and in wall-attached configuration. Heat-transfer measurements are performed 
implementing a time-resolved heated-thin-foil sensor, consisting of a low-thermal inertia foil located 
downstream of the obstacle, and Infrared (IR) thermography to capture the wall temperature at a rate of 1.5 
kHz. A modal analysis based on Proper Orthogonal Decomposition is carried out to extract heat transfer 
modes, which are identified and ranked according to their contribution to the wall Nusselt-number variance. 
Modal analysis on velocity-field measurements is also carried out to discuss flow-field features in view of 
the obtained convective heat-transfer modes. The results show a strong relation between the energy content 
of convective heat-transfer and flow-field modes, as well as it highlights a correlation between heat-transfer 
enhancement and the presence of coherent near-wall structures. 
 
1 Introduction  

In several industrial fields, such as electronic packaging and turbomachinery, the cooling capabilities have 
become a technology driving factor (see, e.g. Han et al. 2012, Garimella et al. 2012) due to the need of 
removing high amounts of heat from compact spaces. The inclusion of obstacles and roughness elements to 
enhance transport in the boundary layers is common since it provides a twofold advantage, both due to the 
increased surface interested by the convection and to the capability of generating beneficial secondary flow 
structures. On the downside, the recirculation zone generated in the wake immediately downstream of wall-
mounted obstacles results in a local reduction of the convective heat transfer coefficient, thus leading to the 
formation of hot spots (Liu et al. 2008, Giordano et al. 2012, He et al. 2016). Attempts to tackle this issue, 
both when dealing with 3D obstacles (e.g. cubes as in Mallor et al. 2018) and with two-dimensional ribs 
(Astarita and Cardone 2003, He et al. 2016), have led to some modified designs able to improve heat-transfer 
performances. 
Recently, Mallor et al. (2018) proposed the use of perforated obstacles to change the topology of the 
reattaching wake past the obstacle. The proposed approach is based on creating an impinging jet past the 
obstacle, which locally enhances the convective heat transfer. Another suitable option to enhance the 
performances of spanwise ribs is represented by the use of detached wall-proximity ribs (Liou and Wang 
1995), which suppress the near-wall recirculation zone downstream of the rib. However, this also causes the 
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tilt of the obstacle wake in the wall-normal direction (Mallor et al. 2018), resulting in a performance penalty 
further downstream. In their recent work He et al. (2016) report detailed flow-field and heat-transfer 
measurements by means of Particle Image Velocimetry (PIV) and Temperature Sensitive Paints showing 
that the presence of a gap between the rib and the wall promotes the formation of a wall jet, allowing to 
remove the hot spot immediately downstream of the rib. Proper Orthogonal Decomposition (POD) of PIV 
data is used to visualize the different flow structures in the wake showing that for a rib attached or very 
close to the wall the dominant feature is represented by a flapping motion of the wake of the rib while, 
increasing the gap beyond 0.5 rib heights the dominant feature is the vortex shedding from the rib which 
behaves like a cylinder in ground effect (Raiola et al. 2016). 
The description of the flow field modes with higher turbulent kinetic energy content allows to hypothesize 
the sources of wall convective heat-transfer enhancement and deterioration; however, as shown by Antoranz 
et al. (2018), although in the present problem the internal energy can be treated as a passive scalar, the effect 
of the boundary conditions should be taken into account at the moment of ascertaining the sources of heat 
transfer enhancement from the flow field topology. The recent development of experimental approaches 
which allow for the time-resolved estimation of wall turbulent heat fluxes (Nakamura et al. 2013, Raiola et 
al. 2017) allows for the analysis of the unsteady variation of the wall Nusselt-number maps, thus 
complementing the description and identification of the main driving factors in the heat transfer 
enhancement. 
This work presents a combined use of PIV and time-resolved Infrared (IR) thermography measurements, 
allowing to analyse both time average and instantaneous flow field and Nusselt-number variation. The 
complexity of the setup required for the measurement synchronization (Yamada and Nakamura 2016) is 
overcome by analysing the dataset with a statistical approach. A Proper Orthogonal Decomposition of the 
flow fields and of the wall Nusselt number maps allows to discuss the relation between the turbulent features 
and their thermal footprint.  
 

2 Experimental setup  

The IR thermography and PIV measurements were performed in the Göttingen type wind tunnel of the 
Aerospace Engineering Group at the Universidad Carlos III de Madrid (UC3M). The tunnel has a square 
test section of 0.4 m × 0.4 m and is capable of reaching a maximum speed of 20 m/s with a streamwise 
turbulence intensity below 1%. The schematic of the experimental setup is reported in Figure 1. A splitter 
plate with a thickness of 10 mm was mounted in the test section at a distance of 0.1 m from its back wall.  
Square two-dimensional ribs with 10 mm side length L were used as obstacles. In order to characterize the 
boundary-layer parameters, an enhanced-resolution ensemble-PTV approach (Agüera et al. 2016, 
Sanmiguel et al. 2017b) is applied in a test with a clean boundary layer. The boundary-layer thickness  (here 
defined as the position at which 99% of the freestream speed is attained) has been determined to be of 42 
mm at the point where the ribs were placed ( = 900) resulting in having ribs with a height equal to 
approximately a quarter of the local boundary-layer thickness ( ⁄ = 0.24).  
The rib was placed at three different heights  from the wall: 0, 2.5 and 5 mm, corresponding to / =
0.25 and 0.5. Measurements performed in the clean boundary layer are used as a baseline. In all the cases, 
the velocity of the wind tunnel was set to 7.1 m/s, obtaining a local Reynolds number equal to 4600 (using 
the side length as characteristic length). 
A stainless steel thin foil with a thickness of 10 µm was flash mounted on the flat plate, leaving a 2 mm gap 
between the splitter plate substrate and the thin foil (as sketched in Figure 1b). The foil was heated with a 
constant heat flux by the Joule effect passing a current through it, and cooled by the air stream. Compression 
springs were used in order to assure the flatness of the foil. In order to obtain the convective heat-transfer 
coefficient, the foil was modeled as a heated thin-foil heat-transfer sensor (Carlomagno and Cardone 2010). 
A 10 µm foil is used to reduce the attenuation effect of the foil temperature fluctuation due to thermal inertia 
and conduction (Nakamura 2009). The convective heat-transfer coefficient is estimated from an energy 
balance through the foil (see Carlomagno and Cardone 2010 for more details). The foil was covered with a 
thin layer of high emissivity enamel ( = 0.98) in order to reduce the uncertainty of temperature 
measurements performed with the IR camera. The temperature at the wall is measured using a FLIR SC4000 

711



ICEFM 2018 Munich 
 

  

IR camera, using a reduced focal plane array (128 × 128 instead of 320 × 256 elements) in order to achieve 
a frequency of acquisition equal to 1.5 kHz, with a spatial resolution of 16 pixels/L. In order to improve the 
measurement of the small temperature fluctuations involved in the problem, IR images were acquired and 
noise fluctuations were removed with the filter developed by Raiola et al. (2017), keeping the first 200 
fluctuation modes. 
 

 
The flow fields have been measured with PIV. The measurements are performed in the streamwise/wall-
normal plane at the wind tunnel symmetry axis. A dual cavity Nd:Yag Quantel Evergreen laser is used in 
order to illuminate Di-Ethyl-Hexyl-Sebacate seeding particles. The recording device is an Andor sCMOS 
camera, equipped with a lens with 50 mm focal length and using a focal ratio f# equal to 11. Images were 
recorded with a spatial resolution of 22 pixels/mm. Sets of 2000 image pairs have been captured for each 
test case. The raw images were preprocessed to remove the background due to the strong reflections using 
an eigenbackground removal procedure (Mendez et al. 2017). A custom-made PIV software developed at 
the University of Naples Federico II (Astarita and Cardone 2005) was used to perform digital cross-
correlation analysis of the particle images to calculate the velocity fields. The interrogation strategy is an 
iterative multi-grid/multi-pass image deformation algorithm, with final interrogation windows of 64 × 64 
pixels with 75% overlap (the vector spacing is 16 pixels, i.e. 0.72 mm, which results in 14 vectors/L).  
A POD analysis of the fluctuating flow fields and Nusselt-number distributions has been carried out in order 
to extract information about the turbulent coherent structures in the wake of the ribs versus those in the 
baseline configuration and about the main Nusselt-number modes. Spatial modes reported in the following 
represent an orthonormal basis and are presented in form of contour plots ranging from the minimum local 
values in blue to the maximum local value in red. 
The uncertainty of the local Nusselt number is found to be of ±5%; the large number of snapshots used for 
the present investigation allows to assume a similar uncertainty for the Nusselt-number modes. For what 
concerns the PIV uncertainty, the PIV truncation error leads to uncertainties lower than 1%, while the large 
number of PIV snapshots suggests a sufficiently high convergence of flow statistics. 
 
 
 

 

Figure 1: Sketch of the experimental set-up. a) Test section arrangement. b) Close-up 
of the thin foil configuration. c) Obstacle configuration and coordinate system. 
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3 Modal decomposition of velocity field and heat transfer 

The bulk of the turbulent kinetic energy is contained in the first four velocity POD modes, according to the 
eigenvalue distribution (not reported herein for brevity). These modes are reported in Figure 3 and are shown 
to be representative of large-scale sweeps/ejections. The characteristic flow features drastically change 
when the rib is introduced. In agreement with Mallor et al. (2018), there is a transition from a flow field 
dominated by Kelvin-Helmholtz (K-H) instabilities on the edges of the recirculation region for the wall-
attached configuration to a regime dominated by von Kármán vortex shedding in the rib wake for the 
configuration of the rib detached from the wall. By the observation of the spatial modes of the flow field, 
reported in Figure 3 this aspect is evident; it is clear that, due to the increase of the gap between the rib and 
the wall, the von Kármán vortex shedding becomes more prominent and the modes acquire more coherence. 
 
 

Regarding the heat-transfer modes, their spatial organization in the turbulent boundary layer is characterized 
by low/high Nusselt number streamwise streaks while, upon introducing the ribs, more coherent streamwise 
and spanwise oscillations are introduced. The spatial modes appear more “structured” for the case at ⁄ =
0.5 confirming that the important enhancement in the Nusselt number is due to the von Kármán shedding 
and, most likely, to the associated flapping of the wall jet, resulting in the first Nusselt mode, responsible of 
the oscillation of the location of the region of minimum Nusselt number immediately downstream of the 
rib. A strong relation between the coherence and strength of near-wall turbulent flow structures and the heat 
transfer augmentation is observed. The clean TBL is dominated by large eddies, therefore having less 
strength in the near-wall region, which leads to lower values of Nu. When an obstacle is introduced, the heat 
transfer dramatically increases. Moreover, the regions of higher augmentation can be related to the regions 
in which the main turbulent structures are active (shown in Figure 3): For the wall-attached case, the flow 
reattachment occurring at ⁄ 6 leads to higher Nu augmentation downstream, whereas for the obstacles 
with a gap, the flapping and K-H and von Kármán vortices result in a greater augmentation closer to the 
obstacle (around  ⁄ 3). 

 

Figure 2: First four flow field modes for the four configurations under investigation: 
contour of normalized streamwise velocity fluctuations with superimposed vector 
arrows. 
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4 Conclusion 

The present study investigated the heat transfer enhancement mechanism in square wall-proximity ribs. In 
agreement with the literature the gap ratio ⁄ = 0.5 attains the best performance within the tested 
configurations. The performance enhancement is ascribed to the formation of a wall jet which is 
characterized by a flapping motion due to the von Kármán vortex shedding in the wake of the square ribs. 
This is reflected by both the increased energy content and spatial coherence of the main flow field POD 
modes and by the increase of the variance content and coherence of the Nusselt number spatial modes related 
to the wall jet flapping. The comparison of the Nusselt number spatial modes of the clean turbulent boundary 
layer configuration and of the configurations with the ribs shows a variation of the spatial pattern associated 
to oscillations with strong spanwise coherence, opposed to the thin elongated streaks which dominate the 
convective heat transfer in the clean turbulent boundary layer. Furthermore, a strong correlation between 
the convective heat transfer and the presence of highly coherent, near-wall turbulent structures is observed, 
leading to the conclusion that generating such structures is of high interest in the development of heat 
transfer systems. 
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Abstract 

Heat transfer through natural turbulent thermal convection is an important mechanism in geophysics and 
many engineering problems. A canonical well known experiment is the Rayleigh-Bénard (RB) cell, which 
consists of an enclosure with adiabatic side walls heated from below and cooled from above. Due to the 
temperature difference, differences in the density of the fluid cause natural convection. The direct 
correlation between momentum and heat transfer is currently under investigation especially for large aspect 
ratios. In this situation one dominant large-scale circulation roll, as typically for low aspect ratios, is 
substituted by a whole pattern of long-living rolls (Pandey et al., 2018). Nowadays, commonly advanced 
optical methods are applied to investigate the velocity fields, which makes a transparent heating or cooling 
plate necessary (Kähler et al., 2016). For the current study glass plates were coated with a thin metal oxide 
layer enabling heating via the Joule effect. However, since the temperature homogeneity is crucial for the 
setup, two heating plates had to be combined to enable a homogeneous temperature distribution at the 
bottom of the convection cell. Additional difficulties arise from the large aspect ratio and thus the large 
observation angle which may cause optical aberrations and systematic errors due to the perspective bias. 
Furthermore, the observation duration has to be in the order of minutes to hours to resolve the dynamics of 
the slowly evolving large-scale flow, which gives additional challenges for the seeding generation.  
To prove the reliability of the experimental approach, a convection cell with an aspect ratio Γ= l/h = 10 was 
placed in the SCALEX (Scaled Convective Airflow Laboratory Experiment) facility which enables 
experiments with SF6 and air under pressures of up to 10 bar to achieve very high Rayleigh numbers (Körner 
et al., 2015). Stereoscopic particle image velocimetry (PIV) in horizontal planes covering the whole cross 
section of the cell (300 × 300 mm2) was used for the estimation of the three components of the velocity 
vector. The optical access for the laser light sheet was provided by transparent sidewalls. The aim of the 
current study was to prove the possibility of reliable PIV measurements with reproducible homogenous 
temperature boundary conditions in the SCALEX facility. Issues of the temperature distribution on the 
heating plate, tracer particles, illumination and data evaluation will therefore be addressed in greater detail 
in the following. 
 
1 Introduction  
In many engineering and natural flow phenomena heat transfer plays an important roles. One prominent 
example of such a flow configuration is the Rayleigh-Bénard cell. In this canonical example a box is formed 
by a bottom plate which temperature is set to a higher value in comparison to the top plate. The side walls 
are modelled to be adiabatic. In that flow configuration heat is transferred to the fluid at the bottom of the 
cell and consequently its density becomes smaller than the surrounding fluid. Due to the buoyancy a flow 
might establish that transports heat due to convection from the bottom to the top. The regime is usually 
described by the Rayleigh number 𝑅𝑎 𝛼∆𝑇𝑔ℎ 𝜈𝜅⁄ , that relates flow favoring effects and flow hindering 
effects. 𝛼 denotes the thermal expansion coefficient, ∆𝑇 the temperature difference between hot and cold 
plate, g the gravitational acceleration, h the height of the cell, 𝜈 the kinematic viscosity and 𝜅 the thermal 

716



ICEFM 2018 Munich 
 

   

diffusivity. A convective flow is established for Ra > 1708. With increasing Rayleigh number the flow state 
gets more and more complex reaching eventually fully turbulent flow. Of special interest in recent years are 
flow configurations for large aspect ratios Γ L/h (L is the length or diameter of the cell and h its height) 
which show a multitude of so called super structures (Pandey et al., 2018). However, up to now only a few 
large aspect ratio experiments of thermal convection in air have been conducted. They were limited either 
to smoke visualizations of roll structures (Willis et al. 1972) or pointwise hot-wire measurements 
(Fitzjarrald 1976). With the current setup it is the aim to allow for a precise measurement of flow structures 
with optical methods at large Rayleigh numbers and large aspect ratios.  

2 Experimental Setup 

Cell design: The flow structures in large aspect ratio RB cells can be measured in horizontal planes. 
However, due to the necessary wide field of view the optical access through either the heating plate of the 
cooling plate is crucial, as was shown in previous studies (Kästner et al., 2017). To allow also for large 
range in the Rayleigh number, the convection cell was placed in the so called SCALEX facility (Scaled 
Convective Airflow Laboratory Experiment) at TU Ilmenau. The facility is schematically shown in Fig. 1 
an consists of a pressure vessel allowing for the compression of the working fluids (air or sulfur 
hexafluoride) of up to 10 bar which enables Rayleigh numbers of up to 109. The temperature of the interior 
of the pressure vessel can precisely be controlled. Details on the facility itself and the control of all 
experimental parameters can be found in Körner et al. (2015). 

Optical access is granted by two thick (40 mm) glass windows at the circumference. The convection cell for 
the current experiment had dimensions of 300×300×30 mm³ (L×L×h) implying some difficulties for the 
imaging as will be discussed later. The transparent sidewalls were made of 4 mm thick polycarbonate, 
enabling the illumination by laser light. The aluminum cooling plate is non-transparent and was temperature 
controlled by a recirculating cooler. The transparent heating plate was arranged using two window pane 
plates of 500×500×4 mm³ size, with one side coated with a thin layer of indium tin oxide (ITO) by plasma 
deposition. These plates were manufactured at the Fraunhofer Institute for Organic Electronics, Electron 
Beam and Plasma Technology FEP Dresden (Germany). Ohmic heating was established by contacting the 

Figure 1: Schematic SCALEX facility and the optical setup for stereoscopic PIV (left) and photograph of the facility 
from outside the pressure vessel (right). 
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plates with copper flat bands pushed on the ITO surface with an adjustable DC power supply. In total four 
different plates were produced and tested with temperature sensors and infrared thermometry on their 
thermal homogeneity. The best homogeneity was established using two heating plates showing temperature 
gradients in opposite directions. Both plates were combined in a double glazing, which has the additional 
advantage of a larger thermal capacity to buffer small thermal fluctuations. The standard deviation of the 
infrared measurements of the heating plate configuration is shown in Fig. 2 and scales linearly with the 
temperature. Normalized to the mean temperature it reaches values of up to 3% for a wall temperature of 
90°C. To test the applicability of the SCALEX and the measurement system towards compression of the 
working gas (air) two separate experiments were conducted at a Rayleigh number of Ra = 2×104, first at 
standard pressure of about 1 bar and 8.1 K temperature difference between heating and cooling plate and 
second at 2 bar and 1.9 K temperature difference. However, for the current test cases the heating plate was 
set to temperatures of 25.1°C and 21.9°C which gives a maximum standard deviation of < 0.17 K over the 
whole test section. More details on the heating plate configuration can be found in Kästner et al., (2017, 
2018).  

 
Seeding: Seeding particles that follow the fluid flow faithfully are necessary for optical measurement 
techniques. The sedimentation velocity 𝑢  of the tracer particles can be estimated to be: 𝑢  𝑔, 
where 𝑑  is the particle diameter, 𝜌 𝜌  is the density difference between particle and fluid and 𝜇 is the 
dynamic viscosity (Raffel et al., 2018). For a negligible difference in the density the sedimentation velocity 
becomes also negligible. However, as for gas flows the difference in density using liquid or solid seeding 
particles is quite high, usually very small particles are used. Therefore the seeding was generated with a 
vaporizer (PIVTEC GmbH) and consisted of small (𝑑  ~1 µm) droplets of di(2-ethylhexyl) sebacate 
(DEHS). The sedimentation velocity was approximately to be us = 0.03 mm/s. The ratio between the natural 
sedimentation velocity of the particles to the mean velocity of the flow was estimated to be smaller than 
0.005 using the average root mean square velocity magnitude calculated from previous simulation.  
The seeding generator was placed inside the pressure vessel. Control of the magnetic valve was established 
from outside and allowed an operation under pressure. Tests for pressures of up to 9 bar showed, that small 
seeding droplets can be generated also for this extended parameter range of the SCALEX facility. With 
adding the seeding into the convection cell usually momentum is also added to the flow, which disturbs the 
natural flow state. Therefore the seeding was injected by six distributed ports in the small convection cell 
from a larger volume (settling chamber) where the seeding can calm down in a as shown in Fig. 3. 
Additionally, the data acquisition was started approximately 15 minutes after seeding injection to allow the 

Figure 2: Standard deviation for the temperature fluctuation over the heating plate normalized with the mean 
temperature.  
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natural convection to reestablish and minimizing effects due to the added momentum. However, the 
measurement time is limited to about 120 minutes, due to the evaporation of the seeding droplets. For the 
current Rayleigh number this translates to about 10,000 to 22,000 free-fall time units, which is enough for 
a high statistical convergence as will be shown later. 

Data evaluation: One major challenge for the measurements in Rayleigh-Bénard convection is the fact that 
all velocity components are in the same order of magnitude. This has two implications for PIV using light 
sheets. Since for a valid correlation a considerable amount (~ 75%) of particles should remain in the 
illuminated area, this limits the time difference between successive images. However, if correlation values 
of 0.5 (~ 50% particles remain in the volume) would be considered valid, this translates for a 1 mm light 
sheet to a maximal displacement of 0.5 mm in all directions. Since the absolute error can be estimated to be 
in the order of 0.05 pixel for carefully adjusted experiments (Raffel at a., 2018), this would give in the 
current case with a magnification of 0.15 pixel/mm an absolute uncertainty of 0.33 mm, or a relative 
uncertainty of 66%. Therefore, in order to minimize the relative error in the measurement, longer time 
differences are preferable. This can be achieved with increasing light sheet thickness for the sake of spatial 
averaging. Therefore, in the current setup light sheet thicknesses of approximately 1 mm and 5 mm in the 
field of view (FOV) were used. Using again 50% of particles in the volume the relative uncertainty reduces 
to 13%. The laser light sheet was created with a double pulse laser (Quantel Q-smart Twins 850) with about 
300 mJ pulse energy for the 5 mm thick light sheet and 80 mJ for the 1 mm thin light sheet. Double frame 
images were recorded with 3.33 Hz and varying pulse separation times since the velocity magnitude of the 
flow differs for both experiments. The pulse separation at 1.9 K temperature difference was set to the 
maximum possible pulse separation time of 19.5 ms and to 10 ms for 8.1 K. 
Due to limitations in space and optical accessibility the camera had to be placed in a distance of only 0.8 m 
from the measurement plane. As can be seen in Fig.1, this results in an observation angle of α ~ 20° which 
can lead to a significant bias for the in-plane velocity measurement in case of particle motion normal to the 
observation plane (perspective error, see Raffel et al., 2018). Since the motion normal to the light sheet is 
random in time and space for the Rayleigh-Bénard configuration, the bias error cannot be corrected. For the 
out-of-plane motion dz = 0.25 × zL, with zL being the light sheet thickness can be estimated. Assuming 
similar magnitudes for all velocity components, this translates to an uncertainty of 18% for the in-plane 

Figure 3: Schematic of the seeding injection configuration for low momentum input in order not to disturb the flow in 
the test section.  
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velocity in the worst case (in the edges of the FOV). To avoid this bias, two cameras were used for 
stereoscopic PIV. Although the angle between the cameras is with ~ 24° far from being optimal, this setup 
is the only way to correct for the perspective error.  
For the calibration a 3D calibration plate (20×20 cm², LaVision) was placed in the center position of the 
two measurement planes of the convection experiment and a pin-hole model was applied to map the 
coordinate system. Additionally, a stereoscopic self-calibration was performed to further reduce 
uncertainties in the calibration (Wieneke, 2005). A minimum image (which was taken over 10,000 images) 
was subtracted from each individual image to increase contrast and reduce the background. Since the particle 
images appear very small on the camera sensor (DP ~ 1.5 pixels) in the first measurements peak locking was 
realized to be very pronounced. Especially when the overall displacement is low as in the case for the small 
light sheet thickness. This effect would give completely wrong velocity probability density functions. 
Therefore, the cameras were slightly set out of focus to enlarge the particle images on the sensor, which 
helped to reduce the peak locking effect significantly. The preprocessed images were evaluated using an 
iterative multigrid cross correlation analysis starting with an interrogation window size of 128×128 pixels 
down to 32×32 pixels with 50% overlap. 
 
3 First Results 

The lifetime of typical structures in RB flows is very long and can be attributed to the free-fall time units 
𝑡 ℎ/𝑢 , where 𝑢 𝛼∆𝑇𝑔ℎ is the free-fall velocity. Therefore, in Fig. 4 the temporal evolution of the 
mean values in the center plane over an area of -0.75 < x/h < 0.75 and -0.75 < y/h < 0.75 is shown together 
with a typical vector field in the center plane using the larger light sheet thickness of 5 mm for ambient 
pressure and a temperature difference of 8K. It can clearly be seen, that statistical convergence can be 
reached as the mean values converge. However, averaging time spans of ~ 4000 tf are necessary to reach a 
convergence of 10%. However, for the long measurement times the faster evaporation of the seeding 
droplets especially for larger pressures are problematic and might render solid seeding particles in the case 
of SF6 at high pressure necessary.  
Nevertheless, the large scale structures are clearly evident by the magnitude of the velocity and the vector 
fields on the right side of the figure. It can also be seen, that regions of comparably large velocity magnitude 
are directly adjacent to almost stagnant regions. To highlight the difficulties concerning the light sheet 
thickness and time difference between two images, the inset shows the histogram for the particular vector 
field. Peak locking is not observed, however, the small particle image displacements (mean displacement ~ 
1.5 pixel) result in a higher mean uncertainty for the in-plane components of about ~ 3 % but allows a robust 

Figure 4: Mean values of the in-plane velocity components in the middle of the convection cell over free fall time 
units (left) and vector field with the magnitude of the in-plane velocity for a pressure of 1 bar and a temperature 
difference of 8K using a 5mm thick light sheet (right). 
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correlation since most of the particles (~ 95 % based on the mean in-plane displacement, ~ 70 % based on 
the maximum in-plane displacement) remain within the light sheet between the successive illuminations.  
 
4 Conclusion 
An optically accessible Rayleigh-Bénard convection cell was set up in the SCALEX facility. The optical 
access of the whole horizontal plane is granted by a transparent heating plate. A seeding system was 
designed to allow for a seeding without disturbing the natural flow inside the pressurized vessel. First 
velocity measurements showed, that the stereoscopic arrangement of the cameras reduce the bias due to the 
perspective error at typically for a large observation angle. A rather thick light sheet allowed to reduce the 
relative error of the velocity estimation in the complex situation of all velocity components having the same 
order of magnitude.  
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Abstract 

Rotational rheometers are frequently used to quantify viscoelastic material properties. The shear-rate range 

of rotational rheometers is usually confined to about 103 s-1. The measurement window can be extended by 

reducing the gap width in the parallel-disk configuration. Yet, zero-gap errors and a superposition with 

elongation flow make it is difficult to reduce the gap width below about 100 µm. We present a modification 

for commercial rotational rheometers aligning the plates in the parallel-disk configuration perpendicular to 

the axis of rotation with a precision in parallelism of about 1 µm. This lowers the zero-gap error by a factor 

of about 25 and more and enables measurements at gap widths well below 100 µm. 

 

1 Introduction  

Rotational rheometers are the work horses of rheologists. They offer a wide dynamical range for measuring 

the viscoelastic properties of fluids and solids (Mezger 2011). Besides, they can be used to precisely set up, 

control and change shear flows, see e.g. the studies by Agudo et al. (2012, 2014, 2017, 2018). Important 

quantities to control or to measure are, among others, the shear stress and the shear rate. The wide range of 

shear stresses is due to the torque range of the apparatuses, which covers several orders of magnitude, and 

can be further extended using different geometrical configurations with varying size (Mezger 2011). The 

accessible shear rate is governed by the angular velocity, which again can be varied over several decimal 

orders, and by the gap width between moving surfaces that confine the samples. Any easy way to set up 

high shear rates is to use parallel plates at narrow distance. Yet, imperfections in the alignment of the plates 

and in determining the zero gap result in increasing errors when narrowing the gap, usually restricting the 

gap to widths of about 100 µm or larger.  

 

Nevertheless, it is advantageous to decreases the gap width well below this limit. Improving the alignment 

of the plates considerably, it is possible to extend the measurement range of rotational rheometers from 

shear rates of about 103 s-1 to more than 105 s-1. With decreasing gap width, thresholds for flow instabilities 

that may restrict the measurement window shift to higher shear rates (Dakhil and Wierschem 2014; Ewoldt 

et al. 2015). Furthermore, only very little amount of sample (of the order of 10 µl) is required and studies 

of low viscous samples at high shear rates are possible (Dakhil and Wierschem 2014). Also new applications 

become accessible: The effect of geometrical confinement can be studied (Luengo et al. 1997) and average 

linear viscoelastic properties of a large number of cells can be determined quantitatively in single 

experimental runs as shown by Dakhil et al. (2016) allowing to study the impact of diseases and of drugs 

on the mechanical cell behavior. Also the adhesion limit of cells on substrates (Dakhil et al. 2018) as well 

as their load limit (Kokkinos et al. 2016) can be studied in a low viscous environment. Here, we briefly 

show how the accessible gap width is restricted in standard rotational rheometers and we describe how to 

overcome this limitation. 
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2 Zero-gap error  

In a parallel-disk configuration, the sample is placed in a gap between two horizontal plates. One disk is 

usually held at rest while the other one rotates around its central vertical axis, creating a linear shear flow. 

The shear rate increases linearly with distance from the axis of rotation having a maximum value at the 

radius of the smaller plate, 𝑅. The maximum shear rate �̇�𝑅 is: 

�̇�𝑅 =
𝛺𝑅

ℎ
,      (1) 

where 𝛺 and ℎ indicate angular velocity and gap width, respectively. Hence, the shear-rate range can be 

increased easily by decreasing the gap width. Yet, the measured viscosity usually decreases with smaller 

gap width. Figure 1(a) shows an example for a Newtonian silicon oil. The decline of the viscosity values is 

usually due to a zero-gap error. This error is provoked by inclined plates and by squeeze flow when setting 

the zero level for the gap width (Davies and Stokes 2008) and results into an underestimation, ∆ℎ, of the 

real average gap width. Hence, while the rheometer determines the viscosity using the shear rate from 

equation (1), the real average shear rate �̇�𝑅𝑟𝑒𝑎𝑙 at the radius of the plate is: 

�̇�𝑅𝑟𝑒𝑎𝑙 =
𝛺𝑅

ℎ+∆ℎ
,      (2) 
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Figure 1: Gap-width dependent viscosity data. The 

viscosity values decrease with the gap width (a). 

Determining the real viscosity and the zero-gap error 

(b) from data at constant shear stress (black line in 

(a)). Viscosity data corrected with the zero-gap error 

(c). Disk radius: 25 mm 
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The shear stress 𝜏𝑅 remains unaffected by the zero-gap error. Hence, 

𝜏𝑅 = 𝜂𝑅�̇�𝑅 = 𝜂𝑅𝑟𝑒𝑎𝑙�̇�𝑅𝑟𝑒𝑎𝑙,      (3) 

where 𝜂𝑅 and 𝜂𝑅𝑟𝑒𝑎𝑙 indicate the viscosity data of the rheometer and the viscosity determined from the real 

average gap width. Expressing �̇�𝑅𝑟𝑒𝑎𝑙 by �̇�𝑅, equation (3) can be brought into the following form (Davies 

and Stokes 2008): 

ℎ

𝜂𝑅

=
ℎ

𝜂𝑅𝑟𝑒𝑎𝑙

+
∆ℎ

𝜂𝑅𝑟𝑒𝑎𝑙

.      (4) 

This is a linear equation between the parameters ℎ and ℎ 𝜂𝑅⁄ . Hence, varying the gap width and detecting 

the viscosity data at constant shear stress, one can determine the real viscosity from the slope and the zero-

gap error from the offset. Figure 1(b) shows the result for the data from Figure 1(a). Once the zero-gap error 

is determined, the shear rate and the viscosity can be corrected according to equations (2) and (3). The 

results are shown in Figure 1(c). It indicates that the correction works well. However, at gap widths of less 

than about three times the zero-gap error, we find even an overcorrection. It is supposed to be due to a 

contribution from elongation flows that is caused by the strong gap-width modulation during shear due to 

plate inclination (Andablo Reyes et al. 2010, 2011). 

 

3 Narrow-gap rheometer 

Zero-gap errors of about 25 µm or larger have been reported (Davies and Stokes 2005, 2008; Pipe et al. 

2008). While the data at gap widths of about three or more times this error may be corrected, plate inclination 

and unevenness result in a superposition of elongation flow with the shear flow, which is difficult to 

approach (Andablo Reyes et al. 2011). To access gap widths well below 100 µm, the zero-gap error needs 

to be reduced drastically. To this end, we modified a commercial rotational rheometer as sketched in Figure 

2. We used a UDS 200 rheometer from Physica. The plates have to be aligned not only parallel to each other 

but, above all, perpendicular to the axis of rotation. As disks we use two glass plates with an evenness of 

λ/4 or λ/10, where λ is the testing wavelength (633 nm). The fixed bottom plate has a diameter of 75 mm 

and the diameter of the rotating plate is 50 mm. The top plate is adhered to a measurement head of the 

rheometer with a diameter of 25 mm. To align the bottom plate perpendicular to the rotation axis, it is fixed 

to a tripod, which is mounted on the rheometer table. The tripod itself is aligned with three actuators. For 

disk alignment, the gap width is measured with a customized confocal interferometric sensor. The sensor is 

placed underneath the fixed glass plate on a traverse to measure the gap width at different locations.  

 

  

  

Figure 2: Sketch of the narrow-gap rheometer. 
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While the upper plate slowly rotates, the sensor detects the local gap width at three different locations close 

to the actuators. The lower plate is adjusted with the actuators to minimize deviations in the average local 

gap width between the three locations. Thereafter, the upper disk is dismantled from the rheometer head, 

aligned to the lower plate by placing it on its top and in this position glued again to the rheometer head. 

Alignment is checked again with the sensor to achieve undulations at each location with an overall deviation 

of less than ±1 μm. For further details on the alignment procedure, we refer to Dakhil and Wierschem (2014). 

 

An example of the applicability of the device shows Figure 3. It is the same silicon oil as in Figure 1, yet at 

a different temperature. It shows a direct comparison between measurements with the narrow-gap device at 

gap widths of 1000 µm and 20 µm, the latter being a gap width well below the former zero-gap error. A 

dramatic decline of the viscosity values at reduced gap width like in commercial rheometers does not occur. 

Instead, both measurements differ only by about 3%. Hence, the deviation is less than the relative gap-width 

modulation at 20 µm gap width. 

 

 

 

4 Conclusion 

We modified a commercial rheometer to align the plates in a parallel-disk configuration perpendicular to 

the rotational axis. Parallelism is controlled with a precision of about 1 μm. This modification allows to 

overcome the significant error in the gap height while zeroing the device plates and enables extending the 

measurement window for shear rates to more than 105 s-1. 
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Abstract
The experimental environment in the low speed wind tunnel of the Universität der Bundeswehr München
(UniBwM) was optimized to perform basic 2D blade profile tests in an open test section. The major changes
and developments are the optimization of the streamwise static pressure gradient in the test section, the
adaptation of existing profile models with the use of end plates as well as the design and use of a wake rake.
Additionally, surface oil flow and infrared visualization techniques were utilized to visualize the surface
flow on the models and to validate the general flow characteristics on the profiles. The whole process to de-
termine a profile polar now takes less than 1h including model exchange. The test results for two reference
laminar profiles were validated against results in a large wind tunnel and XFOIL. The results show a very
good coincidence in lift and lift gradient over a large angle of attack range after appropriate wind tunnel
interference corrections have been applied to the measured data. The UniBwM wind tunnel will be used in
the future for the pre-development of stall-optimized wind turbine rotor blade profiles with different leading
edge modifications and devices.

1 Introduction
The low speed wind tunnel of the Dept. of Mechanical Engineering of the UniBwM had to be optimized
to investigate 2D wing profiles. The aim is to obtain lift and drag polars from satisfactory measurements
over an angle of attack range from α =−20◦ to α = 25◦ at the maximum achievable Reynolds number. The
profile models used have a chord length of c = 0.35 m and a span of bm = 0.8 m. The following tasks have
been identified to optimize the existing testing environment for the intended profile tests:

• Identification and optimization of wind tunnel flow quality.
• Appropriate Installment of the given models in the test section.
• Realize a 2D profile flow in the open test section.
• Measure drag and lift forces through the required angle of attack range.
• Implement wind tunnel correctional methods for lift and drag.
• Validate the obtained results against reference data.

2 Wind Tunnel and Flow Quality
The wind tunnel at the department of mechanical engineering was build in 1975 and has undergone several
modifications since. Some modifications implemented include the switch from a circular nozzle outlet to a
rectangular nozzle, the implementation of a ground simulation by a moving belt, the insertion of acoustic
splitter plates in the airline and a modern control system by ABB. The layout and the technical parameters
of the tunnel are shown in figure 1. However, it is important to know the turbulence level Tu, the variation
of the axial static pressure cp = f (x) in the centreline of the test section and the test section blockage ratio
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Test Section (h x w x l) 0.9m x 1.3m x 2m

Velocity 0 - 40 m/s

Test Section Re-nr.: 2.8∙106

Power 75kW

Turbulence 0.35%

Ground Simulation
(Belt with BL Removal System)

0-40 m/s

Axial Static Pressure Gradient 𝑑𝑐

𝑑𝑥
<
0.002

0.1𝑚

Wind Tunnel Data

Balance Data

Component Range [N] Resolution [N] Max dev. 
from value

Drag I 0 - 100 0,1N 0.24%

Drag II 0 - 100 0,1N 0.32%

Lift I 0 - 200 0,1N 0.02%

Lift II 0 - 200 0,1N 0.02%

Lift III 0 - 200 0,1N 0.02%

Lateral 0 - 100 0,1N 0.32%

Figure 1: The Wind Tunnel of the Department of Mechanical Engineering

B (model to nozzle cross sectional area) for the intended profile tests in order to determine whether the
intended tests can be performed or not.

Typically, open test sections show a certain axial pressure gradient, which directly influences the mea-
surement results, SAE (1999). Fig. 2 shows the axial static pressure distribution in the centreline of the test
section before (upper lines) and after optimization (lower lines) for two velocities each, Eder (2015). The
flow experienced a dominant negative axial pressure gradient from the nozzle (left) almost up to the refer-
ence position in the test section. The typical positive static pressure gradient to the collector entry (right) was
less dominant. However, a small inclination of the Seiferth-Wings at the nozzle exit of appr. 5◦ in outboard
direction reduced the negative axial pressure gradient in the front section of the test section very efficiently
and the use of small collector wings reduced the gradient in the rear section. The utilization of collector
wings in open jet wind tunnels is shown for example by Duell et al. (2010). The collector wings could
not be used for the planned profile testing, because they limit the required test section length. Therefore,
resulting gradient effects in this area must be included in the applied correctional methods.

The turbulence in the test section was determined by hot wire anemometry and measurements with a
pressure sphere. Hot wire measurements yielded a turbulence level of appr. Tu = 0.35% over the speed

Referenzpunkt

Figure 2: Static pressure gradient in test section with model before and after optimization, Eder (2015)

729



ICEFM 2018 Munich

(a) Overview, profile with end plates in test section (b) Top view, Terreblanche (2017)

Figure 3: Test setup

range of the wind tunnel in the reference position of the test section, Eulitz (2014). Measurements with a
pressure sphere, like described by Ratakrishnan (2017), yielded comparable results.

The testing Reynolds number is appr. Re = 0.8 · 106 for the given profile length of c = 0.35 m and a
maximum testing speed of u∞ = 40 m/s in the given environment. The blockage ratio is appr. B = 7% for
the given profiles, regarding the new effective test section width of bm = 0.8 m with the addition of end
plates. The test section is a quasi open test section, open to the ceiling and floor.

3 Test Section and Airfoil Model Setup
In order to realize a 2D flow over the model within the open test section, circular end plates were designed
and fixed to the airfoils which move with the profile through the angle of attack range. Fig. 3(a) shows
the profile with end plates in the test section and a wake rake located behind the profile. The model was
mounted to an external overhead balance system, which allowed an angle of attack variation via the vertical
movement of the rear lift balance to which the model was fixed with steel wires. The top view of the setup
is schematically shown fig. 3(b).

The end plates were designed with a diameter twice the model chord length of the profiles, which
proved to deliver acceptable results: Fig. 4 shows the flow pattern on a profile visualized by surface oil flow
technique, tufts and the use of an infrared thermography camera (IRT). The 2D nature of the main profile
flow is obvious. A laminar separation bubble was present for the used laminar profile on the pressure and
suction side at low angles of attack. The separation bubble on the suction side is visible in fig. 4(a) and
4(c) at a position on the profile of appr. x/c = 0.5. The separation bubble formed a distinct and straight
separation and turbulent reattachment line which is clearly visible in the surface oil flow patterns and even
clearer in the IRT pictures. The region directly at the end plates was influenced by the development of a
horseshoe vortex which was formed at the profile root, observed in the oil flow pattern. Appr. 2.5% of the
span was affected by this interference at a relative chord length of x/c = 0.5. Thus appr. 91% of the entire
wing area was not affected by end plate interference effects for the given profile in the position of zero lift.

4 Lift and Drag Measurement
The lift measurements were performed with the external overhead balance of an AVA-Göttingen type, see
also Wuest (1969). The technical data is listed in fig. 1. Drag measurements were not to be performed
with the balance, since the required correction of the model suspension drag was too dominant compared
to the actual profile drag. Therefore, a wake rake was build and used to derive the profile drag through the
analysis of the momentum loss in the wake of the profile. The wake rake was positioned relatively close to
the model trailing edge with a distance of x/c = 0.6 which required the measurement of both the static- and
total pressure in the profile wake, Wuest (1969). The profile drag derivation was realized by the formula of
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(a) Surface oil flow (b) Tufts (c) Infrared thermography

Figure 4: Vizualisation of end plate effects and 2D nature of profile flow, Terreblanche (2017)

Jones (1936):
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The used wake rake measured the total and static pressure behind the profile via pitot and static tubes. The
pitot tubes measured the total pressure up to a flow angle of 7◦ within an accuracy of appr. 1%, Nitsche and
Brunn (2006) and Terreblanche (2017). A correction may be applied for larger flow angles. The effective
flow angles at the vertical position of the pitot tubes were estimated by potential flow calculation. The
circulation of the profile was derived at different angles of attack and the effective flow angles in the various
positions of the pitot tubes were calculated with the Biot-Savart-Law. These estimations showed a local
flow angle deviation between 4◦ to 14◦ over the length of the rake for an angle of attack of the profile of
α = 11◦. A maximum flow angle at the pitot tubes of 14◦ was estimated for the planned experiments with a
corresponding error in total pressure of appr. 5%. The corresponding error in static pressure was estimated
in the region of appr. 8%. However, the wake measurement is still an error source for drag measurements at
higher angles of attack of appr. α> 7◦. The measurement will be optimized with a new, flow angle calibrated
wake rake, flow angle measurements at the rake and flow angle corrections for the measured pressures. The
investigation of a rake which moves with the inclination of the wing is also planned.

5 Wind Tunnel Corrections
Various wind tunnel correctional procedures have been investigated to correct the measured polars due to
the acting interference effects in this model setup. It was shown by Terreblanche (2017) that the correction
for lift is most successfully performed with the method of Rae et al. (1999). The best drag correction in
magnitude at small angles of attack was achieved with the method described and summarized in Mercker
(2013). The method was initially derived for vehicle testing in open test section wind tunnels, i.e for bluff
bodies of revolution. This method corrects in sum for five single interference effects, namely nozzle block-
age, solid blockage/jet expansion, collector blockage, pressure gradient and wake distorsion. But the overall
shape of the drag polar appears too distorted to perform the intended profile optimizations. Therefore, also
the method of Rae et al. (1999) is applied to the drag measurements, because the shape of the polars remains
comparable to the reference data, but with a relatively constant offset, see chapter 6.

6 Validation of Measurements
The validation measurements were performed for two reference laminar profiles characterized in table 1.
The results for the TEG4418 profile in the UniBwM wind tunnel and results from XFOIL calculations were
validated against reference wind tunnel data from the Laminar Wind Tunnel of the IAG in Stuttgart, fig. 5.
The reference wind tunnel data for the TEG4418 profile were measured at Re= 1.1 ·106 whereas the planned
tests could only be performed at max. Re = 0.8 · 106. Additionally, the turbulence level in the IAG wind
tunnel was much smaller (0.02% ≤ Tu ≤ 0.05%). Hence, a certain difference in the results was expected.
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Table 1: Basic design information of the used validation profiles

Figure 5: Comparison of the TEG4418 UniBwM profile polars with the wind tunnel reference data of the
IAG Stuttgart and XFOIL, Terreblanche (2017)

XFOIL was validated against the reference data with the Reynolds number of Re = 1.1 · 106 where the
’critical amplification factor’ Ncrit was adjusted to the wind tunnel. For the description of XFOIL see Drela
and Youngren (2001). XFOIL shows only minor deviations from the reference data, both in drag and lift.
The corrected wind tunnel data showed a relatively constant offset in drag over the angle of attack range plus
an additional offset at higher angles of attack which can be attributed to the wake rake errors discussed in
chapter 4. The Reynolds sensitivity of the laminar separation bubble influenced the results additionally, see
Terreblanche (2017). The lift polars of the reference data and XFOIL match remarkably well. The UniBwM
lift polar also coincides very well with the reference data in a large angle of attack range, with a deviation
only visible in the region of maximum lift.

Both the test results for the TEG2618 from the UniBwM as well as the corresponding XFOIL calcula-
tions were validated against reference wind tunnel data from the Deutsche WindGuard in Bremerhaven, see
fig. 6. This wind tunnel has a turbulence level of Tu = 0.35% which is similar to the UniBw wind tunnel.
XFOIL shows the lowest drag over the shown angle of attack range and the UniBwM results show the high-
est drag. Because of this deviation, future profile testing at the UniBwM may focus on relative changes from
a baseline design and not on absolute values in drag.

However, the corrected lift polars measured in the UniBwM wind tunnel and in particular the zero lift
angle and the lift gradient coincide very well with the reference data. A deviation is visible in the regions
of maximum lift. The deviations may be addressed to the larger test section interferences at high angles of
attack and Reynolds-dependent effects.

7 Conclusion
The main flow quality parameters were determined in the low speed wind tunnel test section of the Univer-
sität der Bundeswehr München and the axial pressure gradient was successfully minimized. The test setup
for 2D profile testing was optimized to ensure a 2D flow which was validated with different surface flow
visualization techniques. Finally, the whole setup was tested with two profiles against reference wind tunnel
data and XFOIL calculations which shows good agreement in the lift polars. The accuracy in drag measure-
ment still suffers from the wake pressure measurement at higher angles of attack, the applied correctional
method, the mismatch in the Reynolds number as well as different turbulence levels. However, effects in the
lift behaviour of profile modifications can be analysed in the UniBwM wind tunnel and relative changes in
the drag polars can also be measured to develop future profiles.
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Nitsche W and Brunn A (2006) Strömungsmesstechnik. Springer, Berlin Heidelberg

Rae WH, Pope A, and Barlow JB (1999) Low Speed Wind Tunnel Testing. John Wiley and Sons, Inc.

Ratakrishnan E (2017) Instrumentation, Measurements and Experiments in Fluids. Taylor and Francis
Group, LLC

SAE (1999) Aerodynamic testing of road vehicles in open jet wind tunnels. SP-1465. Society of Automotive
Engineers

Terreblanche T (2017) Optimization of Profile Polars for Wind Turbine Rotor Blades with the Use of
Leading-Edge Vortex Generators. Master’s thesis. TU Braunschweig
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Abstract 

A Tesla-diode valve allows restricted flow in one direction with the use of no moving parts and has many 
potential applications in different industrial situations. Understanding the flow through the valve is 
important for characterizing the performance of the device. In the present study, the effect of Newtonian 
and non-Newtonian nature of the fluid on the flow through a Tesla-diode valve is studied. Particle 
shadowgraph velocimetry (PSV) is used to visualize the velocity field. The results of this study showed that, 
as opposed to what is reported in the literature, a Newtonian fluid flow exiting from one stage of the valve, 
exhibits an unsteady behavior. The formation of vortices was observed, fluctuating in characteristics and 
moved toward the exit of the diode. The flow of the non-Newtonian fluid, however, showed stable flow 
within the Tesla-diode valve geometry at the same Reynolds number.  
 
1 Introduction  

The Tesla-diode valve (Tesla, 1920) is of interest as it has no moving parts but has the ability to have 
preferential flow in one direction. It has different applications in industry at both macro and micro scales 
based on its different advantages such as the ease of manufacturing, simplicity of operation, robustness, and 
low cost. It is not sensitive to contaminants, multiphase or oscillating flows. Some of the applications 
include: micro-pumps in MEMS devices to move small quantities of fluid (Nobakht, Shahsavan, & Paykani, 
2013), electronics cooling at the chip scale (Scott M. Thompson, Jamal, Paudel, & Walters, 2013), and 
pulsating heat pipe to enhance its heat transfer capability (de Vries, Florea, Homburg, & Frijns, 2017). 

The Tesla-diode valve has more resistance to flow in one direction compared to the reverse because of the 
particular arrangement of flow passages. The efficiency for flow control of a Tesla-diode valve can be 
expressed by the diodicity and this can be used as an evaluation parameter for the performance of 
the design of the device. Diodicity is defined as the ratio of pressure drops for identical flowrates such that:  

 

      (1) 

A value with a diodicity that is greater than 1 indicates flow preference in the forward direction. The 
diodicity across a Tesla-diode valve with different configurations has been measured both numerically and 
experimentally (Lin, Zhao, Guest, Weihs, & Liu, 2015; T-Q & N-T Nguyen, 2003; S. M. Thompson, Paudel, 
Jamal, & Walters, 2014). In the forward direction, the pressure losses are similar to a simple duct flow. In 
the reverse direction, however, it is highlighted that the pressure loss is due to different phenomena in the 
flow such as a sudden expansion, flow splitting, and mini-jet impingement. It is reported that the geometry 
of a valve, valve-to-valve distance and number of valves in multistage design are important parameters in 
designing Tesla-diode systems.  
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Although almost all of the works report the effect of geometric properties of Tesla-diodes on the pressure 
loss, little information is found in the literature regarding the effect of flow and fluid properties. While 
parameters such as Reynolds number that describe the balance of forces are obvious design considerations, 
the effects of other flow and fluid properties on the general flow characteristics remain to be 
comprehensively understood. There appears to be no investigation into the effect of the working fluid, 
Newtonian vs. non-Newtonian, on flow structures and stability of the flow through the Tesla-diode valve. 

Tesla-diode valves have the potential to be used as flow control devices in enhanced oil recovery methods 
such as steam assisted gravity drainage (SAGD)(Butler, 1998). The rheological properties of the produced 
oil may have an important influence on the performance of the Tesla-diode valve. The produced oil is 
typically a mixture of bitumen (4 -16 wt. %) and mineral solids (55-80 wt. %) in addition to water. This 
mixture has different rheological properties depending on its contents (Liu, Xu, & Masliyah, 2004). Pure 
bitumen behaves as a Newtonian fluid at low shear rates (~10 1/s). The presence of sand particles in the 
mixture, however, changes the Newtonian nature of the fluid to a non-Newtonian one having a shear-
thinning behavior as reported in literature (Adeyinka, Samiei, Xu, & Masliyah, 2009). The amount of the 
mixed sand also has an effect on the non-Newtonian behavior of the fluid (Adeyinka et al., 2009). At low 
concentrations, where solid sands do not have strong interaction, their effect is negligible. At high 
concentrations, however, the interaction increases due to the decreased distance between particles of the 
suspended solids. 

The non-Newtonian nature of a fluid can be modeled using the Ostwald-de Waele power law model 
(Schramm, 1994). This model describes the change in the viscosity of the fluid (µ) with respect to the applied 
shear r  a flow consistency index (k), and a flow index (n) (Schramm, 1994) such that: 

       (2) 

In this paper, the effect of fluid rheology on the velocity distribution along a Tesla-diode valve is considered. 
The occurrence of flow fluctuation which has an effect on the performance of the diode is also covered for 
both Newtonian and non-Newtonian fluids. Particle shadow-graphic velocimetry (PSV) was used as the 
flow visualization techniques in the experiments. To achieve this, a multistage Tesla-diode 
original patent (Tesla, 1920) was used. The primary use of the results will be to evaluate the potential 
application of the Tesla-diode in SAGD.  

2 Experimental setup  

A photograph of the optical setup used to perform PSV is shown in Figure 1(a). The setup includes a high 
speed camera (Phantom v611, Vision Research Inc.) coupled with a lens (Nikon AF NIKKOR 50mm f/1.8D 
lens), a high current LED, and a flow channel. The camera ran at 11,000 fps frame rate where the system 
was illuminated in a continuous mode using 4 in  4 in LED. A flow channel to represent the multistage 
Tesla-diode geometry was designed as shown Figure 1 (b). This channel was made of two layers  a flow 
channel and a window for optical access. The flow channel was manufactured using a 3D printer (Form2, 
Formlabs Inc.,) with a clear photoactive resin, allowing illumination in shadowgraph mode. Laser-cut 
acrylic sheet was the material used for the optical window covering the flow geometry. These two parts 
were then assembled and fastened using screws as shown in Figure 1 (c).  
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Water was the Newtonian fluid used for the experiments while a mixture of water and polyacrylamide was 
used as a non-Newtonian working fluid. A standard procedure was used to prepare 1000 ppm 
polyacrylamide solution (Ansari et al., 2015). This solution is a shear-thinning fluid with the flow 
consistency index of k = 0.054 and flow index of n = 0.469 (Ansari, 2016). 

The experiments for both Newtonian and non-Newtonian fluids were performed at the same Reynolds 
number of 500. This was so that the effect of the rheology can be determined in the same flow regime. The 
viscosity of non-Newtonian fluids varies with respect to the shear rate which indicates that the traditional 
approach for the Reynolds number calculation is not applicable. The Reynolds number for non-Newtonian 
fluid is therefore calculated as(Kozicki, Chou, & Tiu, 1966): 

      (3) 

where  is the fluid density, is the hydraulic diameter Tesla-diode valve entrance ;  is the average flow 
velocity; and  and  are constants depending on the shape of cross section of the channel. For square 
channels = 0.2121 and = 0.6766 (Kozicki et al., 1966). This relationship can also be used for Newtonian 
fluids by substituting  and . A peristaltic pump (Masterflex, Cole-Parmer) was used to provide 
the desired flow rate of the fluid through the diode. A dampening chamber was also used to remove flow 
fluctuations upstream to the inlet to the Tesla-diode valve. The fluid samples were seeded with 40 µm tracer 
particles to capture the motion of the fluid.  

 
Figure 2. Raw image of water and 40 µm tracer particle mixture using PSV 

 
  

(a) (b) (c) 
Figure 1 (a) picture of PSV test setup, (b) solid model and (c) picture of assembled flow channel 
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A sample of a pre-processed image of water flow captured using PSV is shown in Figure 2. The flow 
direction in this geometry was from bottom to top. The fluid is shown black and the tracer particles with 
40 µm in diameter are shown as white dots. The flow channel is divided into six different regions to compare 
the phenomena happening in this geometry. The images captured by the PSV were then processed using a 
commercial software (DaVis 8.4, LaVision GmbH) to determine the velocity distribution. 

 

3 Results  

A comparison of the velocity distributions and the same Reynolds number for water and polyacrylamide are 
shown in Figure 3. The velocities at each condition were normalized based on the maximum velocity of the 
fluid in order to have a better comparison of the two cases. The velocity vector maps show that the fluids 
under these conditions followed different paths along the channels of the Tesla-diode valve. In both cases, 
the flows entered the Tesla-diode from Regions A and B. As shown in Figure 3 (a), for water, the incoming 
flow is dominated by flow in through Region A. This is because the majority of the flow entering this region 
has high inertia, forcing it to follow an initial straight path before entering the region having high curvature. 
Both fluid experiences their highest velocities in Regions C and D. The first increase in velocity which 
occurs in Region C is due to the presence of high curvature in the flow path. The increase in velocity in 
Region D however, is due to the presence of a convergence in the flow forming a vena-contracta. At this 
location, due to the presence of the sharp corners, the flow cannot follow the sudden change in the geometry. 
In this case the streamlines of the flow will converge and make a narrower jet with higher velocity at that 
location.  

For polyacrylamide solution, shown in Figure 3 (b), the flow through Region B dominates. This fact is due 
to the non-Newtonian behavior of the fluid. Experimental studies on non-Newtonian flow showed that the 
shear-thinning behavior of fluids may delay the transition of a flow to turbulence which can be related to 
the drag-reduction properties of such fluids (Volokh, 2012).The vena-contracta effect was also observed in 
the non-Newtonian fluid where the maximum velocity occurs at Region D. 

 

 
A closer look at the velocity distribution within Region B, Figure 4(a), shows a location with minimum 
velocities for both water and polyacrylamide. Further investigation was therefore considered for this region. 
The velocity vector maps for both Newtonian and non-Newtonian flows in Region B are shown in 
Figure 4 (b) and (c). It can be seen that the flow for water cases had a coherent circulation occurs in this 

 

(a) (b) 

Figure 3. Normalized velocity vector map (a)water and (b) 1000 ppm polyacrylamide solution 
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region. The circulation for this flow occurred downstream (y/w = 1.5) which is closer to the region with 
dominant inlet flow (Region C). In the flow of polyacrylamide, no circulation observed in this region. 

 

 

The effect of the fluid rheology on the flow was also indicated by differences in flow patterns at the exit of 
the first stage. For water, the flow was steady from the entrance of the valve up to Region D. Fluctuation in 
the flow was observed as the flow enters Region F. In this region, vortices started to form at locations that 
changed with time. Figure 5 (b) to (e) show the motion and the development of these vortices in the Tesla-
diode valve in Region F. The streamlines of the flow at the t = to is shown in Figure 5 (b). In this time frame, 
the center of vortex was located at y/w = 6.5. At a later time (t = 2.3×10-3 s), the center of the vortex moved 
closer to the entrance of the following valve at y/w = 7. As the vortex moves further downstream y/w = 7.5 
shown in Figure 5 (d), another vortex starts to form at y/w = 4.5. The generated vortex then moves closer to 
the entrance as shown in Figure 5 (e). The same cycle repeated over time. The presence of such a 
phenomenon results in the presence of an unsteady flow for the Newtonian fluid. In the non-Newtonian 
flow, however, a stable flow due to the delayed the transition to turbulence was observed. 

 

 

(a) (b) (c) (d) (e) 
Figure 5. A focus on Region F with water flow: (a) location of zoomed in flow region, and streamlines of the flow 

motion with the vorticity at the background color map at (b) t = to, (c) t = to,+ 2.3×10-3 s (d) t = to +4.6×10-3 s and (e) 
t = to+8.9×10-3 s  

  

   
(a) (b) (c) 

Figure 4. A focus on Region B:(a) location of zoomed in flow region and normalized vorticity vector map of  
(a) water and (b) 1000 ppm polyacrylamide solution  
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4 Conclusion 

The velocity distribution of a Newtonian and non-Newtonian fluid through a Tesla-diode valve at Reynolds 
number of 500 was studied using PSV. The results highlighted the importance of the fluid rheology on the 
performance and unique phenomena within the Tesla-diode valve. The results, in general, showed that there 
are significant differences between Newtonian and non-Newtonian flows that have to be accounted for when 
considering the application of Tesla-diode valves. The main variation in the flow pattern was seen through 
the different preferential flow at the inlet of the valve for water and polyacrylamide. The flow of Newtonian 
fluid showed an unsteady motion as the fluid exited one stage of the Tesla-diode valve. In case of non- 
Newtonian flow, the results indicated that the transition to turbulence was delayed which led to relatively 
more stable flow.
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Abstract 
A particle image velocimetry (PIV) experiment is carried out to investigate the fluid-structure interaction 
between a fish-like model and an incoming flow at Reynolds number of 3.57×104 (based on the length of 
model). The model is composed of a rigid NACA0020 airfoil and a flexible extended trailing edge plate. 
The kinematic characteristics of the flexible trailing edge plate is firstly analyzed. While interacting with 
the fluid, the flexible plate will perform strong periodic vibration, and present an undulatory mode. The flow 
field is also captured in this study. It is found that the vibration of the flexible plate causes the generation 
and shedding of trailing edge vortex. Compared with the rigid trailing edge plate, this study further shows 
that the flexible one can greatly reduce the velocity deficit in the wake and suppress the post-stall separation 
at high angle of attack. 
 
1 Introduction  
Swimming performance of fish has always been a hot issue in the field of fluid mechanics. In the early 
studies of Lighthill (1970), Wu (1971), Katz and Weihs (1978), the flexible bodies of aquatic animals are 
found to have excellent hydrodynamic characteristics. The undulatory propulsion mode of such aquatic 
animals tends to improve speed and hydrodynamic efficiency. Based on the rigidity of fish bodies, the 
structure of fish can be divided into four categories: anguilliform, subcarangiform, carangiform and 
thunniform (Lindsey (1978)). Accordingly, the movement of most fish can be simplified as the fluid-
structure interaction of a rigid forebody and a flexible trailing edge plate in an incoming flow. 
Numerous studies aimed to find out the mechanism of fluid-structure interaction of flexible plates or flags 
have been conducted. It was indicated in the soap film tunnel experiment by Zhang (2000) that the flexible 
flag performs three different modes with the flag length and flow velocity increasing: stretched straight 
mode, coherent flapping mode and chaotic flapping mode. The corresponding amplitude and frequency of 
each mode are also variable. Eloy et al. (2007, 2008) analyzed the flutter instability of cantilevered flexible 
plates theoretically and experimentally. They pointed out that the instability of flexible plates or flags is due 
to the competition between destabilizing pressure forces and stabilizing bending stiffness. Further 
investigations of Connell and Yue (2007), Shelley and Zhang (2011) showed that the flutter modes of flag 
is related to Reynolds number (Re), the mass ratio of flag to fluid and the flag rigidity. Chaotic flapping 
mode is easier to occur for the flag with higher Re, larger mass ratio and less rigidity. However, a majority 
of these works rarely considered the flow structures. The fluid-structure interaction of flexible plates is 
common phenomena in nature and engineering. Watanabe (2002) indicated that the increase of paper 
printing speed will cause paper flutter and rupture, thereby reducing production efficiency. Allen and Smits 
(2001) placed a piezoelectric flexible plate in the wake of a bluff body, the Karman vortex street of which 
can induce deformation and vibration of the plate, thus generating electricity. Moreover, such fluid-structure 
interaction phenomenon also has an effective application in stall control. Pantula (2008) suggested 
controlling post-stall separation of NACA0012 airfoil by attaching flexible fin on the upper surface of the 
airfoil. Liu et al (2009, 2010) supplemented the work of Pantula (2008) experimentally and indicated that 
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drag reduction and oscillation suppression particularly for the natural low frequency oscillation in deep stall 
are achieved by using a flexible fin attached at a suitable location on the NACA0012 airfoil. Liu et al (2007) 
discovered that attaching a static extended trailing edge behind the NACA0012 airfoil can achieve lift 
enhancement at a small drag penalty. They prospected the great potential of flexible extended trailing edge 
to improve the cruise flight efficiency and control separation. 
Inspired by Liu et al. (2007, 2009), this paper conducts a PIV experiment to study a fish-like model 
consisting of a rigid NACA0020 airfoil and a flexible extended trailing edge plate at high angle of attack. 
The kinematic characteristics of the plate as well as the flow field are both analyzed to explore the interaction 
of the model and surrounding fluid. The full text is divided into following parts: introduction, experimental 
method, kinematic characteristics of the flexible plate, flow field and conclusion. 
 
2 Experimental method 
The present experiment is carried out in the low-speed, self-circulating water tunnel at Beihang University. 
The schematic diagram of the PIV experimental set-up is illustrated in Figure 1. The test section of the water 
tunnel is 3m long with a cross-section size of 0.6m (width) ×0.7m (height). The freestream velocity (U∞) is 
0.30m/s and the turbulent intensity (σ) is less than 1% in this experiment. As shown in Figure 2, the fish-
like model is composed of an aluminum NACA0020 airfoil and a flexible extended trailing edge plate. With 
the chord length of the airfoil (C) to be 60mm and the size of the flexible plate to be 80mm (length (L)) 
×80mm (width) ×0.1mm (thickness), the corresponding characteristic length (D=C+L) is 140mm, resulting 
in the Reynolds number based on D (ReD) being equal to 3.57x104. The material of this flexible plate is 
polycarbonate with modulus of elasticity and Poisson ratio of 780MPa and 0.4, respectively. In order to 
facilitate the connection, a slot is cut along the chord in the rear of the airfoil into which the flexible plate 
can be inserted. As a result, the trailing edge plate can be approximated to a cantilever plate with one end 
fixed and the other end free. The angle between the airfoil chord and freestream (α) is 30°, which belongs 
to the post-stall angle of attack. For comparison, a rigid aluminum trailing edge plate with the same size is 
also adopted to be a reference. 

  
Figure 1: The schematic diagram of the PIV 

experiment. 
Figure 2: The fish-like model. 

 

The high-speed laser with the frequency up to 1 kHz is used in the PIV experiment as a light source. In order 
to get the required flow field, two parallel laser sheets of approximately 1.0mm thickness are irradiated from 
both sides of the model to illuminate the measured area. Hollow glass beads with diameter of 5~10μm are 
employed as tracer particles and the density is 1.05g/mm3, which is close to water density. Two synchronous 
high-speed CMOS cameras mounted along streamwise direction are employed in the present study to 
capture the motion of flexible trailing edge and flow structures simultaneously. The sampling speed is set 
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to be 400Hz due to the freestream velocity. The resolution of each camera is 2048×2048 pixels and the field 
of view (FOV) is about 170mm×170mm, resulting in the magnification being 0.083mm/pixel. The raw 
images are processed based on the multiple iterative Lucas-Kanade algorithm (MILK) (Champagnat et al. 
(2011)) to obtain original velocity field. The interrogation window size is set to be 32×32 pixels with 75% 
overlap rate and the number of velocity vectors are 256×256. 

3 Results 
3.1 Kinematic characteristics of the flexible trailing edge plate 

In this paper, the flexible trailing edge plate attached to the airfoil will vibrate while interacting with the 
fluid. The vibration frequency of the plate (fpl) can be attained by conducting the fast Fourier transform (FFT) 
on the vertical movement at the end of the plate. The spectrum of plate vibration is shown in Figure 3 and 
the power spectrum density is normalized by its maximum value. It is obvious that the vibration of this 
flexible trailing edge plate is a strong periodic motion with a frequency of 1.54Hz.  

To intuitively reflect the motion of the flexible plate, the vibration patterns in one period is presented in 
phase (Φ) sequences in Figure 4. The phase Φ=0° is defined corresponding to the time when the end of the 
plate vibrates to the highest vertical position. It can be found that the end of the plate reach the lowest 
position at around Φ=180°. The vibration pattern at Φ=90° expressed in red solid line presents an undulatory 
mode with several inflection points on the curve, which reflects the complexity of the flow field. 

 
 

Figure 3: Frequency spectrum of the flexible trailing 
edge plate. Figure 4: Vibration patterns in one period. 

 

3.2 Flow field 

The phase-averaged flow field is also presented in phase sequences in Figure 5. The X and Y positions are 
normalized by C. There always exists a separation region at the leeward airfoil surface. At Φ=0° when the 
end of the flexible plate is at the highest vertical position, there is a counter-clockwise vortex (hereinafter 
referred to as the trailing edge vortex) near the end of plate. Subsequently, the flexible plate moves towards 
the negative direction of Y, resulting in the extrusion of trailing edge vortex. When Φ reaches to 90°, the 
trailing edge vortex goes above the flexible plate. As Φ continues to increase, the trailing edge vortex 
gradually sheds from the plate and then dissipates downstream. The trailing edge vortex is no longer seen 
from the streamline at Φ=180° when the end of the plate reaches the lowest vertical position. Then the 
flexible plate begins to move towards the positive direction of Y, and the trailing edge vortex appears beneath 
the plate at Φ=315°. For comparison, the time-averaged flow field of rigid trailing edge plate case is shown 
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in Figure 6. Compared with the flexible case, the separation region is much larger, which means the 
existence of flexible trailing edge plate greatly suppresses the post-stall separation at high angle of attack. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

Figure 5: Phase-averaged flow field of flexible trailing edge plate case. (a) Φ=0°; (b) Φ=45°; (c) Φ=90°; (d) Φ=135°; 
(e) Φ=180°; (f) Φ=225°; (g) Φ=270°; (h) Φ=315°. 

 

Figure 6: Time-averaged flow field of rigid trailing edge plate case. 
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Figure 7 presents the minimum value evolution of the time-averaged streamwise velocity (U) along the  
downstream direction. The time-averaged streamwise velocity distributions at the chosen four streamwise 
positions (X/C=0.5, 1.5, 2.5 and 3.5) are further shown in Figure 8. The black lines and the blue lines 
represent the flexible and rigid cases respectively. U is nondimensionalized by U∞. As shown in Figure 7, 
the streamwise velocities in these two cases both reach the minimum value at around X/C=0.3. It means that 
the magnitude of streamwise velocity deficit is the highest at this position. In Figure 8, the streamwise 
velocity deficits in these two cases both decreases gradually at these four positions. Besides, the magnitude 
and vertical range of velocity deficit in the flexible trailing edge case are less than those in the rigid case at 
each streamwise position. Specifically, both rigid and flexible cases suffer a great velocity deficit at X/C=0.5. 
The negative streamwise velocity at around Y/C=0 indicates that there is a recirculation zone. At X/C=2.5, 
the streamwise velocity in the flexible case restores to be positive, but the minimum streamwise velocity in 
the rigid case is still negative. Therefore, the flexible trailing edge plate can greatly reduce the velocity 
deficit in the wake, thus lead to drag reduction compared with the rigid trailing edge plate. 

  
 

Figure 7: The minimum value evolution of streamwise 
velocity as flow goes downstream. 

Figure 8: Time-averaged streamwise velocity 
distributions at different streamwise positions. 

 

4 Conclusion 
This paper discusses the fluid-structure interaction phenomenon on a fish-like model at high angle of attack. 
Coupled with the flow structures, the vibration of the flexible trailing edge plate in the fish-like model 
performs an undulatory pattern. This vibration phenomenon can help to reduce the velocity deficit in the 
wake and control the post-stall separation at the leeward surface of the airfoil when compared with the rigid 
trailing edge plate. This study makes it clear that the flexible trailing edge plate have more advantages on 
post-stall separation control than the rigid one. 
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Abstract

Various phenomena appear on a water vortex in a cylindrical tank over a rapidly rotating bottom disk.
Sloshing phenomenon that a calm state with an almost axisymmetric water vortex is alternated with another
state with an undulating surface wave propagating along the side wall is one of such interesting phenomena.
The condition for the sloshing to occur is investigated in detail by laboratory experiments in a cylindrical
tank. Appearance of sloshing is considered as an instability and analyzed using a concept of instability
as a resonance between neutral waves. A simple model indidates that sloshing can be well understood as
a resonance between an inner topographic Rossby wave and a gravity wave propagating along the outer
sidewall.

1 Introduction

Water in a cylindrical tank which is forced to rotate by a rapidly rotating disk at the bottom shows a variety
of interesting flows despite the simple experimental setting. Formation of polygonal vortices is one of such
phenomena, which is first reported by Vatistas (1990) and have been investigated by many researches (e.g.
Jansson et al.2006). He reported another phenomenon called sloshing where a calm state with an almost
circular vortex is alternated with another state with an undulating water surface. Similar phenomenon that
the almost circular vortex is alternated with an elongated elliptic vortex is called switching and its features
have been investigated (e.g. Suzuki et al.2006, Tasaka and Iima 2009). On the other hand, the sloshing has
been less notided, although this phenomenon is also reported by Iga et al.(2014). However, this sloshing is
also a remarkable phenomenon.

Theoretical explanations for these phenomena are also being presented. The instability of the basic
axisymmetric flow is investigated using the concept of resonance between neutral waves, and tried to explain
the occurrence of polygonal vortices (Tophøj et al.2011) and also the sloshing phenomenon (Fabre and
Mougel 2014). By considering the instability, the velocity distribution of the basic flow is important and
critical. In these instability analyses, the axisymmetric flow is constructed based on a simple assumption
on momentum transfer through boundary layers: momentum exchange between water and the surrounding
boundary should be proportional to the square of the velocity difference. However, this basic state is not
necessarily accurate which does not explain the experimental measurements for the axisymmetric cases.
Through a detailed analysis of the boundary layers of the axisymmetric flow of this situation, a solution
of the basic state is obtained which accurately explains the axisymmetric states of the experimental data
(Iga 2017, Iga et al.2017). The theoretical explanation should be reexamined using this more precise basic
state. At that time, the experimental data is useful to examine the validity of the theoretical analysis. The
polygonal vortices have been actively studied and there are plenty of data, but there are few for the sloshing
phenomena. From this viewpoint, we performed the laboratory experiment of water vortex in a cylindrical
container with rotating bottom, in particular noticing the parameter ranges of the experimental conditions
wherein sloshing is expected to occur. Based on the experimental results, theoretical explanation of the
appearance of sloshing is examined.
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Water

Rotating Bottom Disk

Cylindrical Container

Video Camera

Figure 1: Sketch of the apparatus for the rotating bottom disk experiments

2 Setup of the experiment

The experimental apparatus is the same as Iga et al.(2014, 2017). A disk with radius 150mm is attached
near the bottom of a cylindrical container with radius 168mm. This disk is connected to a shaft under the
container and driven by an external motor to rotate the disk. The container is filled with water to an initial
depth H above the disk, and the disk is rotated at a constant rate Ω. The flow in the container is recorded by
a video camera.

3 Results of the laboratory experiments

Varrious phenomena are observed according to the combination of the parameters H and Ω. When H is
small and Ω is large, polygonal vortices are typically formed. On the other hand, when H is large and Ω is
small, the flow tends to keep axisymmetric features.

Sloshing with a propagating wave along the side wall is observed in the parameter range for relatively
small Ω and large H , i.e. in the region where the flow is typically axisymmetric. Sloshing with azimuthal
wavenumber 3 is most clearly observed. A calm circular state alternates with undulating state as shown
in Figure 2. This phenomenon occurs only in a narrow range of rotation rate of the bottom disk around
Ω ∼130rpm, but observed for wide range of initial water depth. Sloshing with azimuthal wavenumber 2
is also found around Ω ∼220rpm for deep water cases (Figure 3). Distinct sloshing with higher azimuthal
wavenumber is not recognized, but a constant oscillation of the water surface is observed for Ω ∼100rpm;
it may be an alternative appearance of the sloshing for the azimuthal wavenumber 4.

4 Simple analysis using a concept of instability as wave resonance

In the observed sloshing, the flow has anisopropic features despite the background state is a circular ax-
isymmetic flow. The occurence of sloshing may be considered as an instability of a basic axisymmetric
flow.

In order to discuss the instability of a basic flow, its velocity distribution is necessary. For the present
case, the velocity distribution of the basic axisymmetric flow is already obtained: The main part of the
internal flow region is divided into two sub-regions: inner core of the solid body rotation with the same ro-
tation rate as that of the bottom disk, and the outer region of potential flow with uniform angular momentum
(Bergmann et al. 2011). The precise distribution of the axisymmetric flow is given by Iga (2017) and Iga
et al.(2017).
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(a) calm state (b) undulating state

Figure 2: Sloshing with azimuthal wavenumber 3. (a) the almost circular vortex (b) largely undulating water
surface. Initial water depth H=9cm and the rotation rate of the bottom disk Ω=130rpm.

(a) calm state (b) undulating state

Figure 3: Sloshing with azimuthal wavenumber 2. H=15.5cm and Ω=225rpm.
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On this axisymmetric flow may exit instability which can develop to a non-symmetric disturbance.
Generally, such an instability may be explained as a resonance between neutral waves: when two counter-
propagating neutral waves whose angular phase speed including the basic axisymmetric flow coincides, the
two neutral waves may cause an instability through resonance. In the following, we consider the existing
neutral waves in the basic axisymmetric flow which may resonate to cause an instability.

In the inner core, the axisymmetric flow has a constant phase speed of Ω, and the central part of its upper
surface lowers according to the hydrostatic and cyclostrophic balances. The change of the water depth along
the radial direction causes a topographic β-effect, and thus exist topographic Rossby waves. First, let us
estimate the angular phase speed of the Rossby waves. The phase speed of a Rossby wave cR is given as

cR =−
β

k2 +1/λ
2
R

,

where β is the Rossby parameter, k the wavenumber, and λR the Rossby’s radius of deformation. For shallow
water cases, the Rossby parameter for topographic effect can be calculated as

β =
2Ω

h

dh

dr
,

where h is the water depth at the point distant from the rotating axis. The gradient of the water surface is
calculated as

dh

dr
=

rΩ
2

g
,

from the hydrostatic and cyclostrophic balances, where g indicates the gravity acceleration. Therefore, by
approximationg h as its initial value H , β can be estimated as

β ∼
2rΩ

3

gH
.

Since the Rossby’s radius of deformation λR is defined as

λR =

√
gH

2Ω
,

and the wavenumber k can be estimated as k = K/r using azimuthal wavenumber K, the phase speed of the
Rossby wave can be estimated as

cR ∼−
rΩ

2+
gHK2

2Ω2r2

.

Representing r as R/2, cR and corresponding angular phase speed ωR ≡ cR/r becomes

ωR =
cR

r
∼−

Ω

2+
gHK2

2Ω2r2

∼−
Ω

2

(

1+
gH

Ω2R2
K2

) .

On the other hand, the phase speed of the gravity wave which propagates along the side wall may be
esitimated as

cg ∼

√

g

k
tanhkh.

Representing h as its initial value H and k as K/R, cg and corresponding angular phase speed ωg ≡ cg/R
becomes

ωg =
cg

R
∼

1

R

√

g

k
tanhkh ∼

√

g

KR
tanh

(

K
H

R

)

.
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We obtained the phase angular speed of the Rossby and gravity waves as their intrinsic speeds. However,
both Rossby and gravity waves propagate on the non-zero basic flow. The central part of the flow, where the
Rossby waves are trapped, is the region of rigid body rotation with angular velocity Ω. On the other hand,
the velocity of the water at the sidewall is obtained by Iga (2017), whose estimation indidates that it is about
10% of that of the bottom disk inside the parameter range of the experimental setting: uθ(R)∼CΩR where
C ∼ 0.1. For the instabilityto occur, the angular phase speeds on the basic flow should coinside:

Ω+ωR ∼
u(R)

R
+ωg.

Using the derived estimations, this condition becomes

Ω









1−C−
1

2

(

1+
gH

Ω2R2
K2

)









∼

√

g

KR
tanh

(

K
H

R

)

.

In most cases of the laboratory experiments, the gravity wave can be regarded as deep water wave or
g/(KR) tanh(KH/R) ∼ g/(KR). Thus, for sloshing with small azimuthal wavenumber K, this condition
reduces to

Ω ∼
1

1/2−C

√

g

KR
,

which explains that the rotation rate of the bottom disk when the sloshing occurs scarcely depends on the
initial depth of the water.

5 Conclusion

The basic features of sloshing phenomena occuring in a cylindrical water tank with rapidly rotating bottom
is investigated for wide range of the parameters the initial depth H and the rotating rate of the bottom disk
Ω. By applying the instability as a resonance between neutral waves, this phenomenon can be interpreted as
resonance between Rossby wave and gravity wave propagating along the side wall. In particular, the feature
of the parameter dependency where the sloshing phenomenon is observed is well explained.

For further precise investigation, direct calculations of the instability problems are necessary, which
has become possible since the accurate solution of the basic axisymmetric flow is already obtained. The
experimental data should be also more accurate in order to check the detailed calculation of the instability
analysis.
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Abstract 

The transport of particle dispersions in a fluid matrix plays an important role in natural and technological 
processes. Within such transport processes, the accumulation as well as physicochemical and biological 
transformations of the dispersion might take place simultaneously and thus detailed knowledge of the fluid 
mechanics within the dispersion is of high interest in food and other processing technologies. Information 
about these mechanics can be obtained using optical measurement techniques such as Laser Doppler 
Anemometry (LDA), Particle Tracking Velocimetry (PTV) and Particle Image Velocimetry (PIV). 
However, applications of these techniques in fluid mechanics research are limited by several factors. The 
systems need to be transparent to some extent and refraction by the materials involved can cause problems 
regarding both the sufficient illumination of the flow and the reliability of the signal. This is especially 
true for the investigation of multi-phase flows where refracting interfaces may be present anywhere in the 
control volume and are also mobile. Model systems are often developed to grant optical access while still 
behaving in a way similar to the original system. One way to ensure reliability of the results is to match 
the refractive indices of all relevant components in the experimental setup. Highly concentrated 
dispersions have not been researched extensively due to the strong limitations set by the difficult 
environment of such phenomena, be it for invasive or non-invasive diagnosis methods. Due to material 
properties such as plasticity, elasticity and rheological behavior of the fluid, the solid phase cannot be 
investigated with invasive measurement methods because the sensor will interact with the dispersion and 
hence the results will not be precise. The context of the presented research is the fluid mechanical analysis 
of stirred chunky fruit preparations, where solid matter particles are present that are vulnerable to 
mechanical influences. Fruit preparations are typically highly loaded with particles and have a high variety 
of available interactions. To investigate specific mechanical interactions with the fluid, with the apparatus 
and of the particles with each other, a stirring tank setup is created where all relevant components are 
transparent with matching refractive indices. 

1 Introduction 

This research is aimed at the optimization of mixing processes regarding mechanical stress in the 
processing of chunky fruit preparations. Simulation models are developed to create artificial neural 
networks capable of predicting optimal process parameters for individual stirring setups depending on 
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specific product and process requirements. Velocity and stress distributions are derived in fluid 
mechanical experiments to validate these numerical models. The strategy is thus neuro-numerical and 
based mainly on Particle Image/Tracking Velocimetry (PIV/PTV), Computational Fluid Dynamics (CFD), 
and machine learning. Chunky fruit preparations are very complex systems which can be described best (if 
at all) using hybrid methods extending the possibilities of conventional fluid CFD (Díez Robles, 2009). 
Particle-laden turbulent flows have been researched extensively (e.g. Elghobashi, 2006) due to their 
importance across many process engineering disciplines. A useful introduction into the basic and 
advanced theory of stirring flows is provided by the Mixing chapter in Food Process Engineering and 
Technology (Berk, 2013), while the necessary basics for optical measurement (PIV and PTV) are 
compiled in the very comprehensive Particle Image Velocimetry: A Practical Guide (Raffel, et al., 2007). 

2 Experiments 

2.1 Refractive Index Matching (RIM) 

Refractive differences are a significant challenge when measuring flow situations with two or more phases 
and multiple interfaces moving around in the observed volume. Refractive index matching has been 
documented for several setups (Bai & Katz, 2014; Budwig, 1994; Byron & Variano, 2013; Cui & Adrian, 
1994; Daviero, et al., 2001; Franklin & Wang, 2002). In these cases, liquid and solid components used in 
the experiment consist of materials selected to refract light equally or similarly within an accepted range. 
However, most transparent solid materials have refractive indices of 1.5 and above while most available 
liquids have significantly lower indices, e.g. water: 1.33 (Polyanskiy, 2017).  

2.2 Materials 

Transparent PMMA (Plexiglas), with a particularly low refractive index of 1.49, is chosen here as the 
material for the apparatus. Highly concentrated aqueous sodium iodide solution (64%w/w NaI) with an 
index of 1.49 is used as the liquid medium in a first stage. In a second stage, NaI is combined with sucrose 
in order to change the viscosity of the medium while keeping the refractive index constant. Particles are 
made by solidifying the solution using hydrocolloids. First attempts to produce gels mimicking the 
mechanical properties of fruit matter used κ-carrageenan because of its excellent gelling properties as 
described in the literature (Belitz, et al., 2008; Campo, et al., 2009; Rochas, 1984) but at a high 
concentration of sodium iodide, the gels turn out to be significantly weaker. Combinations with other 
hydrocolloids were tested. For most hydrocolloids, a high concentration of salt (NaI) severely impedes 
their solidification; in addition, a high concentration of iodide ions often causes dark discoloration similar 
to a starch-iodine reaction. After many attempts, combination of locust bean gum with κ-carrageenan 
proved successful. The stirrer made from PMMA is of a modified anchor type operated in a stirring vessel 
with a torispherical bottom as depicted in Figure 1. A similar apparatus is used in the industry for particle-
laden liquids such as fruit juices with pulp content to ensure an even distribution of solids.  

2.3 Setup and Parameters 

Aqueous NaI solution (64 %w/w) with a density of 1850 kg/m³ and a Newtonian viscosity measured to be 
3,5 mPas at room temperature is stirred in an apparatus as depicted in Figure 1. The rotational speed of 
n=40 rpm corresponds, with the given parameters of this setting, to a Reynolds number of about 4110. 
PMMA particles with a mean diameter of d=50 µm are used as tracers. The stirred volume is illuminated 
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with a 100 mW laser line module (continuous wave) at a wavelength of 650 nm in the central vertical 
plane of the vessel. Images are taken with a Photron FastCam AX 100 Mini camera at a frame rate of 60 
fps. In single-phase stirring experiments, only 64%w/w sodium iodide solution is stirred. In the two-
phase-stage, gel particles are added made with 0.2% locust bean gum and 0.2% κ-carrageenan. The gels 
were cast and then passed through a sieve of 2 mm mesh width to obtain a particle diameter distribution 
around a 2 mm average. The particle volume fraction was varied from about 10% to about 50% in steps of 
10%. The rotational speed was varied between 30 rpm and 90 rpm in steps of 10 rpm.  

3 Simulation 

Simulating a suspension flow of macroscopic particles poses a great challenge, because established 
approaches in two-phase CFD modelling do not sufficiently represent the properties of their mechanics. 
The Euler-Lagrange approach traditionally represents the particles as point masses and is therefore only 
applicable for low volume fractions of the particulate phase. This is obviously unfit for flow situations 
with particle volume fractions of up to 50% and a size range around several millimeters, where particles 
are bound to collide with each other. The Euler-Euler approach does not take into account individual 
particles and treats both phases as interpenetrating continua. Like the Euler-Lagrange approach, it was not 
developed with the intention of simulating particles that exceed the cell size of the domain discretization. 
Particle collisions are not directly simulated and have to be taken into account with additional and often 
inaccurate models. Such simulations can only provide part of the mechanical information required.  

These conventional simulation models do not satisfy the requirements of the given investigation. A hybrid 
approach is used that solves the flow field with a conventional Euler-Euler CFD simulation and 
simultaneously uses discrete element modelling to compute particle-particle and particle-geometry 
collisions to obtain mechanical forces. The results of both simulations are then coupled to exchange fluid-
particle interactions. A 2300 liter tank is modelled as containing particles of 0.6 cm diameter with a 
volume fraction of 1%. The stirring flow is characterized with a Reynolds number of 44600. The flow 
creates a clear area of particle depletion through collisions as well as a spiraling (cyclonic) flow pattern. 
The ratio of grid size and particle diameter is a limiting factor in this setup and expanding it to larger 
particles is problematic. However, results can be used as a basis to extend the Euler-Euler simulation. As 
shown in Figure 2, the depletion of particles computed with conventional CFD alone does not match with 

Figure 1: Setup of stirring experiments with PIV system 
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that of CFD-DEM coupling. This coupling approach can be used to gather insight, such as the location of 
collisions and the distribution of collision forces. Generally, it is also of interest which flow parameters 
characterize collisions most reliably. The answers will be used to extend the Euler-Euler equation with a 
momentum equation for multiphase simulations. Apparently, collisions are concentrated at the same 
locations where velocity gradients are large. The spatial distribution of collision forces also shows that the 
strongest events (with the most potential for detrimental effects) happen in the wake of the agitating arms. 
Shear rate values are highest at the edges of the stirrer and the positions of the most forceful collisions 
match the areas of high shear (high velocity gradients in the flow field lead to collisions).  

4 Results 

In single-phase stirring experiments, a good match between measured and simulated velocity distributions 
results has been observed with velocity magnitudes in both distributions ranging from 0 to 65 mm/s. 
Figure 3 illustrates that in a two-phase experiment the absolute velocities are still in the same order of 
magnitude. A combination of increased particle loading and more revolutions per minute leads to 
significantly higher velocity magnitudes, while more particles or faster stirring alone had no pronounced 
effect. First CFD-DEM simulation runs imply that position and force value of collisions and even the 
volume fraction distribution can in fact be correlated with flow parameters such as dynamic pressure and 
velocity gradients. The next step will be the extension of the momentum equation by a corrective function 
η(p,u) to modify the drag included in the phase coupling term and enabling the prediction of collisions. 
This will ultimately complete the modified Euler-Euler simulated model of a chunky fruit preparation. 

5 Prospect 

Further series of experiments will focus on variation of the rheology, preferably by introduction of a non-
Newtonian RIM liquid. First trials show that sodium iodide and sucrose may interact to create a shear-
thinning effect in a mutual solution. Extending the applicability of the simulation model to geometry 
interactions and collisions must involve either additional source terms or CFD-DEM-coupling. If this is 
not feasible, partitioning in size ranges and computing as one phase per range might be a useful alternative 
(population balance approach); in that case, transition flows between size ranges would be calculated 
according to stress load history. Shear, strain and collision have to be considered and accounted for in a 

Figure 2: Particle distribution patterns predicted by classic CFD (left) and 
CFD-DEM coupling (right) for the same suspension after 4 seconds of 

simulated stirring time. 
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bulk value parameter that is yet to be defined. Results could then also be validated with conventional 
sifting analysis as well as particle image analysis. 
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Abstract 

The aero-thermal properties of the flow field downstream of an NGV cascade of a three-sector combustor 

simulator rig are characterized by means of five-hole probe/ temperature sensor measurements as well as 

laser-optical FSM-FRS diagnostics. Both methods are applied to acquire and analyze pressure, 

temperature and velocity information in a cross section downstream of the NGV. The study discusses 

current capabilities as well as limitations of both methods when being applied to turbomachinery 

configurations. In general, results obtained with both methods are on a similar absolute level. Based on a 

more detailed analysis, strong evidence for an intrusive interaction between the five-hole probe and the 

flow downstream of the NGV is found, which is significantly influencing the probe's measurement 

accuracies. 

 

1 Introduction  

With the introduction of modern lean burn aero-engine combustors, enhanced distortions are introduced at 

the turbine inlet plane. As a consequence of novel injector designs and the redirection of air mass, highly 

swirling flows, characterized by severe temperature gradients (hot streaks) and relevant turbulence, 

approach the turbine. These unsteady flow fields significantly challenge the reliability of common design 

procedures (Chevrier & Bertrand, 2017; von der Bank et al, 2014). Within this framework, a three-sector 

rig made up of a combustor simulator and a nozzle guide vane (NGV) cascade was installed at THT Lab 

(Laboratory of Technologies for High Temperature) of University of Florence. In the combustor 

simulator, representative temperature distortions swirl and turbulence fields are generated through the 

mixing of a heated main flow, passing through three axial swirlers, and liner cooling flows at ambient 

temperature (Bacci et al, 2015). The focus of the present study lies on the experimental characterization of 

pressure, temperature and velocity distributions downstream of the nozzle guide vane cascade. 

The optical measurement of velocity fields by PIV has improved a lot over the past 20 years and thus PIV 

became a standard tool in experimental fluid mechanics. Comparable techniques with respect to usability 

and reliability to assess temperature or pressure distributions did not evolve. State-of-the-art laser-optical 

temperature measurement techniques like CARS and Raman scattering are capable of yielding accurate 

unsteady temperature measurements. Their drawback lies in the necessity of complex hardware in form of 

powerful pulse laser systems and they are limited to point measurements.  

In this contribution, the FSM-FRS technique is used to investigate pressure, temperature and velocity 

fields behind the NGV of a three-sector gas turbine combustor simulator. FSM-FRS measurement results 

are compared against conventionally measured data acquired by means of a five-hole probe equipped with 

an additional thermocouple sensor. 
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2 Principle of FSM-FRS 
 

The FRS technique relies on the filtering of laser stray light from surfaces or windows by means of 

molecular absorption and is thus well suited to characterize internal flows. The principle of FRS is 

illustrated in Fig. 1 left: Due to broadening mechanisms related to molecular motion, the Rayleigh 

scattering’s spectral width totals several GHz, while scattering from surfaces (geometric) or Mie scattering 

from large particles has the same linewidth as the incident laser light. If now a molecular filter is placed in 

front of the detector, the narrow linewidth scattering is strongly attenuated while portions of Rayleigh 

scattering pass through the molecular filter. These portions hold information on pressure, temperature and 

flow velocity inside the investigated volume. 

 
Fig. 1 left: Narrow linewidth laser light scattering is strongly attenuated by the molecular filter, while 

portions of Rayleigh scattering pass through. Fig. 1 right: Frequency scanning method: The laser’s output 

frequency is modulated multiple times along the molecular filter’s transmission profile. 

 

As typically CCD technology is used to record the scattered intensity, spectral details on the measured 

quantities are lost due to on-chip integration. The frequency scanning method offers a viable solution to 

restore the spectral information. As indicated in Fig. 1 right, in FSM-FRS the laser’s output frequency is 

tuned in discrete steps along the molecular filter’s absorption profile. In acquiring images at each 

frequency step, intensity spectra at each sensor element are gathered. These intensity spectra can then be 

used to simultaneously retrieve pressure, temperature and velocity maps. 

 

3 Set up of the test rig and of the measurement systems 

The experimental survey was carried out on a test rig made of a non-reactive, three-sector combustor 

simulator coupled with a high pressure NGV cascade. Sectional views of the test rig’s CAD model are 

reported in Fig. 2. Red and blue arrows have been sketched in order to allow a better understanding of the 

flow field evolution. The mainstream is heated up to 423 K and passes through three axial swirlers, which 

create a highly swirling flow in the chamber. Two separate lines, at ambient temperature, feed the effusion 

cooled inner and outer liner. The interaction between the three flows generates a lean burn combustor 

representative flow field at the combustor exit. Relevant temperature distortions, together with high degree 

of swirl (±50°) and turbulence intensity (up to ≈30%) are achieved on Plane 40, nominally the combustor-

turbine interface plane. The combustor simulator presents typical features of modern lean burn combustors 

in form of main-coolant mass flow split (65%-35%), effusion cooled liners without dilution holes, and 

limited axial dimensions (≈ 2.5 swirler diameters).  

The NGV cascade is made by five vanes – six passages, in order to reach a swirler-to-vane count ratio of 

1:2. The central vane has the leading edge aligned with the central swirler. Since only the central sector 

(i.e. two vane pitches) is subject of the investigation, only the three central airfoils (NGV1-2 in Fig. 2a) 

are film-cooled. Two dummy airfoils (NGV0 and NGV4) have been installed at their sides. The NGV 

cooling flow is provided by a further line at ambient temperature. A back-pressure valve is used to 
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regulate the rig pressurization: a chamber pressure of 148 kPa and an average Mach number at the cascade 

exit of 0.64 (in the presence of film-cooling flows), are achieved in the nominal operating point. 

 
Fig. 2: Sectional views of the test rig’s CAD model 

 

The rig is provided with three optical accesses (Fig. 2a), to be exploited for optical measurements on the 

vane profiles and downstream of them. Only the third one of them, realized in the exit duct, was used in 

the present investigation, in order to observe Plane 41 from downstream direction. 

 

3.1 Probe traversing set-up 

Probe measurements have been carried out by means of a five hole probe equipped with a J-thermocouple. 

A Vectoflow
®
 cobra-shaped five hole probe was used, with a 3mm head. The thermocouple is installed 

above the probe head, inside a shroud, as for a Kiel probe, in order to make the thermocouple recovery 

factor more insensitive to high flow angles and reduce the measurement uncertainty. A traverse system, 

installed on the above described flanges, was used to automatically drive the probe within the 

measurement planes. On Plane 41, a 335 points measurement mesh was used. Radial and tangential 

resolutions of about 2.5mm and 1° were achieved, resulting in about 10 points per each NGV pitch. 

 

3.2 FSM-FRS set-up 

 

The system is founded on a Coherent Verdi V5 continuous wave laser, emitting single-frequency light at 

532 nm with an output power of up to 5 W and a linewidth <5 MHz. The laser’s frequency can be 

modified by heating or cooling an intra-cavity etalon as well as by issuing control voltages on two 

piezoelectric elements and thus altering the resonator’s length. The laser’s output frequency is monitored 

and actively controlled by a High Finesse WSU 10 wavelength meter, which has an absolute accuracy of 

10 MHz and enables, by issuing a control voltage on one of the piezos, a relative stability of the laser’s 

output frequency below 2 MHz of the setpoint. A second control loop accounts for thermal effects in the 

laser’s resonator and ensures long-term frequency stability. Light scattered from the plane of interest is 

collected by a first camera lens and enters the transfer optics, which is composed of two additional lenses 

in retro position. In between, a molecular iodine filter cell as well as a bandpass filter (Barr, FWHM 1 nm) 

is placed. Light exiting the filter array is accumulated by a Hamamatsu C9100-13 EM-CCD camera. Laser 

illumination at Plane 41 was realized by utilizing the flange, which was originally designed for probe 

traversing, by equipping it with a window. The laser beam was brought in from above by means of an 

articulated mirror arm (ILA) and formed into a collimated light sheet of 45 mm width by means of an 

optical scanner arrangement. To cover the whole visible area with laser light, the sheet optics was 

traversed once in lateral direction. As indicated in Fig. 2, Plane 41 is observed through optical access 
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No. 3. To minimize obstructions of the flow channel due to geometrical restrictions the detection unit was 

positioned under an angle of 21° with respect to the rig axis. 

 

4 Results 

Velocity measurements by FRS are based on the optical Doppler shift. For a given scattering geometry, an 

observer registers a frequency shift which is proportional to the projection of the flow velocity onto the 

bisector spanned by laser direction and observer position. As in this study only a single camera view was 

used, a 3-component velocity vector cannot be reconstructed from such a measurement. Therefore, in 

order to realize a direct comparison between velocity information gathered by FSM-FRS against five-hole 

probe data, five-hole probe velocity results were transformed into Doppler frequency shifts  

In Fig. 3 a comparison of temperature and Doppler shift maps measured with FSM-FRS and interpolated 

from five-hole probe data is shown. Caused by the size and geometry of the five-hole probe on the one 

hand and the limited optical access for FSM-FRS on the other, the measurement area feasible for both 

methods is limited and marked by dashed lines. The positions of the NGV blade's trailing edges are drawn 

as dotted lines. 

 
Fig. 3: Comparison of temperature (top) and Doppler shift (bottom) maps measured with FRS (left) and 

interpolated probe data (right). Black dashed lines mark respective areas covered by FRS and probe 

measurements, black solid lines mark the channel boundaries. 

 

The temperature distributions for both methods represent a good agreement in topology and level. Five-

hole probe and FSM-FRS data detect a cold streak starting from the outer casing between NGV2 and 

NGV3 and extending into the area in-between NGV3 and NGV4. However, only the probe measurements 

display a propagation of the cold streak towards the inner casing, while the FSM-FRS system detects 

higher temperatures about 5K in the centre of the flow channel. A cold spot at the lower end of NGV2 is 

visible in both data sets. Doppler frequency shifts measured by FSM-FRS and calculated from five-hole 

probe velocity data in general exhibit similar structures as well as absolute level. However, while FSM-

FRS measurements detect a sharp gradient in the Doppler frequencies upstream of NGV3, this area 

appears blurred in the five-hole probe data. A more detailed view on the differences in Doppler shift is 

offered by Fig. 4. The Doppler frequency shift of both data sets is displayed for a radial profile near 

centreline of the flow channel. Red transparent zones mark the wake regions corresponding to the 
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respective NGV vane to the left. Wake position and dimensions are estimated using empiric formulas 

(Ainley & Mathieson, 1951; Lakshminarayana & Davino, 1980). 

 

 
 

Fig. 4 left: Radial centreline profile of the Doppler frequency-shift for FSM-FRS (gray, ×) and five-hole 

probe (black, ▽) measurement results. Red lines represent FSM-FRS results mapped onto the five-hole 

probe measurement grid. Dashed-dotted lines mark NGV trailing edge positions projected onto the 

measurement plane, red transparent areas indicate respective wake regions. Fig. 4 right: Dimension and 

arrangement of the five hole probe inside the flow channel. 

 

The sudden drop of five-hole probe Doppler shifts inside the airfoils' wake regions is probably associated 

with erroneous probe readings caused by  strong pressure gradients present in these zones (Aschenbruck et 

al, 2015; Hoenen et al, 2012; Sanders et al, 2017). In addition, local differences between five-hole probe 

data and FSM-FRS results in the passages might be related to an intrusive impact of the probe body on the 

flow. As can be seen from Fig. 8 right, size of probe head and stem are not negligible compared to the size 

of the NGV passages, which may lead to a substantial blockage of the actual flow channel.  

 

5 Conclusions 

Conventional five-hole probe/temperature sensor measurements as well as laser optical FSM-FRS 

measurements were applied to investigate the aerothermal flow properties inside a test rig made-up of a 

non-reactive, three-sector combustor simulator combined with a high pressure NGV cascade. The study 

discusses current capabilities as well as limitations of both methods when being applied to turbomachinery 

configurations. 

In general, both measurement methods indicate comparable level and distributions of temperature and 

velocity information. Due to a detailed analysis of the differences between FSM-FRS and five-hole probe 

datasets an interaction of the probe head with the flow field can be assumed, resulting in false velocity 

readings inside the airfoil wakes by the probe as well as in a significant blocking impact on the passage 

flows downstream of the NGV cascade. Future FSM-FRS measurements with more camera positions 

could provide velocity vector maps combined with temperature and pressure information to investigate 

this influence in detail. 

Comparing both measurement methods, the probe technology provides a well proven tool with high 

accuracy for the investigation of temperature and velocity fields. The spatial resolution of the 

measurement is limited by the probe head's dimensions as well as by the number of measurement points 

realized by the probe traverse. For turbomachinery applications a possible interaction of the probe with 

flow structures like wakes, vortices and boundary layers should be taken into account. A measurement 

inside rotating cascades is very difficult. In the current configuration, measurement area and the available 

velocity information of FSM-FRS are limited due to the optical accessibility. The remarkable spatial 

resolution is only limited by the camera resolution. Because the method is non-intrusive, the flow field 

itself is not influenced by the measurement. As a future aspect even the application in rotating cascades at 

elevated temperature and pressure levels should be feasible. 
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Abstract 

The demand for cleaner combustion and reduction of NOx emissions calls for continued research on 

better understanding combustion processes, such as lean combustion using stratification. The computed 

tomography of chemiluminescence (CTC) technique, provided by Floyd (Floyd, Geipel et al. 2011, Floyd 

and Kempf 2011), was applied for the first time to the Cambridge stratified burner (Floyd and Geipel et al. 

2011, Floyd and Kempf 2011), operated with the non-swirl conditions SwB1, SwB5 and SwB9. A large 

number of CCD cameras (number of views 𝑁𝑞 = 30), were used to reconstruct the instantaneous and time-

averaged chemiluminescence fields directly in 3D. The optimum camera locations and settings of the 

algorithm were chosen based on our previous CTC work on a swirl flame (Mohri, Goers et al. 2017). We 

compare the reconstructions with the Direct Numerical Simulation (DNS) data that Proch has recently 

published for the SwB1 case (Proch, Domingo et al. 2017, Proch, Domingo et al. 2017). The highly resolved 

DNS data, 10 px per mm shown in figure 4, was down-sampled and blurred, to match the reconstruction 

domain resolution of 4 px per mm, and the estimated image blurring based on the camera exposure time and 

the flame velocity from the DNS data. The flame structures in the reconstructed field show a very good 

qualitative agreement with the filtered DNS field, demonstrating the quality of CTC. 

 

 

1 Introduction  

The CTC (Floyd and Geipel et al. 2011, Floyd and Kempf 2011, Gordon 1974) is based on the algebraic 

reconstruction technique (ART) (Gordon 1974). Floyd and Kempf et al. (2011) first demonstrated high-

resolution 3D reconstructions of the CH* chemiluminescence field for a CH4 /O2 matrix burner, consisting 

of 21 laminar diffusion jet flames, which exhibit multiple flame fronts, resolving structures of approximately 

200 µm over a domain width of 22 mm. Floyd et. al (Floyd et al. 2011) then reconstructed the geometry of 

a premixed turbulent opposed jet flame using 10 views that were obtained from 5 cameras, which utilised 

mirrors to record two images per camera. Most recently, Mohri et al. (Mohri, Goers et al. 2017) 

reconstructed a highly turbulent swirl flame using 24 views, summarising the strengths and weaknesses of 

the CTC technique for examining a real turbulent flame and providing best practice on how to assess the 

reconstructions.  

In this paper we present the first CTC reconstructions of the non-swirled Cambridge stratified flames, 

using the latest experimental setup that we designed for applications of the CTC (Mohri, Goers et al. 2017). 

The Cambridge stratified burner was designed as a test bench for inter-lab comparisons, and its highly 

complex flame structures serve as an ideal case for advanced applications of the CTC. The stratification 

strength is determined by dividing the equivalence ratio of the inner ∅𝑖 and outer ∅𝑜 flames, 𝑆𝑅 = ∅𝑖 ∅𝑜⁄ . 

SwB1 represents a fully premixed flame with 𝑆𝑅 = 1, and the SwB5 and SwB9 cases have increasingly 

higher stratification strengths, 𝑆𝑅 = 2 and 𝑆𝑅 = 3 respectively. Hence, higher stratifications transform the 

flame from a fully premixed state (SwB1) to a partially diffusion flame, with the fuel-rich region being in 

the centre. Several different flame conditions from the burner have been subject to various experimental and 

numerical investigations (Barlow, Dunn et al. 2012, Sweeney, Hochgreb et al. 2012, Proch and Kempf 2014, 

Proch, Domingo et al. 2017), but no instantaneous 3D flame geometry information has yet been provided 

from experiments. 
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2 Experimental setup  

The burner (Sweeney 2012), illustrated schematically in Figure 1, consists of two ring slots surrounding 

a central bluff body. A premixed methane/air mixture emanates from each of the slots, with different levels 

of stratification depending on the equivalence ratios used, and both slots are encapsulated by an air coflow. 

The inner and outer cold flow velocities are constant in all cases, 𝑣𝑖 = 8.31 m/s and 𝑣𝑜 = 18.7 m/s 

respectively. Sixteen different operating conditions were first defined for this flame (Sweeney 2012). The 

non-swirled cases SwB1, SwB5 and SwB9, are defined in Table 1. The flow rates were controlled by 

Bronkhorst mass flow controllers, which were factory calibrated with an accuracy of +-1%. Visual 

inspection of the flow throughout the experiments showed the flow to be in a steady and continuous 

operation. 

 

 
Figure 1: Dimensions of the Cambridge Stratified Swirl Burner.  

  

The cameras were mounted on an aluminium plate, in which holes at predefined locations were machine 

drilled. The cameras were positioned with a precise angular spacing of 6° and a fixed distance of 400 mm 

to the flame centreline. Camera alignment was performed by taking images of a checkerboard target that 

was mounted on a rotation stage (from Thorlabs) at the flame location. The look-at direction of each camera 

was fine-tuned by turning the target by 6° each time, to face the camera orthogonally. 

 
Table 1: Operating conditions of the flames, where 𝜙 is the equivalence ratio and 𝑆𝑅 is the stratification. 

Case Outer flame Inner flame Coflow   
Air 

(slm) 

CH4 (slm) 𝜙𝑜 Air 

(slm) 

CH4 (slm) 𝜙𝑖 Air (slm) 𝑆𝑅 = 𝜙𝑖 𝜙𝑜⁄  Power 

SwB1 441.7 34.8 0.75 144.0 11.4 0.75 765.6 1 25.8 kW 

SwB5 452.7 23.8 0.5 140.6 14.8 1.0 765.6 2 21.5 kW 

SwB9 458.4 18.1 0.375 139.0 16.4 1.25 765.6 3 19.3 kW 

 

The cameras used were Basler acA645–100 gm, featuring a ½” Sony ICX414 monochrome sensor with 

659 by 494 pixels of size 9.9 μm × 9.9 μm. The peak spectral response of the cameras, at >60%, is between 

about 400 and 680 nm. Every second camera was equipped with a BG39 filter, to suppress the near infra-

red emission from thermally excited H2O. The remaining 15 cameras detected the chemiluminescence 

intensities in the visible range, including CH*, C2* and CO2*. Kowa C-mount lenses, with a focal length of 

12 mm, were mounted on the cameras. To resolve finer structures, the camera exposure time was reduced 

to 300 µs but the CCD gain had to be increased significantly. The resulting increase in electronic shot noise 

became visible to the eye in the flame images. However, the CTC algorithm was capable of reconstructing 

a reasonable intensity field (cf. Figure 3). 
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Figure 2: (a) The Cambridge stratified burner surrounded by the 30 CTC cameras. (b) top view schematic drawing of the setup. 

 

3 Results and discussion 

The 3D reconstructed instantaneous chemiluminescence fields for each flame are presented in Figure 3. 

The reconstructed field from flame images with water suppression filters was subtracted from the field 

without water suppression to recover the 3D field of the thermally excited H2O, shown with a blue colour 

scale in Figure 3. The H2O emission represents the hot products from combustion. The orange colour scale 

in Figure 3 illustrates the remaining chemiluminescence emission, which is clearly seen to envelope the 

H2O field.  

 

 
Figure 3: Horizontal and vertical slices from the 3D reconstructed Cambridge stratified flame for the Conditions SwB1 (left), SwB5 

(middle) and SwB9 (right). The excited H2O 3D field is shown in blue for the SwB1 case, and the remaining excited species 

chemiluminescence fields are shown in orange for all. 

 

Generally, the flame shape is nearly similar for all the flames. This may be due in part to the constant 

cold inner and outer flow velocities. There is a distinct difference in the extent of the region occupied by 

the chemiluminescence emissions (without H2O) between the fully premixed and stratified cases. For the 

SwB1 case, the region extends beyond the measurement height of approximately 70 mm, whilst it ends at a 

height above the burner of about 65 mm and 60 mm for the SwB5 and SwB9 flames respectively. Therefore, 

based on the above qualitative analysis, we note that the heat release zone surrounding the flame front is 

clearly influenced by the stratification.  

Our comparison of the reconstructions with the independent DNS data for the SwB1 flame serve as a 

first validation for the reconstruction quality, which in its first phase is qualitative in nature. The biggest 

challenge in comparing our CTC reconstructions with DNS data is the significant difference in spatial and 

temporal resolution between the two data sets. The DNS field has a spatial resolution of 100 µm per voxel, 

whilst the CTC field is firstly temporally averaged by the exposure time of 300 µs, which corresponds to a 
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displacement of ~40 voxels in the DNS domain and results. Additionally, the spatial resolution of the 

reconstructed field is approximately four times lower than the DNS. Our approach to achieve a first 

meaningful comparison was firstly to blur the DNS field in the flame propagation direction by an estimated 

velocity displacement, and secondly to downsample the DNS field to match the reconstruction resolution. 

The resulting DNS field resembles the reconstructed field qualitatively, as shown in Figure 4, demonstrating 

that the reconstructions could resolve the flame shape well.  

 

 
Figure 4: comparison of the horizontal slices at different heights above the burner ℎ, from the reconstruction with the DNS field of 

similar temporal and spatial resolution. 

 

Anurag (2016) have calculated the flame front curvature from the available DNS data of the SwB1 case, 

based on the method propose by Poinsot et al. (2005). We compare the flame curvatures calculated from the 

CTC data with those from the DNS. Due to the resolution discrepancies described earlier, the flame front is 

no longer a sharp (~1 – 2 mm) region in the reconstructions. Additionally, reconstructions are not absolutely 

free of artifacts, and also suffer from some electronic shot-noise carried through from the original flame 

images used for the reconstruction. To achieve a definable flame front signal, the tomographic 

reconstruction was filtered by a non-linear diffusion filter, which reduces background noise and enhances 

the high-intensity regions. The filtered volume was binarized by a threshold chosen to be 0.2 of the local 

peak intensity. Through morphological filtering (included in MATLAB, thin and shrink) the binarized 

volume was reduced to a 1 pixel thick surface, which is further assumed to represent the region surrounding 

the “flame front”. It must be noted that the excited species chemiluminescence measurements used for the 

reconstructions excluded the H2O contribution, but are not an absolute representation of the flame front due 

to presence of broadband emissions in addition to CH*. To determine the curvature, a circle or radius 𝑟 was 

fitted to the deduced “flame front” region, and the curvature was calculated as 1 𝑟⁄ . 

The curvatures calculated from the whole flame front region of the CTC field are compared to those 

from Anurag  (2016). The two data sets exhibit a close agreement, especially for the peak and the overall 

shape of curvature variation.  

 

5 Conclusion 

In this work, the first instantaneous 3D reconstructions of the non-swirl Cambridge stratified flames were 

presented, and qualitatively validated with DNS data for the same flame case. The good agreement between 

the CTC and DNS data demonstrate the promising potential for CTC to provide reliable 3D flame shape 

information from low-cost and relatively simple to run experiments.   
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Abstract
Drag sensitivity of a square-back rear bluff body was experimentally investigated due to the effects continuous-
blowing slots of limited sizes on the rear edges. Different forcing configurations were considered varying
the jet velocity, the geometry and position of the slots. The drag was directly measured using a load cell.
Mean and fluctuating pressure distributions were measured around the body and analyzed to interpret the
drag reduction under the effect of the forcing, consequence of the wake modification. The results points
to the bottom part of the rear base as the more effective for the drag reduction as well as the combination
lower-lateral blowing configurations. The effect of blowing modifies considerably the wake structure ac-
cording to the position of the injection slit and blowing velocity. Significant modifications in both spectra
and cross-spectra of the pressure fluctuations allows possible interpretations of the wake behavior. The
spectral analysis of pressure fluctuations near the bottom and the center of the rear base evidences high
energy around St=0.13 corresponding to the typical vortex shedding, particularly intense in the case of un-
forced flow. Forcing the wake the shedding appears to be attenuated and positioned at slightly different
frequency. A weak pumping of the wake is also evidenced. The cross-spectra between signals closer to the
upper and lower edges evidence significant coherence around the shedding frequency for the non controlled
configurations, and reduced for some of the controlled cases.

1 Introduction
The aerodynamic drag reduction (DR) of vehicles has become one of the major arguments in car design,
since it can be translated in reduced gas emission for engine vehicles or extended range for electric ones.
A particular kind of vehicle are the vans with square-back geometry who maximizes the internal volume
and allows easy access. At the same time, these bodies present a large separated flow region causing high
aerodynamic drag. Many papers in the literature are focused on the analysis of the wake structures of
this kind of bodies. Rouméas et al. (2009) and Lee and Choi (2009) studied the mean behavior of the
wake, and found that the near wake is characterized by a toroidal vortex structure, parallel to the rear base,
and two streamwise vortexes that trail away from the model. Grandemange et al. (2013) and Volpe et al.
(2015) highlighted relevant results of the wakes dynamics. These authors identify three phenomena that
may occur for a squared back bluff body: a pumping mode due to the oscillation of the recirculating bubble
for which the pressure distribution on the rear base fluctuates at low frequencies around St=0.05; a von
Karman mode, characterized by the vortex shedding over the trailing edges at around St=0.12 and finally
a bi-stability phenomenon. This last consist in the apparently random switching of the center of pressure
on the rear base between two symmetrical positions, associated to a hairpin vortex structure as shown by
Pavia et al. (2017). The manipulation of the wake structure aimed at the DR can be achieved through passive
(PFC) and active (AFC) flow control techniques. The passive techniques were the first aerodynamic devices
considered for the reduction of the base drag, reaching values up to 40% of DR as shown by Choi et al.
(2014). Nevertheless, these techniques showed important limitations when considering homologation and
utility of the vehicle. The AFC technique uses external energy to modify the natural flow evolution to obtain
DR. In the literature is present an abundance of studies centered on the application of such forcing. As an
example, some of the most relevant techniques were described in Cattafesta and Sheplak (2011). One of
the most important advantage of the AFC is related with the possibility of tuning the control parameters
according with the running condition of the vehicle. Moreover, AFC allows DR without the substantial
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modification of the geometry of the vehicle, as shown by Manosalvas-Kjono et al. (2017). These last authors
applied continuous-blowing jets device on a heavy truck model obtaining 19% of drag reduction through
CFD analysis. In addition, McNally et al. (2015) studied micro-jets on the rear edges of a Honda simplified
body and achieved a 3% of drag reduction. Sardu (2015) propose a square-back van model with an AFC
technique based on continuous jets blowing through four independent rectangular slits positioned on the
edges of the rear part. The wind tunnel and CFD results showed a maximum DR of 13% according with
appropriate combinations of jets injection and forcing strength Vj/V∞. In this paper the sensitivity of the
DR of the same model tested by Sardu (2015) is investigated considering only partial openings of the jet
slits, appropriate locations and different combinations of the active slits. The drag variations are highlighted
by means of direct measurements using a load cell. Pressure distributions on the rear base will be studied
through mean and fluctuating pressure measurements. Spectra and cross-spectra of the pressure fluctuations
are evaluated from sensors positioned on the rear base in order to interpret the wake response to the forcing.

2 Experimental Setup
The experiment was carried out in the open-loop subsonic wind tunnel of the Modesto Panetti aerodynamic
lab of the Politecnico di Torino. The test section width and height are respectively equal to 1100 mm and
900 mm. The length of it is equal to 6000 mm and a maximum speed of 12 m/s can be obtained. A
rectangular suction slot is positioned upstream the model to reduce the boundary layer on the wind tunnel´s
floor. In figure 1a is shown a sketch of the wind tunnel with the model and its support. The tests were
performed for an undisturbed speed equal to 9 m/s to which corresponds a Reynolds number based on the
model length ReL = 4.5x105. A grid was settled between the end of the convergent and the test section
entrance to fully develop turbulence in the test section. Hot-wire measurements in the free stream evidenced
a turbulence level equal to 4% at the model´s position. The drag is directly measured through a load cell

Figure 1: Wind tunnel sketch (a) and model’s characteristic dimensions in millimeters (b).

mounted externally to the test section using a leverage as shown in figure 1a. A hull covers the leverage
expose to the flow in order to avoid measurement contamination. The model´s scale correspond to 1:10 and
its shape was based on a realistic utility van. The characteristic sizes are represented in figure 1b. The model
fits inside a pressure transducer Scanivalve ZOC33 with 64 pressure taps distributed over the surface that
measures the mean pressure distribution. Moreover, 16 electret capacitive microphone capsules, calibrated
against a Bruel & Kjaer microphone, were distributed on the rear part to measure the pressure fluctuations.
In figure 2a are shown the relevant microphones considered for this analysis, identified by their number (6,
8 and 16). Furthermore, the model is equipped with four slits of 1 mm thick along the four edges of the rear
base devoted for the forcing. The full extension jets on the four edges are shown in red on figure 2a. The jets
orientation and extension of the slot can be varied, reducing the size of the original slots as shown of figure
2b. An optimal blowing angle of Θ = 65°was selected based on a previous CFD analysis. Moreover the
strength of the forcing can be varied trough the mass flow rate variation measured with three flow meters.
The data from the microphones was sampled at 10kHz for 15s through a NI cDaq 9178 chassis with NI 9215
A/D converter modules having a resolution of 16 bit. The sampled data was logged in a PC with a LabView
in-house software. The measurements from the load cell were sampled with the same hardware at 1kHz and
for 240s. The pressure transducer readings were directly sent to the computer via LAN connection sampling
at 40Hz for 240s. The long sampling time is due to the need of obtaining statistical convergence of the mean
values, because of the high unsteadiness of the wake flow. The post processing of the data includes the noise
canceling of the microphones signals, as described by Sardu et al. (2016).
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Figure 2: Full dimension jets and microphones on the model’s back (a) and different jet configurations (b).

3 Results and discussion
The configurations showed in figure 2b were tested for different blowing speeds ratio Vj/V∞ varied from 0
to 1.5. The DR as a function of Vj/V∞ are displayed in figure 3.

Figure 3: Drag reduction vs. blowing speed ratio for the different configurations.

The drag coefficient for the uncontrolled case, considered as reference, was equal to CD = 0.480± 0.006.
The accuracy for each result was obtained considering the propagation error analysis in each respective
chain of measurement, according to Moffat (1982). As can be seen from figure 3, if the forcing Vj/V∞ is
below 0.5 all the forced configurations are practically irrelevant, presenting around null DR. This is the
evidence of a weak interaction wake-jets. When the velocity ratio is greater than 0.5 then significant effects
are highlighted according to the injection arrangements. The configuration C3 is the less efficient, showing
anyway increasing DR as Vj/V∞ increases, reaching DR =2.5% for Vj/V∞= 1.5. Configurations C1 and C2
exhibit almost the same behavior but better than that of forcing C3 giving rise to a maximum DR around
4.5% for Vj/V∞ = 1.4. The combination of lateral and lower jet injection (C4) is clearly the most effective
in the whole range of velocity ratio Vj/V∞ reaching the maximum DR of about 5% for Vj/V∞=1.2. It is
interesting to highlight that even though the lateral forcing alone is not so effective, when it is coupled with
the lower jet the wake-jet interaction results in a more favorable DR. Mean base pressure distributions in
terms of pressure coefficient are reported in figure 4a in terms of color maps for the natural and controlled
cases for Vj/V∞ =1. The pressure distributions for the natural flow, C1 and C2 forced configurations exhibit
common features. Nevertheless, differences are highlighted in terms of extensions and strength of low-
pressure regions for the controlled cases. In configuration C1, and more pronounced in C2, pressure recovery
is present and associated to a more extended higher-pressure regions. Configuration C3 evidences pressure
distribution completely different respect to the two previous ones that penalizes the DR. Configuration C4
give rises to a flow organization that resemble those corresponding to C1 and C2. In particular, higher
levels of pressure recovery in average involve the models base originating the highest DR as evidenced by
the results of figure 3. The color maps of the pressure coefficient root mean square (RMS) distributions
are displayed in figure 4b. Higher level of unsteadiness respect to the natural flow for all controlled cases
are present. The distributions related to C1 and C2 are very similar to each other, as for the mean values
represented in figure 4a, showing an almost uniform distribution. Configuration C3 appears to originate the
highest unsteadiness on the base of the model, probably responsible of the lower drag reduction obtained.
The configuration of combine jets C4 modifies considerably the distribution evidencing a concentration of
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Figure 4: Mean (a) and RMS (b) pressure coefficient distribution on the rear base for natural and controlled
cases at Vj/V∞ = 1.

the unsteadiness centered of the rear base. Spectra and cross-spectra for the natural and forced cases are
shown in figure 5. In particular, in figure 5a and 5c are displayed the spectra for the microphones 16 and
8 respectively. In figure 5b and 5d the cross-spectra power in terms of coherence and phase are presented,
analyzing the signal of the cited couple of microphones. In the label of the spectra the p'RMS values for
each configuration are also shown. The spectra are limited at 100Hz since the possible aerodynamic effects
are contained in this range and beyond it some spurious effects of the test (as fan rotation and structural
vibrations) appear. Despite this consideration, in the range of frequency showed some mechanical spurious
contributions are still present. As can be observed for both spectra, the natural case exhibit a peak of
energy at 6.7Hz in correspondence of a Strouhal number St = f ∗Hre f/Vin f = 0.13. This is the typical value
representing the shedding phenomena of the unsteady wake behavior of bluff bodies, found also by several
authors as Volpe et al. (2015), Grandemange et al. (2013) and Pavia et al. (2017). In addition a weak evidence
of a possible pumping mode is also present at very low frequency around 1.8Hz corresponding to St = 0.034.
The forced configurations exhibit the energy concentration at a slightly lower Strouhal number value and
in more or less attenuated way. The general behavior of all spectra showed in figure 5a highlight, for the
frequencies above the peak, the collapse of the curves with no substantial differences between them. Below
the shedding peak a modification of the energy distributions is evidenced. In particular the configurations
including lower jets (C1 and C2) are characterized in average by less energy respect to the natural case.
The lateral injection alone (C3) and coupled with the lower one (C4) behave similarly up to f = 3Hz while
for f > 3Hz the configuration C3 shows the lowest energy levels. The forced configuration C4 shows
reduction of energy around the shedding peak respect to the natural case other than the lowest frequency at
5Hz for the shedding mode. In regard to the p'RMS values showed in the label of figure 5a, all controlled
configurations shown a reduction of the overall energy comparing with the natural case. Configurations
C1 and C2 exhibit the same value of p'RMS that lead to a reduction of 6.3% respect to the uncontrolled
configuration. Configuration C4 presents the maximum DR value, agreeing with a reduction of pressure
fluctuations of 4.6%. The highest p'RMS reduction equal to 9.3% is associated to configuration C3. The
spectra of the microphone 8 (figure 5c) display behaviors not significantly different respect to the results
of figure 5a. For the natural case the shedding phenomena is well clear and centered at the same Strouhal
number (St = 0.13) while the possible pumping mode is positioned at slightly higher value (St = 0.042).
The values of this presumable low frequency unsteadiness are very close those evidenced by Grandemange
et al. (2013) and Volpe et al. (2015). For thee forced configuration the shedding is present and positioned at
frequencies slightly different to those observed for microphone 16. Particularly different is the behavior of
the lateral forcing C3. In fact it shows higher energy content respect to all the others cases showing a double
peak of energy centered around 4Hz and 7Hz respectively. Particularly high is the amount of energy for
configuration C3 in the low frequency range up to 4Hz. Respect to the natural case, the p'RMS for C3 grows
up of 36%. Only configuration C2 shows reduction of p'RMS equal to 5.4%. The optimal drag reduction case
C4 also exhibits increasing of fluctuations respect to the natural case of about 12%. It can be observed, as
expected, that also for this microphone position the lateral jets acting singularly introduce a large amount of

774



ICEFM 2018 Munich

Figure 5: Spectra of microphone 16 (a), Cross-spectra of microphones 6 and 16 (b), spectra of microphone
8 (c), Cross-spectra of microphones 8 and 16 (c).

fluctuations in the wake but when they are coupled with the lower ones the unsteadiness reduce considerably.
It has to be remark that it is possible to modify the dynamic of the wake´s structure using appropriately the
base jets by tuning the strength and the combination of them. For all the forced configurations, it is evident
from the results of figure 5a and 5c that the supposed pumping phenomenon disappear, probably due a
weakening effect of the forcing. Due to the huge unsteadiness of the flow the results are highly dependent
on the location of microphones. The results of the cross analysis in terms of coherence and phase as a
function of the frequency are shown in figure 5b for microphones 6-16 and in figure 5d for microphones 8-
16. As can be seen for both couple microphones the peaks of coherence are around St = 0.13 found for the
spectral analysis. For the coherence related to microphones 6-16 (figure 5b), the higher levels of coherence
are observed for the natural flow and for C1 and C2 forced cases. Furthermore in correspondence of these
peaks of coherence the phase between the two signals shift between ±π. Coherence and phase show that the
shedding in this cases is mostly due to the regular and alternate top and bottom edges’ shear layer separation,
corresponding with the von Karman mode. The configurations C3 and C4 clearly exhibit loss of coherence,
especially the first one for which the level of coherence is almost zero. Moreover, the phase equal to π is still
present between the two pressure fluctuations from the top and bottom of the model, and this is again the
evidence of the alternate shedding present in the wake. These two last configurations of forcing that involve
the vertical slots indicate that the lateral jets are able to modify the shedding, weakening or cancelling the
correlation of the rolling layers separating from the top and bottom edges. The mechanism underlying the
loss of coherence is not easy to explain. Probably, the responsible are the smaller scales structures injected
from the jets into the wake that weaken the flow organization of the large shear layers during their phase of
formation, rolling up and detachment from the edges. For frequencies higher than 10Hz all the curves of
the coherence and phase assume a similar behavior also evidenced in the spectra. This behavior is probably
due to different smaller scales interactions that behaves approximately in the same way for the natural and
the forced cases. It has to be remarked that peaks of coherence in correspondence of 66Hz and 94Hz are
spurious contributions due to the vibrations of the lateral wall of the wind tunnel. For the Cross-spectra
8-16 (figure 5d), very similar results to the previous analysis were found. In fact the coherence follows
almost the same trend in all the cases, except for C4 configuration for which the coherence is higher respect
to coherence between the signals 6-16. The phase shows slightly lower values respect to π that can be
associated to the different relative position of the microphones. Furthermore, the phase for C3 forcing
shows more irregularity respect to the 6-16 case. From the cross-correlation previous analysis it evident that
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even though each spectrum pertaining to each microphone exhibit peaks of energy approximately for the
same shedding frequency, the correlation between the two signal can be completely lost.

4 Conclusion
The drag variation of the model shows an important dependence to the forcing configuration tested other
than the forcing strength. The comparison between lower and lateral blowing slots evidences that the lower
part is the more effective in terms of drag reduction. Moreover, it is shown that the lateral jets are weakly
effective if injected singularly but combined with the lower one originates the maximum drag reduction of
the order of 5%. The distribution of base pressure shows the changes on the topology of the near wake
and an increasing of base pressure for all controlled cases responsible of the reduced drag. The statistical
values of the pressure fluctuations give evidence of more global attenuations of the wake unsteadiness in
the cases of the forcing. Different modifications on the spectra are induced according with the forcing
configuration. The shedding mode is highlighted and it is shown its high sensitivity to the forcing. A weak
evidence ascribable to a possible pumping phenomenon is also noticed. Finally, the lateral forcing shows
high capability in de-correlating the coherence of the shear layers when combined with the lower injection.
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Abstract 

Based on new information obtained for free microjets, this study is aimed to explain some phenomena of 

flame evolution at round and plane propane and hydrogen microjet combustion at presence of transverse 

acoustic field. It gives an overview of recent experimental results on instability and dynamics of jets at 

low Reynolds numbers and provides the recent advances in jet flow stability and combustion. Some 

clarification of the differences between top-hat and parabolic round and plane jet instability will also be 

given (Kozlov et al. 2016, Kozlov et al. 2016, Kozlov et al. 2016, Shmakov et al. 2017). 

 

Influence of initial conditions at the nozzle exit on the characteristics of the round 

and plane microjet evolution   

A round macrojet with top-hat mean velocity profile at the nozzle exit is prone to the Kelvin–Helmholtz 

instability in the form of ring vortices, whereas the round macrojet with parabolic mean velocity profile at 

the nozzle exit results in an extended laminar flow region and suppression of the vortices (see figure 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Influence of initial conditions at the nozzle exit on structure and characteristics of a round jet evolution: 

I, II - top-hat and parabolic mean velocity profiles, accordingly; a, b, c, d - macrojet cross sections, U0= 5 m/sec 

(Re = U0  d / ν = 6667). 
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Plane macrojet with top-hat and parabolic mean velocity profile at the nozzle exit is prone to sinusoidal 

instability (see figure 2). The round macrojet with parabolic mean velocity profile at the nozzle exit results 

in an extended laminar flow region and suppression of the ring vortices. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Influence of acoustics on the characteristics of the round and plane microjet 

evolution (see figure 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Sinusoidal instability of the plane macrojet with top-hat and parabolic mean velocity profile at the 

nozzle exit – I (a – under natural conditions, b - under external acoustic forcing at frequency f = 40 Hz).  Plane 

macrojet with top – hat mean velocity profile at the nozzle exit involve three independent of each other instability 

regions: 1 - two independent of each other narrow regions of strong velocity gradient near nozzle, 2 - region with 

parabolic mean velocity profile far downstream from a nozzle – II. 

Figure 3: Round microjet flattening (f = 40 Hz) and bifurcation (a - f = 200 Hz, b – 1500 Hz) in a transverse 

acoustic field (nozzle diameter d = 200 mm) – I. Bifurcation scheme of the plane macrojet in a transverse acoustic 

field (nozzle: l = 36 mm, h = 200 mm):  flow patterns in x-z planes at variation of the y coordinate (1, 2, and 3 

correspond to y = 0, 15, and 18 mm, respectively), f = 150 Hz, 90 dB – II. 
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Diffusion combustion of the round and plane propane and hydrogen microjet in a 

transverse acoustic field (see figure 4, 5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Round (I) and plane (II) microjet flame bifurcation in a transverse acoustic field: nozzle No. 1, d = 0.5 

mm, acoustics, f = 5 - 7.5 kHz, U0 = 12.5 m/sec (I); nozzle No. 2, l = 2 mm, h = 200 micm, acoustics, f = 1 – 3 

kHz, U0 = 21 m/sec (II); without acoustics (a), with acoustics (b), A = 90 dB. III - Round microjet bifurcation (a), 

round propane microjet flame bifurcation (b), and shadowgraph image of a round propane microjet combustion (c). 

Figure 5: Bifurcation patterns of the attached flame during combustion of the round hydrogen microjet in 

transverse acoustic field (Umicrojet = m/sec): I, II e 38(a) and 51(b); a e with acoustic forcing (f = 7 - 15 kHz, A = 

110 dB), b e without acoustic excitation, nozzle diameter is d ¼ 1 mm. 
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Conclusion 

Visualizations of conventional and combusting subsonic jet instabilities are presented. Features of 

structure and characteristics of subsonic round and plane macro- and microjets evolution depending on 

initial conditions at the nozzle exit and acoustic effect are shown. It is found, that round and plane propane 

and hydrogen microjets combustion in a transverse acoustic field result in flame bifurcation.  
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Abstract
Combined heat transfer and wall shear stress measurements on the inner wall of a fully developed turbulent
air flow in a round pipe were presented in this note. The heat transfer was measured using a flush-mounted
dual hot-film sensor composed of a non-electric conductive membrane sandwiched in between two thin
Nickel films. Each of the two films was installed in a branch of a separate Kelvin bridge, and operated at a
same temperature, the bottom film served as an active heat insulator so that the Joule heat from the upper
film transferred only to the air. A calibration-free technique for wall shear stress measurement based only
on the Joule heat flux was found to be feasible, providing the film temperature was sufficiently large.

1 Introduction
Heat transfer from a small isothermal hot-film strip mounted flush with an adiabatic wall to fluid was an
age-old problem (Lévêque, 1928; Ludwieg, 1950; Liepmann and Skinner, 1954; Ling, 1963; Bellhouse and
Schultz, 1966; Ackerberg et al., 1978). There was a renewed interest in this problem as the heat transfer
rate Q was closely related to the wall shear stress τw, and can thus be utilized to quantify τw, as reviewed in
Haritonidis (1989); Hanratty and Campbell (1996); Lofdahl and Gad-el-Hak (1999); Naughton and Sheplak
(2002); Klewicki et al. (2007). The heat transfer process was complex as the temperature profiles were
found to be different over the strip and an edge effect was large when the strip length was small (Ling,
1963). Based on the mass transfer measurement in liquids by Ackerberg et al. (1978) and the theory of Ling
(1963), Haritonidis (1989) argued that the edge effects could be neglected when Péclet number (Pe = l+2Pr)
was larger than 100, Here, l+ = ρuτl/µ was strip length l in terms of wall unit, and the friction velocity was
uτ =

√
τw/ρ. Analytical solutions of the energy equation were obtained under the assumptions of no edge

effect (Pe ≥ 100) and a linear velocity profile within the thermal boundary layer (δ+T < 5) (Liepmann and
Skinner, 1954; Ludwieg, 1950) :

NuPe−1/3 = 0.807. (1)

or in a dimensional form (Bellhouse and Schultz, 1966; Liepmann and Skinner, 1954; Ludwieg, 1950)

Q = Aτ
1/3
w . (2)

The sensitivity A was associated with the temperature difference between the film and and fluid, ∆T =
Tu−To, and properties of fluid. This was referred to as the classic 1/3 power law (Hanratty and Campbell,
1996; Haritonidis, 1989; Lofdahl and Gad-el-Hak, 1999; Naughton and Sheplak, 2002), and was observed
in many experimental investigations in both gas and liquid (Bellhouse and Schultz, 1966; Liepmann and
Skinner, 1954; Ludwieg, 1950).

The 1/3 power law represented by equations (1) and (2) can lead to a calibration-free wall stress mea-
surement technique, in which τw can be estimated based only on the measurement of the heat transfer rate
from the strip to fluid, Q, providing the two constraints discussed above were satisfied. However, Haritoni-
dis Haritonidis (1989) argued l+ < 4.1Pr was needed for the second constraint (δ+T < 5) to be satisfied in the
case of a turbulent boundary layer, which subsequently required Pe < 5.8 for the air flow (Pr = 0.7) that was
in a contradiction of the first constraint of Pe≥ 100. The contradiction of the two constraints suggested the
1/3 power law shall never be applied for air, that was obviously not true as its applicability was supported
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Figure 1: Schematic of the flush-mount dual hot-film sensor.

by many experiments, e.g. Bellhouse and Schultz (1966); Liepmann and Skinner (1954); Ludwieg (1950).
Therefore, one or both of these two constraints should be loosened.

The calibration-free technique based on only the Joule heat Q is not practical due to a conduction heat
loss to the wall, Qs, as wall is not truly adiabatic in most applications and is hard to quantify and may
change during experiment. Bellhouse and Schultz (1966) and other researchers, e.g. Hanratty and Campbell
(1996); Haritonidis (1989); Lofdahl and Gad-el-Hak (1999); Naughton and Sheplak (2002), argued that the
conduction heat loss was too complex to be modelled and thus a calibration was inevitable. Naughton and
Sheplak (2002) pointed out that the impact of conduction heat loss was so large that it was hard to produce a
unique calibration. The non-uniqueness of calibration prohibited the hot-film from being used as a reliable
technique to quantify wall shear stress.

Inspired by the guard heater used in by Etrati et al. (2014); Osorio and Silin (2011), Liu et al. (2018)
demonstrated the uniqueness of calibration could be achieved by using a dual hot-film sensor consisted of a
non-electric conductive membrane sandwiched in between two metal films. The two films were operated at
a same temperature with a difference within±0.2oC, and the conduction heat loss from the upper film to the
wall was minimized to within 10% of the total Joule heat produced by that film. In their experiments, each
film had four connection wires: the film temperature was set by supplying different current through the film
using a pair of connection wires and its resistance was measured using another pair of wires. Furthermore,
Liu et al. (2018) solved the energy equation applied to the thermal boundary layer and gave a relation
between the Joule heat Q of the top film and the wall shear stress τw in an approach similar to Bellhouse
and Schultz (1966). They gave an analytical model of the sensitivity A. Liu et al. (2018) tested the dual-
film technique and their model in a long circular pipe for a constant film temperature and several Reynolds
numbers and found the wall shear stresses measured using heat transfer without a calibration were within
15% of the true stresses, though maximum δ

+
T in their experiment was as large as 16, much larger than the

critical value of 5.
The calibration-free wall shear stress measurement technique proposed in Liu et al. (2018) appeared

promising. Following their work, the effect of the film temperature was examined in this paper. The experi-
mental methodology was given in the following section, followed by the results and discussions.

2 Experimental Methodology
The sensor used here was similar to that used by Liu et al. (2018). It was made of two 2µm thick 22.0mm
wide (w) 1.75mm long (l) Nickel films (GOODFELLOW NI000120). The two thin films formed a sandwich
structure separated by a 40mm long 40mm wide polyimide membrane (KAPTON 10) using adhesive, as
shown in Fig. 1. The two edges of each film were connected to fine gauge copper wires by soldering, the
effective length of the foil was approximately 20mm. The length and width of both films were measured
under a microscope at 40× magnification with a uncertainty less than ±0.01mm. The polyimide membrane
had a nominal thickness of 25µm but measurements with a micrometer suggested the average thickness was
d = 30µm with a uncertainty of ξd =±4.5µm. The adhesive used here was Kafuter K704 silicone glue with
a nominal thermal conductivity larger than 1.0W/mK. The total thickness of adhesive (two layers) was less
than 6µm. The effect of adhesive on the conduction heat transfer was neglected as its thermal resistance was
two orders of magnitude less than that of the polyimide membrane.

The film temperature can be adjusted by heating the film using different electric current. For example,
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the upper film temperature Tu is related to its electric resistance Ru:

∆T = Tu−To =
Ru−Ruo

αRuo
. (3)

Here, Ruo is the resistance of the upper film at the ambient temperature To, measured using a LCR gauge
(KEYSIGHT E4980AL-032) with a uncertainty of ξRuo/Ruo ≤ ±0.05%, and the temperature coefficient of
resistance of Nickel is α = 0.0068oC−1. The ambient temperature, To, was measured using a PT-100 temper-
ature transducer with a uncertainty of ξTo =±0.1oC. In practice, the upper and lower films were connected
in a separate Kelvin bridge. The film temperatures were adjusted by manually modifying resistance of two
potentiometers in each bridge, R1 and R2. The resistance of the other two potentiometers, R3 and R4, were
set to equal to R1 and R2, respectively. The resultant Ru after the bridge reached a balance was

Ru = (R2/R1)Rn. (4)

The uncertainties of the resistors, ξR1/R1, ξR2/R2 and ξRn/Rn, were less than ±0.01%. The uncertainty in
Ru and Rl was evaluated using an approach outlined in Coleman and Steele Coleman and Steele (1998), e.g.

ξ
2
Ru
=

(
∂Ru

∂R1
ξR1

)2

+

(
∂Ru

∂R2
ξR2

)2

+

(
∂Ru

∂Rn
ξRn

)2

. (5)

Both ξRu/Ru and ξRl/Rl were less than ±0.02%, and the uncertainties ξTu−To/(Tu− To) and xiTu/Tu were
less than ±0.05% and ±0.67%, respectively. These uncertainties were evaluated for a typical case with
Tu− To = 60oC and τw = 0.5Pa. It is noted that a filter was installed in the feedback loop to limit the
response of the bridge as the thermal coupling between the two films made both bridges unstable. The
bridges were stable after installing the filter and the typical response time of each bridge with the filter was
0.5s.

The uncertainty of the conduction heat loss/gain through the polyimide substrate (ξQs) was determined
by the uncertainty in temperature differences between the upper and lower films (ξTu−Tl ):

ξQs = kp
ξTu−Tl

d
lw, (6)

where kp = 0.12W/mK was the thermal conductivity of the polyimide membrane and d was its thickness,
and

Tu−Tl =
1
α

(
Ru

Ruo
− Rl

Rlo

)
. (7)

Combining the uncertainties in Ruo, Ru, Rlo and Ru, ξTu−Tl was found to be less than ±0.15oC for the typical
case, thus ξQs was less than ±0.025W .

The total Joule heat generated by the upper film was

Qt = E2/Ru = Q+Qs +Qr. (8)

The voltage E was amplified by a factor of 10 and acquired directly using a 16-bit National Instruments
PCI-6014 data acquisition card. The uncertainty in E was less than ±0.1% of the measured value, and thus
the uncertainty ξQt/Qt was less than ±0.14%. Here, Qs was taken as zero (the true conduction loss was
not zero as ξQs 6= 0) and the radiation heat loss Qr was evaluated using Qr = εσ(T 4

u −T 4
o ). Here, emissivity

ε = 1 and both Tu and To were in degree Kelvin. The radiation heat flux was less than 1% of Q in the typical
case with. The uncertainty in Q was

ξ
2
Q =

(
∂Q
∂Qt

ξQt

)2

+

(
∂Q
∂Qs

ξQs

)2

= ξ
2
Qt
+ξ

2
Qs
, (9)

thus ξQ/Q was less than ±5.1% in the case with ∆T ≈ 60oC and τw = 0.5Pa, due primarily to the large
ξQs . Properties of air, including k,cp,µ,ν,ρ, were all evaluated using an averaged temperature of sensor film
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Figure 2: Distributions of the measured wall shear stress using the pressure transducer, τw,PT , and those
estimated using Joule heat of the upper film, τw,HF , for different ∆T .

and air, (Tu +To)/2. Wall shear stress was also estimated using only the Joule heat from the upper hot-film,
denoted by τw,HF , using equations (3) and (4) in Liu et al. (2018):

τw,HF =

(
1.33

µ
k2ρcpw3l2

)(
Q

∆T

)3

. (10)

The uncertainty ξτw,HF/τw,HF was more than 15.5% for the typical case, as it was over 3 times of the uncer-
tainty of Q/∆T .

The dual hot-film sensor was attached to the inner wall near the exit of a long circular pipe, that was
also used in Liu et al. (2018), where more details can be found. The difference was that the The mean static
pressure at the tap (P) was measured using a pressure transducer (OMEGA ENGINEERING PX655) with a
uncertainty of ±0.31Pa. The signal from the pressure transducer was acquired and averaged using a 16-bit
National Instruments PCI-6014 data acquisition card with LabView routines. The sampling frequency was
1024Hz and the sampling time was 60 seconds. The time-averaged wall shear stress measured using the
pressure transducer τw,PT (or τw for simplicity) was evaluated using

τw =
PD
4L

. (11)

Experiments were performed for Reynolds numbers (ReD = UD/ν) of 1.2×104 to 4.5×104. The averaged
velocity in the pipe U = 0.81Umax, where Umax was measured using a pitot tube positioned at the center of
the pipe exit and the same pressure transducer used in wall shear stress measurement. The constant 0.81
was determined by assuming the velocity profile could be described using a power-law equation with the
exponent n = 6.6 (Hinze, 1975). The uncertainty in the measured τw was ±1.1% of measured value, for
95% confidence level. Following the measurements of wall shear stress, the film length in terms of wall unit
was given by l+ = uτl/ν, where the friction velocity was uτ =

√
τw/ρ.

3 Results
The wall shear stress measured directly using pressure transducer and those computed using the heat transfer
data τw,HF are shown in Fig. 2. When ∆T = 20oC, τw,HF was much larger than τw,PT , and the differences
were larger the uncertainty of τw,HF which were indicated using error bars. The error bars, as well as the
differences between τw,HF and τw,PT , became significantly smaller as ∆T increased. The differences between
τw,HF and τw,PT were fairly small in the case of ∆T = 80oC suggesting the wall shear stress obtained using
the calibration-free method work fairly well here.
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4 Conclusions
In this note we presented heat transfer measurements on the wall of a fully developed turbulent pipe flow
using a newly developed dual hot-film sensor. Joule heat from the upper film can be used to predict τw using
the equation 10. The uncertainties in the predicted τw,HF decreased as the film temperature ∆T = Tu−To
increased to 80oC, where the predicted and directly measured wall shear stress matched very well. This
renders a promising direction for a calibration-free technique for wall shear stress measurement.

Acknowledgements
The research was funded by Natural Science Foundation of China (91752101,11572078) and 973 Plan
(2014CB744100).

References
Ackerberg RC, Patel RD, and Gupta SK (1978) The heat/mass transfer to a finite strip at small Péclet

numbers. J Fluid Mech 86:49–65

Bellhouse BJ and Schultz DL (1966) Determination of mean and dynamic skin friction, separation and
transition in low-speed flow with a thin-film heated element. J Fluid Mech 24:379–400

Coleman H and Steele W (1998) Experimentation and Uncertainty Analysis for Engineers, second ed.. John
Wiley & Sons, NY

Etrati A, Assadian E, and Bhiladvala R (2014) Analyzing guard-heating to enable accurate hot-film wall
shear stress measurements for turbulent flows. Int J Heat Mass Tran 70:835 – 843

Hanratty T and Campbell J (1996) Measurement of wall shear stress. in R Goldstein, editor, Fluid Mechanics
Measurements. chapter 11. CRC Press, Florida, US. 2 edition

Haritonidis J (1989) The measurement of wall shear-stress. in M Gad-el-Hak, editor, Advances in fluid
mechanics. chapter 6, pages 229–261. Springer, Berlin

Hinze J (1975) Turbulence, 2nd ed.. McGraw-Hill, New York

Klewicki J, Saric W, Marusic I, and Eaton J (2007) Wall-bounded flows. in C Cameron, A Yarin, and J Foss,
editors, Handbook of Experimental Fluid Mechanics. chapter 12, pages 871–902. Springer, Berlin
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Abstract
A nonlinear transport model with pressure dependent parameters for gas flow in tight porous media [I. Ali
and N. A. Malik. Transport In Porous Media Vol. 123 No. 2, (2018)] is used to to determine shale rock
properties, such as the porosity and the permeability, and to carry out forward simulations from the transient
model. The results show improvment on previous pressure indenpendent transport models.

1 Introduction
Transport models can predict future gas recovery, and they can also be used for determining rock properties,
so it is important to develop realistic transport models. However, at present, little is known about gas
transport processes through tight rocks. Darcy’s law fails for tight porous media because the pore size is
nanoscale and the pore network produces several flow regimes, such as slip flow, transitional flow, surface
diffusion, and Knudsen flow, and adsorption and desorption of the gas from the rock material also plays a
key role. The system is also pressure dependent. Shales have very small pore size compared to conventional
rock formations, typically in the range of 50-200 nm Wang et al (2013); Nia et al (2013). Shales also have
low porosity, typically in the range 4-15 %, and very low permeability in the range 10-2000 nD, Darishchev
et al (2013).

Here, we use the nonlinear transport model developed by Ali and Malik (2018) to determine shale rock
properties, such as the porosity and the permeability, and to carry out forward simulations from the transient
model.

2 A transport model for flow in tight porous media
Different flow regimes are classified through the Knudsen number, Ziarani and Aguilera (2012), which is
defined as the ratio of the molecular mean free path λ to the hydraulic radius Rh, of the flow channels, Kn =
λ

Rh
. The Mean Free Path (λ) is the average distance traveled by a gas molecule between collisions with other

molecules. There exists several models for the mean free path, such as given by Loeb (2004), λ = µ
p

√
πRgT
2Mg

,

where T is the absolute temperature (K), Rg is the universal gas constant and Mg is the molecular weight
of gas. The hydraulic radius Rh is the mean radius of a system of pores Carman and Carman (1956); Civan
(2010) and is given by Rh = 2

√
2τh

√
K
φ

, where φ is the porosity, and τh is the tortuosity which is the ratio of
apparent length of the effective mean hydraulic tube to the physical length of the bulk porous media.

Flow regimes are defined in different ranges of the Knudsen number, illustrated in Fig. 1. Viscous flow
occurs when λ << Rh and can be described by Darcy’s law; Knudsen flow occurs when λ >> Rh, Darcy’s
law completely fails in this regime; Slip flow occurs due to accumulation of gas molecules along the pore
surface.

Mass conservation, including the loss of mass of gas by adsorption in to the bulk volume of porous
medium, is given by,

∂(ρφ)

∂t
+

∂[(1−φ)q]
∂t

=−∇ · (ρu)+Q (1)
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Figure 1: Viscous flow occurs when λ << Rh and can be described by Darcy’s law; Knudsen flow occurs
when λ >> Rh, Darcy’s law completely fails in this regime; Slip flow occurs due to accumulation of gas
molecules along the pore surface.

where ρ is the gas density, q is the mass of gas absorbed per solid volume of rock, and Q is some external
source. Momentum conservation, through a modified Darcy’s law with a non-linear Forchheimer term
correction for high flow rates (turbulence), is given by,

−(∇p−ρg∇H) = µK−1
a ·u+ρB|u| ·u = µK−1

a

(
I+

ρ

µ
BKa|u|

)
·u (2)

where p is the pressure, u is the volumetric flux, µ (Pa s) is the dynamic viscosity of the flowing gas, g (m2/s)
is the magnitude of the gravitational acceleration vector, Ka (m2) denotes the apparent permeability tensor
of the rock, and B represents the inertial and turbulence effects where the velocity is high, it is considered to
be a function of Ka, φ, and τ. Furthermore, φ, µ, ρ are functions of pressure p.

From these equations, the most general transport equation for the pressure field in a single-phase gas flow
in tight porous media in three-dimensions, incorporating the various flow regimes, and including gravity and
a source term, is given by Ali and Malik (2018),

∂p
∂t

= Da(p) : ∇∇p+ 3(p)∇p ·Da(p) ·∇p

− ρgDa : ∇∇H−ρgζ3(p)∇p ·Da ·∇H−∇(ρg) ·Da ·∇H +ζt(p)Q (3)

H (m) is the depth function, Da (m2/s) is the the apparent diffusivity tensor. ζ3(p) and ζt(p) are compress-
ibility coefficients (defined below).

There are many inter-related physical parameters in this model, and to complete the model in equation
(3), we need correlations that define these relationships. An other important relation is the correlation
between the intrinsic permeability and the apparent permeability which appears in the model, Beskok and
Karniadakis (1999), Ka = K f (Kn), where f (Kn) is the flow condition function and is given by f (Kn) =
(1+σKn)(1+ 4Kn

1−bKn
), σ is called the rarefaction coefficient correlation. Formulae for σ and other correlations

are given in Ali and Malik (2018).
A key feature of the present model is that in order to include as much physical realism in to the model as

possible, all model parameters are pressure dependent throughout the simulations – most previous models
make the parameters to be constants. Pressure dependency means that compressibility coefficients exist
in the model for every pressure dependent parameter to account for the locally changing conditions. A
compressibility coefficient, ζy for some physical quantity y is defined as the proportional rate of change
of a physical quantity with respect to the pressure, ζy(p) = 1

y
∂y
∂p = ∂ ln(y)

∂p . For example, ζρ = ∂ ln(ρ)/∂p,
and similarly for all other pressure dependent parameters, like ζK . Through the correlations defined above
the compressibility factors are inter-related so that there are only four basic ones, namely ζρ, ζ f , ζK , and
ζµ, Ali et al (2015); Ali and Malik (2018). In equation (3), ζ3 and ζt is a combination of the four basic
compressibility factors.
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Figure 2: Control volume discretization of the 1-dimensional domain where the points x j are chosen at the
center of the blocks. The left and the right boundary conditions are discretized by taking ghost cells adjacent
to the cells containing the point x1 and the point xN .

2.1 One-dimensional model
For the simplified one-dimensional system in a horizontal reservoir, without gravity and with no external
forcing, equation (3) reduces to,

∂p
∂t

+Ua(p, px)
∂p
∂x

= Da(p)
∂2 p
∂x2 (4)

where, Ua (m/s), the apparent convective flux (or convective velocity), and Da(p) (m2/s) are given by,
Ua =−ζ3(p)Da(p) ∂p

∂x and Da(p)= FKa
µζt(p) , where F and Ka are now scalar quantities; F = 1 if the Forchhiemer

non-linear flux correction term is excluded. (See Malkovsky et al (2009), Liang et al (2001), Civan et al

(2011) for simplified models.) The further assumption of steady state,
∂p
∂t

= 0 yields,

La(p, px)
∂p
∂x

=
∂2 p
∂x2 , where La =−ζ3(p)

∂p
∂x

, (5)

In model application, Ua(p), Da(p), F(p), ζ3(p), and all the model correlations are assumed known as
functions of the pressure, Ali et al (2015); Ali and Malik (2018).

3 Numerical Methods
The nonlinear transport system in equation (1) together with initial and boundary conditions must be solved
numerically. Because it is a nonlinear advection-diffusion system, care needs to be taken when high gra-
dients appear in the solution, which is possible when the local Peclet number becomes large. It was found
that an implicit finite volume staggered grid arrangement, Figure 2 with the velocity defined on the grid
boundaries, with a flux limiter (2nd order van Leer) adequately solved the system. The discretized system
produced a tri-diagonal system of nonlinear algebraic equations, A(p)p = S(p), where A is the coefficient
matrix, S is the vector of source terms of the right hand side, and p is the pressure vector at all grid points
for which we are solving. The matrix equation has to be linearized before inverting, and then iterated to
convergence before moving on to the next time step.

4 Determining rock characteristics

4.1 Pressure-pulse decay tests
Rock properties are estimated through an inverse problem whereby model parameters are adjusted to fit a
given set of experimental data. Experimental data from pressure-pulse decay test due to Pong et al (1994)
are available. In a pressure-pulse decay test a short homogeneous rock sample of length L is initially set to
a constant pressure inside the core sample. A pulse of high inlet pressure Pin is then sent through the sample
from the upstream boundary and the pressure field quickly reaches a steady state distribution across the core
length. The pressure is recorded at different stations along the core length.
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Figure 3: Pressure against distance along the core sample. Simulation (solid lines), and experimental data
(symbols) from Pong et al (1994), for different inlet flow pressures Pin, as indicated. (a) Left: Steady state
model with F = 1, and (b) Right: Steady state model with F 6= 1.

Pong’s data-sets consist of measurements of pressure, p, along a shale rock core sample of lenght L =
3mm, at a number of stations, x, along the rock length; this is repeated for several different inlet pressures,
Pin = 135,170,205,240,257 kPa. We solve the steady state transport model equation (5), adjusting the
model parameters to match Pong et al’s data, from which we estimate the rock properties.

To test the importance of retaining all model parameters to be pressure dependent throughout the simu-
lations, sixteen different models are produced by taking each of the four basic compressibility coefficients
(ζρ,ζK ,ζ f ,ζµ), independently, to be pressure-dependent or pressure-independent. The rock properties, K,
and φ, are determined from the best fit model which yields the smallest error compared to the data. For more
details see ?.

4.2 Models without Forchhiemer’s correction, F = 1

In the transport models in which non-linear corrections for high flow rates are not included, F = 1, there
are thirteen model parameters. The simulation results, from Model 16 in Ali and Malik (2018) is shown
as pressure against the distance x along the core sample in Fig 3(a). The simulation results (lines) are
compared with the data Pong et al (1994) (symbols). All models match the data for the lowest inlet pressure
Pin = 135 kPa, showing that these tests are insensitive to such types of models at low pressure pulses. But,
most of the models are greatly in error of the data for the higher inlet pressures; Model 16 gives the smallest
error among all models, about 1×10−4. This illustartes to importance of pressure dependent parameters in
as a modeling strategy in general.

However, the estimates of rock properties from Model 16 are, the porosity φ = 0.2, and the rock perme-
ability K = 10−15 m2, (or 106 nD). These values are close to previous models, but they are not typical of
shale rocks.

4.3 Models witht Forchhiemer’s correction, F 6= 1

We now include a non-zero turbulence correction factor, F 6= 1, to produce a new set of transport models. As
the importance of retaining the pressure-dependence of all model parameters has already been established,
here we consider only Model 16 with F 6= 1 as the base case – there are now four additional model pa-
rameters, a total of seventeen parameters. After some parameter adjustment, Fig. 3(b) shows the simulation
results against the data. We observe an excellent match between the numerical solutions and the experi-
mental data. The error between the simulated and the measured pressure values is about 6×10−5, which is
smaller than from Model 16 with F = 1, Fig. 3(a).

Importantly, the range of porosity is in the range 0.10 < φ < 0.1038, and the intrinsic permeability lies in
the range 106 < K < 111 nD. These are much more realistic of shale rocks than obtained from any previous
model, we believe for the first time from such types of models.
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Figure 4: Pressure against distance along the core sample. Simulation (solid lines), and experimental data
(symbols) from Pong et al (1994), for different inlet flow pressures Pin, as indicated. (a) Left: Steady state
model with F = 1, and (b) Right: Steady state model with F 6= 1.

4.4 Forward Simulations: Transient Model
The transient transport model, equation (4), was used to simulate the pressure field in a shale rock core
sample of length L over a period of time. Initial conditions are set as p(x,0) = 0 for 0≤ x< 1 and p(x,0) =P
for x = 1. Boundary conditions are set as p(0, t) = pd(t) for t ≥ 0 and p(L, t) = pu(t) for t ≥ 0. pu is the
pressure in the upstream reservoir, pd is the pressure in the downstream reservoir.

We solve the transient nonlinear transport model (4) with initial and flux conditions to describe the
pressure distribution in a rock core sample of length L= 1m to simulate pressure-pulse decay test. We obtain
the pressure distribution under full pressure dependent reservoir parameters and compressibility coefficients.
A pressure pulse is induced in the upstream reservoir at t = 0, which is attached to a core plug containing a
rock sample. Figure 4 shows the results obtained from the numerical simulations.

5 Discussion and Conclusions
A fully pressure-dependent nonlinear transport model for the flow of shale gas in tight porous media de-
veloped in Ali and Malik (2018) was used to investigate rock properties and transient pressure fields. The
transport model accounting for the important physical processes that exist in the system, such as continuous
flow, transition flow, slip flow, surface diffusion, adsorption and desorption in to the rock material, and also
including a nonlinear correction term for high flow rates (turbulence).

A steady state one-dimensional version of the model without gravity and without external source was
used to determine shale rock properties by matching the pressure distribution across a shale rock core sample
obtained from pressure-pulse decay tests for different inflow pressure conditions. The best estimates of rock
properties was obtained when the high flow rate correction factor is included (F 6= 1) in the model, and when
all model parameters are kept pressure dependent throughout the simulations, at high inlet pressure pulses.
The estimates are much realistic than obtained from any previous transport models. The transient model
was used for simulating future pressure field distribution inside a rock sample over a period of time.

We can draw the following conclusions. Firstly, a realistic transport model should incorporate all of
the important physical transport sub-processes in the porous system. Secondly, model parameters and as-
sociated compressibility coefficients should be pressure dependent throughout the numerical procedure.
Thirdly, a Forchchiemer correction term for high flow rates is essential for good estimation of rock proper-
ties. Pressure-pulse tests should be carried out at elevated pressure pulses.
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Abstract 

Experiments were conducted on a model of a flat curved heat pipe with the purpose of investigating its 

performance response upon changing the pipe plane from vertical to horizontal and under periodic thermal 

loading applied at the evaporator side. The model consisted of a commercial laptop heat pipe firmly mounted 

on one end to a copper block (“Core”) supplying heat by means of an electrical resistance (simulating the 

laptop CPU released heat) and on the other end to the cooling system of fins and centrifugal cooling fan 

(“Fan”). The whole system was thermally insulated in an enclosure and equipped with thermocouples 

monitoring the Core external wall temperature and the exhaust air temperature of the Fan. Measurements 

were also carried out along the heat pipe curved surface at the wall with an infrared video camera and in 

that case only an appropriate narrow slot was opened in the enclosure. It was found that with the same steady 

heat load Horizontal positioning resulted in significantly higher Core and Fan temperatures compared to 

Vertical positioning. Two types of unsteady tests were tried: The first, Heat On from cold, followed by Cool 

Down and vice versa for very long time so that steady state conditions would be reached. The time constants 

τ of the temperature process at the Core and the Fan were computed from those tests. In the second series 

of experiments square wave type periodic thermal loading was applied to the Core with periods ranging 

from minutes to hours. It appeared that the response resembled that of a 1st order system, including the heat 

pipe, and that τ increased with decreasing the cooling rate and with Horizontal layout. 

 

1 Introduction  

Heat transfer by heat pipe technology is currently present in many industrial applications where reliability, 

low thermal resistance, high conductivity, simplicity, compactness and space limitation indeed matter, as in 

spacecraft, laptop and smartphone cooling. Flat and / or bent types positively contribute to the last 

requirement of space limitation, Wang (2009). Accurate thermal management in transient operation is 

crucial in some cases like: a) die casting and injection molding industry where the controlled removal of 

heat with time contributes to the product quality, b) innovative hybrid starter-alternator technology in cars 

where the electronics components are subjected to high current cycles with fluxes in the range 60-400 

W/cm2, Harmand et al (2011), Wang and Vafai (2000), El_Genk and Huang (1993). A common feature of 

heat pipes is the existence of two phase flow which is working along with capillary phenomena, usually by 

means of a wick, and is thus affected by many factors such as gravity, surface tension and molecular 

properties of the working medium. Vertical orientation, with the evaporator below the condenser is generally 

more efficient than the horizontal orientation because the flow is gravity assisted. Modeling and 

experimental work have greatly contributed to the understanding and improved design of heat pipes over 

the last decades, Zhang (2017), Wang et al (2013), Xiao and Faghri (2008), Chao and Faghri (1992) In an 

effort to overcome problems in the capillary flow associated with the wick structure, the concept of 

Oscillating or Pulsed Heat Pipes has been introduced in the early nineties, Akachi et al (1996). In the absence 

of a wick, the temperature gradient between the heated and cooled ends generates a capillary slug flow. 
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Although the physics have not been yet well understood, research has indicated that improvements in the 

performance could be accomplished by selecting appropriate geometries and specialized materials for 

example iron oxide nanoparticles added to kerosene as a working fluid with operation under magnetic field, 

Goshayeshi et al (2015). They found that better performance and lower thermal resistance was attained at 

inclinations about 150 from the vertical direction. In many studies for transient operation and heat pipe plane 

inclination, the focus is on the behavior of the vapor inside the heat pipe El-Genk and Huang (1993). The 

time constants for the vapor temperature are much smaller than the time constants of the metal wall 

temperature of the heat pipe and generally decrease as the coolant flow rate at the condenser side increases. 

In the present work an attempt is made to experimentally investigate the behavior of a flat heat pipe in 

transient conditions and in Vertical and Horizontal inclinations, focusing attention into the temperatures of 

the external wall of the heat pipe and to the temperature of the exhaust air from the cooling fan, a topic 

which is thought to have some practical interest.  

 

2 Experimental Set Up and Procedures 

The heat pipe used was taken from a laptop. It was of bent type Rob 78C 6G, flat 7.6x3.4 mm, with 

evaporator length 30 mm, condenser length 72 mm, adiabatic length 110 mm, made out of copper and had 

water as the working medium. Heat was applied to the evaporator side via an electric resistance of power 

48 W, 36 W and 24 W. The resistance was imbedded into a copper block and the heat pipe end was tightly 

mounted onto the block for optimum conduction of heat. A cooling fan was firmly mounted on the other 

end, at the condenser side, operated at flow rates Q = 2.2, 2.9, 3.7 and 4.2 l/s, removing most of the heat fed 

via the resistance. Thermocouples were installed on evaporator edge and the fan exit central region and their 

indications monitored in time would be called hereafter ΘC  or  ΘCORE  and ΘF or  ΘFAN . An enclosure made 

out of wood and insulating material (simulating the laptop) housed the heat pipe assembly.  The system was 

thus thermally insulated and the energy balance was expected to hold i.e. the electrical power input to be 

equal to the total heat flux rate over the whole fan exit area. For the purpose of examining the heat pipe wall 

surface temperature distribution along the pipe length via an infrared Flir S45 video camera, a small slot 

opening was created having the almost a quarter sector shape of the heat pipe, which was painted black for 

that purpose. Measurement of the temperatures ΘC and ΘF with the slot opened and sealed in steady state 

conditions, showed differences of less than 2%, therefore the infrared temperature readings could be 

considered as fairly well representing the wall temperature distributions on the heat pipe of the completely 

insulated system, without appreciable losses. ΘC and ΘF were monitored with Labview platform along with 

two reference synchronizing time signals, when transient tests were performed. The ambient temperature 

Θamb was taken into account and usually temperature differences are presented. 

The plane of the heat pipe was first set in the Vertical (V) direction for both steady state and transient 

experiments and then set to the Horizontal (H) position for similar tests. Steady state thermal equilibrium 

was reached either from the cool state after heat was applied for sufficiently long time, “Heat  up” 

experiments, or from the fully heated steady state to the completely cooled down state when the heat was 

switched off, “Cool down” experiments. The time period during heating up or cooling down is considered 

as a transient, step type thermal loading. A periodic, square wave type, thermal loading was applied by 

switching on and off the power of the electrical resistance. The period was T and the circular frequency was 

ω = 2πf   rad/s, where f is the frequency in Hz. A synchronized electrical signal was simultaneously recorded 

with the temperatures in order to secure phase locking of the time series for later processing. 

 

3 Effect of Orientation on Mean Temperatures 

Fig. 1 is an example of the Heat on , Steady, Cool down process. It has the classical exponential shape also 

encountered in similar experiments, e.g. Wang and Vafai (2000) for outside wall surface temperatures but 

also in Saad et al (2012), El-Genk and Huang (1993) in which the vapor temperature is examined, with time 

constants much smaller than those of the outside wall temperatures. Fig. 2  is a steady state image of the IR 
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camera with the temperature scale on the right and the selected spots for the axial temperature readings 

through the slot. Heat is applied to the bottom right evaporator, top on the right is the fan motor location. 

The temperature variations with time  along the selected spot locations are depicted in Fig. 3. During    the  

 

 

 

 

 

 

 

 

Figure 1: Heat on-Steady-Cool down process                 Figure 2: Spot locations,  + ,  for IR camera readings 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Temperatures on the surface along the + spots for Heat up (left), Steady (middle) and Cool down (right) 

heating up stage it appears that the evaporator temperature (red color) and its closest neighbor have almost 

the same temperature, while at the steady state stage, with the heating power still on, and in the cool down 

stage when the power is switched off, there is clearly a negative axial temperature gradient along the heat 

pipe. The temperature of the motor of the cooling fan stays more or less at a constant temperature (deep 

blue line). The effect of variations in the heat power level P (W) and of tilting the heat pipe plane from 

Vertical (V) to Horizontal (H) on the Core temperature ΘC is demonstrated in Fig. 4, with parameter the 

flow rate of the cooling fan. It is observed that the temperature of the core drops as the flow rate increases 
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Figure 4: Effect of heating power and inclination on Θc          Figure 5: Cooling rate vs time  in Horizontal position 

(left , right) and in Vertical position (middle) 

indicating that the heat pipe and the fan perform as they should, for example in a real laptop with roughly 

the same power dissipated from its CPU. There is a dramatic increase in ΘC when the plane is in the 

horizontal position, reaching unaceptable high values for a real machine, showin also that the heat pipe and 

the fan cannot cooperate properly. ΔΘ is seen to increase with P as also realized in data from other workers 

e.g. Wang and Vafai (2000) in rescaled form. The effect of orientation in the transient phase of cooling 

down is also clear in Fig. 5 where the vertical V orientation in the middle of the figure exhibits the steepest 

temperature decline with time, as opposed to the horizontal H setting, in the left and right of  Fig. 5. 

4 Effect of Orientation and Periodic Thermal Loading 

Fig. 6 shows raw data of core temperature time records (white lines, bottom) when the power is switched 

on and off periodically, the  period shown by the red square wave signal on the top.  Fig. 7  illustrates    the  

 

 

 

 

 

 

 

 

 

Figure 6:  ΘC  vs time under periodic loading. Top, 

period T = 240 s, bottom,  period T = 3000 s 

 

 

Figure 7: Simultaneous variation of Core and Fan 

temperatures under periodic loading 

simultaneous variation  of Core and Fan temperatures ΘCORE , ΘFAN.  High value of the red reference signal 

means heat is on, low value means heat is turned off, allowing the heat pipe to cool down. The test was 

initiated from the fully heated steady state position (left side with maximum temperature). As  it  occurs in 
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a first order system responding to periodic excitation, there is an initial aperiodic behavior where the 

temperature decreases, followed by a periodic variation of temperature with period matching that of the 

excitation but of amplitude and phase depending on T (or ω = 2π/Τ).  If the system were intrinsically 1st 

order and the excitation was purely sinusoidal, then the reduction in amplitude, given in non-dimensional 

form as F(ωτ)=[Θc top-Θc bot)]/[Θc steady)-Θc in)] , would have been 1/ √[  1+ (ωτ)2 ] and  the phase difference 

between the excitation and the response Δφ would have been -arctan(ωτ). Here top, bot signify the maximum 

and minimum values of the response, steady the steady state temperature with heat on an in the final steady 

state temperature when the system is allowed to fully cool down (“initial condition”). The time constant τ 

was computed from temperature time records of ΘC  like those in Fig. 1. The same procedure was followed 

for processing the data of the temperature of air at the center of the cooling fan, and the corresponding 

temperatures were Θf top, Θf bot etc. F(ωτ) and Δφ for  ΘCORE are given in Fig. 8, the reduction factor F(ωτ) 

for ΘFAN in Fig. 9 and the phase difference between ΘCORE and ΘFAN in Fig. 10. Remarks can be made : 

 

 

 

 

 

 

 

Figure 8: Core temperature amplitude reduction, left, and phase difference, right, under periodic thermal loading                              

 

 

 

 

 

 

 

 

 

 

Figure 9: Fan temperature reduction with periodic load      Fig. 10: Phase difference ΘCORE-ΘFAN  with periodic load                              

As the frequency ωτ of the thermal periodic loading increases, the dynamic amplitude F of the thermal 

response, be it that of the Core (Fig.8) or of the Fan (Fig. 9) monotonically decreases, following fairly 

closely the behavior of a 1st order system in sinusoidal excitation (green solid line). The absolute value of 

the temperature variation difference (Θtop – Θbot) is greater in the Core than in the Fan sections, Fig. 7, and 

is also greater for lower cooling fan flow rates (Figs 8,9). The phase difference Δφ between the heat load P 

and the Core or Fan temperature increases with ωτ, being close to the “theoretical” value only for small ωτ, 

less than 5, thereafter being significantly greater, Fig.8. Literature data for comparison are only available 

for evaporator temperatures, such as those of Harmand et al (2011) showing similarity to our Δφ variation 
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in Fig. 8, for very low ωτ, and for the difference between the evaporator and condenser temperatures (Figs 

5 and 6 of their paper), exhibiting an experimental decrease at the condenser section by about 20%. The 

period in their experiments is very small, 3 s, but their time constants are also very low.  For Vertical 

orientation, the time constants τ increase with decrease in the cooling flow rate, both in the core and in the 

fan Figs 8, 9, as also found in El-Genk and Huang (1993). Horizontal operation causes significant increase 

in τ only in ΘCORE, Fig.8, and also increases in F(ωτ) for both Core and Fan areas. Finally the phase 

difference between the ΘC and the ΘF temperatures increases as ωτ increases due to thermal inertia, Fig.10.  

5 Conclusion 

From a practical point of view, the present results show that cooling by means of a flat heat pipe with the 

evaporator below the condenser works out much better in the vertical than in the horizontal positioning of 

the heat pipe plane. Periodic temperature variations in the heated end reach the cooling end where the fan 

operates with a delay, or phase lag, which increases as the frequency of excitation increases, closely to the 

behavior of a 1st order system. Time constants increase with decreasing cooling flow rate. The amplitude 

of temperature fluctuations are greater in the horizontal layout, but they generally decrease with increasing 

frequency of thermal loading at the heated end.  
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Abstract 

The purpose of this study is to obtain drag coefficient of a circular plate with holes in bubbly flow.  The 

falling speed of the plate undergoing drag was obtained from movies taken by a high speed CCD camera.  

The drag coefficient was estimated by making experimental data fit to the curve as an exact solution of the 

equation of motion for the plate falling in water and bubbled water. This paper shows the comparison with 

the drag coefficients of circular plates with and without holes.  Effects of bubbles on the drag coefficient 

of the plate with and without holes are discussed.  

 

 

1 Introduction  

The purpose of this study is to obtain drag coefficient of circular plates with holes in bubbly flow. This is 

a fundamental study to design a paddle for canoe.  For transmitting force to water effectively, the drag 

coefficient of the paddle should be large.  The vast amounts of the data of drag coefficients for different 

shapes of a body were accumulated in the data book by Hoerner (1965) .   The data of rectangular plates 

show that the drag coefficient CD increases until 2.0 with increasing the aspect ratio.   This means that the 

aspect ratio of the rectangular paddle should be large.  However, there is a limitation as an actual paddle.  

Therefore, we need to seek the other way to rise the drag coefficient.  The drag coefficient of an annular 

plates shows increase until 2.0 similar to the rectangular plate with large aspect ratio when a hole becomes 

large: Hoerner (1965), JSME Mechanical Engineer’s Handbook (1987).  The near wake characteristics of 

flat plates were studied for different shapes: a circular, triangular, tabbed and square plates: Fail, et al. 

(1959).  Drag and near wake characteristics of flat plates with fractal edge geometries were studied for 

investigating effects of the length scale of perimeter of the plate on drag and characteristics of the wake: 

Nedic, et al.(2013).  The drag coefficient is found to increase up to 7% with increasing the fractal 

iterations.  This means that the length of perimeter is one of the parameter to determine the drag of the 

plate.  This was also suggested by the study of fish fin shape on thrust generation: Kikuchi, et al. (2014).  

The drag coefficient of a triangular plate is the maximum among that of the regular polygons if area is the 

same.   This suggests that the longest perimeter of the triangular plate gives the maximum drag coefficient.  

A thin vortex ring arising at the peripheral edge of a plate which starts impulsively must be important to 

determine the drag of the plate.  The near wake of an impulsively started disk was studied: Johari and 

Stein (2002), Johari and Desabrais (2005). 

For eliciting the maximum propulsion in the ability of a paddle, one of the way to improve its performance 

technologically is to achieve both an increase in fluid dynamic drag coefficient and decrease in its weight 

without changing strength.  The paddle is usually used in water including bubbles like a mountain stream, 

so that we need to know its drag in the bubbly flow.  We have a plan to make some holes in the puddle to 

lighten its weight, because we think that athletes easily handle it due to be light.  Effects of holes on the 

drag coefficient are not understood sufficiently yet, however, there are some data about annular plates 

which show higher value than the circular plate: Hoerner (1965).  The drag coefficient shows larger value 
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with larger the ratio of inner and outer diameters.  It is strange from the definition of the pressure drag 

based on the difference between the high pressure in the front stagnation region and the low pressure in 

the rear separated region.  Since there is no difference in pressure at the center of the annular plate because 

of a hole, it is assumed to be a small drag.  However, the fact is opposite.  In the case of a circular cylinder 

with slit from a front stagnation point to a rear one, the drag coefficient of the cylinder decreases with 

increasing the height of the slit: Gao, et al.(2017).  The pressure difference between a front stagnation 

point to the rear side is reduced by the slit as expected.  The near wake of a slotted disk: Higuchi (2005) 

shows similar results to the circular cylinder with slit.  The following is a possibility for increasing the 

drag coefficient of annular disc.  If the annular plate with large ratio of the inner and outer diameters can 

be regarded as a two-dimensional plate, its drag coefficient must nearly equal 2.0.   Moreover, there are 

many questions about the drag coefficient at the time when bubbles pass through holes.  Do holes in a 

plate in the bubbly flow make the drag coefficient high or low?  It is necessary to check why the drag 

coefficient of the annular plate becomes large.  The drag coefficient of the circular plate with holes in 

bubbly flow is obtained experimentally by using the following method.  This paper shows the comparison 

with the drag coefficients of a circular plate with and without holes, and we discuss about the difference 

among them.  

 

 

2 Experimental method and testing plates   

The simple method based on the velocity which is calculated from the differential equation describing the 

force balance acting on a plate falling in a bubbly flow is used to obtain experimentally the drag 

coefficient.  The equation of motion  in the vertical direction is as follows: 

 

(𝑚 + 𝑚,)
𝑑𝑣

𝑑𝑡
= 𝑊 − 𝐵 − 𝐷       

 (1) 

 

Here, m and m’ are the mass and added mass of the moving plate, the relative velocity approaching to the 

plate is denoted by v.  Forces W, B and D are weight, buoyancy and drag, respectively.  Assuming the drag 

is proportional to square of velocity v at high Re numbers and is proportional to velocity at low Re 

numbers, the drag D is expressed as 𝐷 = 𝑘ℎ𝑣2   𝑎𝑡 𝑅𝑒 ≫ 1, 𝐷 = 𝑘𝑙𝑣   𝑎𝑡 𝑅𝑒 < 1.  Substituting these 

relations into eq. (1), the change in velocity is expressed as follows: 

 

𝑣 = √
(𝜌𝑠 − 𝜌𝑤)𝑔𝑉

𝑘ℎ
tanh (

√𝑘ℎ(𝜌𝑠 − 𝜌𝑤)𝑔𝑉

𝑚 + 𝑚,
𝑡)            𝑎𝑡  𝑅𝑒 ≫ 1 

𝑣 =
(𝜌𝑠−𝜌𝑤)𝑔𝑉

𝑘𝑙
(1 − 𝑒−

−𝑘𝑙
𝑚+𝑚,𝑡)                                        𝑎𝑡 𝑅𝑒 < 1   (2) 

 

Here, 𝜌𝑠 and 𝜌𝑤 are the density of the plate and of water.   The volume of the plate is denoted by V.   

The drag coefficients 𝑘ℎ  , 𝑘𝑙  and added mass m’ can be obtained by means of adjusting the curve of 

Equation (2) to measured data. Our experiment is very simple.  The test plate is falling in water according 

to the equation of motion.  The change in speed of the plate is measured by a high-speed CCD camera.  

Comparing with the drag coefficient of a circular plate as well as a sphere obtained by the other previous 
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studies: Kikuchi, et al. (2013), our results obtained by our way in the both case of a circular plate and 

sphere are reasonable.   

The experiments were carried out in a water tank that has a generator of bubbles in 2mm diameter at the 

bottom.  The plate was released from beneath the still water surface, and then, it fell down according to 

the equation of motion shown in Equation (1).  The drag coefficient Cd is obtained by the following 

Equation (3).  In the case of bubbuled water, the density of bubbled water 𝜌𝑏 is estimated by  𝜌𝑏 = 𝜌𝑤 ×
(1 − 𝛼) + 𝜌𝑎 × 𝛼.  Here,  shows void fraction.  The 𝜌𝑤 in the Equation (3) is replaced by 𝜌𝑏  to obtain 

Cd of the plate in bubbled water.  The A in the Equation (3) is the area of the plate, that is gray color part 

shown in Figure 1. 

 

 𝐶𝑑 = 𝑘ℎ (
1

2
𝜌𝑤𝐴)⁄          (3) 

 

The area of both plates shown in Figure 2 is the same 196mm
2
 even if the number of holes are different in 

this study.  The thickness of the plates is 3mm, whose edge is cut in a right angle.   The circular plates are 

tested, which are no-holes, two-holes and four-holes.  The drag coefficient of these plates are obtained in 

pure water and bubbled water. 
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A thin vortex structure near the rear side edge of the circular plate shown in Figure 3a is formed at the 

beginning of start. Shortly after, vorticity supplied from the edge accumulates, then the vortex becomes 

thick as shown in Figure 3b,c.    These figures are more or less familiar.  There is no theory of determining 

the drag of an arbitrary shaped plate, even if vortex formation is known to be strongly related to drag.  

Therefore, drag of the fundamental shaped bodies has been studied experimentally.   

 

 

 

 

 

 

 

 

 

Interaction of vortices generated from two holes of the circular plate at the beginning of start (Figure 4a) 

and vortices in the near wake are shown in Figure 4.  The near wake region shown in Figure 4b is 

presented in a plane perpendicular to the line connecting to centers of holes, and Figure 4c in the plane 

including the line connecting to centers of holes.  Large distortions are seen at a point of contact with two 

vortex rings and at two points of contact with vortices from holes and spherical vortex ring from the edge 

of the circular plate.  Therefore, the nonlinear interactions among distorted vortices occur, so that the wake 

region becomes turbulent in early stage.   The wake region seems to be larger than that of the circular plate 

without holes. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Vortex structures in the immediate vicinity of the rear side of a circular plate 

a)            b)       c) 

Figure 4: Vortex structures in the immediate vicinity of the rear side of a circular plate with two holes 

a)             b)        c) 
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Interaction of vortices generated from four holes of the circular plate at the beginning of start is shown in 

Figure 5a.  Cross sections of vortices in the near wake are shown in Figure 5b and 5c.  The near wake 

region shown in Figure 5b is presented in a plane including the line between holes, and Figure 5c in the 

plane including the line connecting to centers of holes.  Large distortions are seen at points of contact with 

four vortex rings and at four points of contact with vortices from holes and spherical vortex ring from the 

edge of the circular plate.  Therefore, the nonlinear interactions among distorted vortices occur rather than 

the previous case of two holes, so that the wake region becomes turbulent in early stage.   It seems that the 

spherical vortex ring is not disturbed much as seen in the shear layer separated from the spherical edge.  

The width of the wake seems to be larger than that of the circular plate without holes and with two holes. 

The results of measured Cd of plates in water/bubbled water are presented in Table 1.  That of the circular 

plate without holes in bubbled water decreases to 63% of that in the pure water.  This is due to density of 

water decreasing by bubbles.   The Cd of the circular plate with two holes in pure water is 1.33, and this is 

larger than that of the circular plate without holes.  The Cd of the plate in pure water becomes large with 

increasing the number of holes Because the drag coefficient,.   This is the same tendency as the annular 

plate: JSME Mechanical Engineer’s Handbook (1987).   In contrast, the tendency of change in Cd of the 

plate in bubbled water is not clear, but it can be considered that decreasing rate of Cd of the circular plate 

with holes in the bubbled water is larger than that of the circular plate without holes.  The ratio of sizes of 

bubbles and holes may be important role for Cd.  The relation between the drag coefficient of a plate with 

holes and bubbles will be made clear in next studies. 

 

Figure 5: Vortex structures in the immediate vicinity of the rear side of a circular plate with four holes 

a)             b)        c) 
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4 Conclusion 

The drag coefficients of a circular plate with and without holes were investigated experimentally in pure 

and bubbly flows.  The drag coefficient was estimated by making experimental data fit to the curve as an 

exact solution of the equation of motion for the plate falling in water and bubbled water.  The drag 

coefficients of a circular plate with holes in pure water was larger than that of a circular plate without 

holes.  That tends to become larger with increasing the number of the holes.  The drag coefficient of the 

plate in the bubbly flow becomes smaller than that of the plate in the pure water, regardless of whether the 

plate has holes or not. 
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Abstract 
The objective of this paper is to observe the effects of nitrogen film cooling on flame structures in ignition 
transition. Gaseous oxygen and liquid kerosene were used as propellants, and the shear coaxial injector 
was used to inject propellants. In order to study effects of the nitrogen film cooling on the flame structures, 
the dynamic pressure transducer is established to detect over-peak pressure and pressure rise time, and the 
high-speed camera is set up to obtain visualized flame structures. The over-peak pressure and pressure rise 
time were detected in cases with film cooling. With the increase in the differential pressure between the 
combustion chamber pressure and injection pressure of the film coolant, the over-peak pressure decreased. 
Also, the pressure rise time increased as the differential pressure increased. In this paper, these phenomena 
are explained by the interruption of normal propellant injection in the propellant mixing zone. Flame 
structures were recorded to confirm the unstable flame structures in cases of injected the film coolant. 
 
 
1 Introduction  
Ignition is one of the important processes in the liquid-fueled rocket launches because unstable ignition 
processes, such as overshoots and ignition delay, may damage rocket systems (Manski et al. 1998, Sutton, 
2003). Over-peak pressure at the initial ignition could damage the propellant injection system and 
combustion chamber, thus deteriorating the performance of the liquid rocket engine. Ariane V18 had 
problems at initial ignition and the ignition process was shut down soon after ignition starts (Gastal et al., 
1988). The unsteady heat release due to unstable ignition causes an unsteady pressure in the combustion 
chamber, and affects the vibration of the rocket structure and oscillation of the reactant flow rate. In other 
words, the unsteady heat release at the initiation moment in a combustion reaction induces a pressure 
fluctuation (Anderson et al., 1998, Sliphorst et al., 2011). Consequently, combustion instability could be 
occurred and impedes the rocket engine system. The combustion instability phenomenon such as ignition, 
propellant mixing, and chemical kinetics during the combustion has been observed in numerous 
researches of liquid-fueled rocket engines and has been studied from many years. However, the cause of 
the unstable ignition has not been clearly understood because of the complex relationships. 
In addition, the combustion chamber undergoes numerous hot fire tests in laboratory scale tests. Therefore, 
it should be protected from the combustion gases, which are at high pressure and temperature. For the 
cooling system of the liquid rocket engine, film cooling with a regenerative cooling channel has been used 
in the first stage engine in that it helps in reducing the convective heat transfer on the surface of the 
combustion chamber wall (Arnold et al., 2010, Hessam et al., 2014). 
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2 Experimental Setup 
The combustion chamber was established as Fig. 1. In this study, the shear coaxial injector was used for 
injection, and the gaseous oxygen and liquid kerosene was injected for propellants. The gaseous oxygen 
was sprayed through the annular gap between the outer diameter and inner diameter of injector. The outer 
and inner diameters of the liquid injector are 3 and 1.5 mm, respectively. The combustion chamber 
diameter is 22 mm: its length is 182 mm: and the diameter at the nozzle throat is 6.4 mm. Also, the spark 
plug (NGK CR9EIX) was used to supply ignition energy with 90 mJ, and its value was fixed in all cases. 
Pressurant tank was used to supply the liquid fuel. The gaseous oxygen was injected directly from the 
oxidizer tank, and its mass flow rate was controlled by the orifice, which is located right before the 
injection. For the injection of the film cooling, gaseous nitrogen was sprayed between the outer body of 
the injector and the combustor with a gap of 0.75 mm. 
Check valves in supply lines were established to prevent flame backfire from the combustion chamber to 
the propellant lines. The mass flow rate of propellants was calculated by the data from the volumetric 
turbine flow rate and density, which in turn were estimated from the temperature and static pressure. 
Chemiluminescence is related to the phenomenon of spontaneous photon emission. In order to observe the 
effects of the film cooling on the flame structures, the CH* chemiluminescence images were recorded 
using the high-speed camera with a 430 nm band pass filter.  
The experiments in this study were performed to obtain the effects of film coolant on the ignition 
transition. This study was focused on the comparison between the presence and absence of film cooling. 
Gaseous nitrogen for film cooling gas was injected with the different pressures during the combustion. In 
all cases, the propellant injection pressure was maintained with the same pressure. The combustion 
chamber pressure was approximately 1.7 MPa, and the oxygen and fuel injection pressures were 
approximately 2.0 MPa during the steady state condition. The film cooling gas was injected by varying the 
pressure from 1.89 MPa to 2.39 MPa, thus the differential pressure between the combustion chamber and 
injected film cooling gas was calculated from 0.19 MPa to 0.69 MPa. 
 

Figure 1: Schematic of combustion chamber 
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3 Results and Discussion 
Fig. 2 represents the calculation method of over-peak pressure and pressure rise time. The pressure rise 
time was defined as time from the initial ignition to steady state condition. The over-peak pressure at the 
initial ignition process is one of the most important situations because it causes the problem such as the 
structural destruction. Fig 3 shows the over-peak pressure with respect to the differential pressure between 
the combustion chamber and film cooling injection pressure. There is no over-peak pressure in the case of 
absence film cooling gas. The over-peak pressure decreased with increases of the differential pressure as 
shown in Fig. 3. At low differential pressure, the over-peak pressure was measured to be approximately 
4.0 MPa. Its value converged to the combustion chamber pressure as the differential pressure increased. 
Fig. 4 shows the pressure rise time with respect to the differential pressure. The pressure rise time 
increases with the increase in the differential pressure. The pressure rise time in the case of the low 
differential pressure was calculated to be 674 ms, whereas It was 1110 ms at high differential pressure. 
However, the case in the absence of film cooling was calculated to be 218 ms. 
The reason of these phenomena is that nitrogen film cooling injection affects the mixing and atomization 
of the injected propellant at initial ignition. In order to obtain stable ignition, an appropriate mixing and 
atomization conditions are necessary. However, the injected propellant was disturbed to mix and atomize 
well by the injected film cooling gas. In other words, the injected film cooling gas was coexisted in the 
mixing zone of propellant at initial ignition. As results, the unstable ignition was occurred with over-peak 
pressure and pressure rise time. The differential pressure between the combustion chamber and injected 
film cooling gas pressure increased to increase the momentum flux of film cooling gas. The high 
momentum flux of film cooling gas allows the propellant to be mixed and atomized well. Additionally, the 
high differential pressure disturbs the flame development during the ignition transition, thereby increasing 
the pressure rise time until the steady state condition. 
The cross section of the flame recorded using the high-speed camera to visualize the effects of film 
cooling on the flame structure. The inverse Abel transform was performed to obtain the boundary layer of  

Figure 2: Calculation methods of over-peak pressure and pressure rise time 
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Figure 3: Over-peak pressure with respect to the differential pressure. 

Figure 4: Pressure rise time with respect to the differential pressure 
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sprayed propellant. Fig. 5(a) represents the case without the film cooling gas, and Fig. 5(b) shows the 
image in the case with the film cooling gas. The difference by the film cooling gas is intensity and spray 
angle. Chemiluminescence intensity at the vicinity of injector in the case with the film cooling gas shown 
in Fig. 5(b) is higher than the case without the film cooling gas shown in Fig. 5(a). Also, compared to the 
case of absence the film cooling gas, the spray angle decreased with film cooling gas injection. 
 
4 Conclusion 

A stable ignition at initial combustion process is important in terms of the safety of liquid-fueled rocket 
systems. In order to protect the combustion chamber wall, the film cooling system was used in this study. 
The gaseous nitrogen was selected as the film cooling gas. In this study, an experiment was designed to 
observe the effects of the nitrogen film cooling on flame structures in ignition transition. To confirm the 

Figure 5:Visualized images of CH* chemiluminescence under different conditions: (a) 
without film cooling, (b) with film cooling 

(a) 

(b) 
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film coolant effects, injection conditions of the propellant was the same in all cases, and the injection 
pressure of the film cooling gas was varied. The analysis was performed with the data of over-peak 
pressure, pressure rise time and visualized flame images. The over-peak pressure was detected, and a 
pressure rise time was observed in the case with the injection of film cooling gas. The injected film 
cooling gas affected the propellant mixing zone, as a result, the over-peak pressure decreased with the 
increase in the differential pressure. Also, the pressure rise time increased with the increase in the 
differential pressure. Therefore, the flame structure was visualized to observe effects of the film cooling 
gas. Chemiluminescence intensity at the vicinity of injector was confirmed to increase in the case with the 
injection of film cooling gas. In addition, the spray angle in the case of presence film cooling gas 
decreased compared to the case of absence film cooling gas. In order to avoid unstable ignition, such as 
the occurrence of over-peak pressure, it is better to inject the film cooling gas with a high differential 
pressure. 
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Abstract 

The present work deals with the improvement in aerodynamic performance of a wing model, NACA 0025, 

using an array of slotted synthetic jets. A new synthetic jet actuator was designed and located at 30% of 

the chord. Force balance and hot-wire measurements were carried out in a subsonic wind tunnel to assess 

the performance enhancement due to the operation of the synthetic jet array. Initially, the synthetic jet 

velocity was measured under quiescent flow condition at different actuation frequencies and input power. 

Actuation at 1000 Hz and 200 V resulted in the highest blowing velocity of 10.5 m/s. Experiments were 

performed at various actuation frequencies, namely, 200 HZ, 600 Hz and 1000 Hz. It was observed that, 

actuation at 1000 Hz led to increase in lift coefficient by 35.6% and reduction in drag coefficient by 33%. 

Subsequently, hot-wire measured power spectrum was computed from 40% to 80% of the chord. The 

power spectra showed successful stabilization of the flow field at the actuation of 1000 Hz. 

 

1 Introduction 

Active flow control over a wing model is still a hot topic of research from past few decades. One of the 

promising means of active flow control method is synthetic jet (SJ) technology. The transverse oscillation 

of piezoelectric diaphragm causes successive suction and blowing at the actuator orifice that form a train 

of vortex rings propagating away. The train of these vortices is called as a synthetic jet. Although its effect 

is local, SJ plays a key role in altering the global flow field positively. This causes the virtual modification 

of aerodynamic shape of the wing model.   

    Tang et al. (2014) described three mechanisms of SJ-based flow control over a wing model, viz. (i) 

direct momentum addition to the free-stream flow by blowing; (ii) momentum exchange from free-stream 

flow to the retarding boundary layer flow due to SJ vortex structures; and (iii) oscillation of piezoelectric 

diaphragm in a certain frequency range that affects the instability of shear layer. Amitay et al. (2001) 

reported that the best control effects can be obtained if the SJ actuators are placed close to the separation 

point. The lift and drag coefficients were significantly improved up to 100% and 45%, respectively at a 

chord Reynolds number of 7.25×10
5
. When the SJ operation frequency F

+ 
> 4, the lift to pressure drag 

ratio was found to be reduced, whereas, when F
+
 ≥ 10, this ratio was significantly increased. Glezer et al. 

(2005) investigated the effects of low and high frequency actuation on an unconventional airfoil. It was 

reported that the high frequency actuation leads to a thin and stable boundary layer that help improve the 

flow-field. The low frequency actuation found to be less effective as it gives a strong coupling between 

the actuation frequency and the global instabilities. This coupling was not observed at high actuation 

frequency. In contrast to the above findings, Frank and Colonius (2012) in their computational 

investigations reported that the low frequency actuation in the order of natural shedding frequency is the 

most effective in decreasing the separation region as compared to high frequency actuation. This was 
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attributed to the formation of large vortical structures that help re-attach the flow. The high frequency 

actuation forms small vortices that dissipate rapidly. Timor et al. (2007) carried out experimental studies 

on NACA 0018 airfoil over a range of Re = 1.6×10
5
 to 3×10

5
 using an array of 14 SJ actuators placed at 

88% of the chord. The lift coefficient was found to be significantly increased after switching on all the 

actuators. The rolling moment was found to be substantially increased when only the half-span of the wing 

was actuated with the SJ array. Sefcovic and Smith (2010) located an array of SJ actuators at the leading 

and trailing edge of NACA 652 -215 airfoil. It was observed that the leading-edge actuators help control 

flow separation and increase the maximum lift coefficient. The trailing-edge actuators were found to 

enhance the lift-to-drag ratio below the stall angle of attack. 

    Salunkhe et al (2016) analyzed the effectiveness of SJ arrays on an airfoil LS(1)-0421MOD using 

tomographic PIV measurements. The highest effectiveness of the actuators was observed at 180
o
 phase 

angle which corresponds to the instant when the maximum blowing occurs. The improvement in wing 

performance due to the SJ arrays was attributed to the exchange of momentum between the secondary 

vortices propagating downstream and the retarding boundary layer flow. Rimasauskiene et al. (2015) 

optimized the design of a SJ actuator for the highest possible SJ velocity. The parametric study was 

carried out by varying the number of orifices and cavity height. The highest SJ velocity of 25 m/s was 

obtained for the configuration of single orifice and cavity height of 0.5 mm.  

    Following our previous work (Tang et al. 2014), the aim of the present work is to design a new SJ array 

with a reduced number of piezoelectric diaphragms that can impart higher momentum as compared to our 

previous SJ arrays. Reduction in number of piezoelectric diaphragms substantially reduces the power 

consumption. Other objective of the present work is to estimate the performance improvement of the wing 

by varying the SJ actuation frequency. The wing performance is assessed through different parameters, 

namely, lift coefficient, drag coefficient and FFT power spectra. 

 

2 Experimental Set-up and Instrumentation  

Experiments were carried out in a subsonic wind tunnel of size 2 m × 0.78 m × 0.72 m on NACA 0025 

airfoil with a realistic free-stream flow speed of 10 m/s. This flow speed corresponds to a Reynold number 

of 1.5×10
5
. The wing has a chord of 0.24 m and span of 0.4 m. A new SJ actuator was designed as 

depicted in Fig. 1(a). It comprises of two piezoelectric diaphragms separated by a cavity height of 8 mm. 

It generates SJ through a rectangular slot of 0.5 mm (W) × 12 mm (L) × 2 mm (H) that is cut on the 

suction surface of the NACA 0025 wing model. Eleven such actuators were installed inside the wing 

model at 30% of the chord and evenly distributed in the spanwise direction, as shown in Fig. 1(b). In the 

present work, in total twenty-two piezoelectric diaphragms were used as against forty diaphragms in our 

previous work (Tang et al., 2014). The center-to-center distance between the two successive SJ slots is 35 

mm. The SJ array was driven in phase using two power amplifiers (EPA-104 from Piezo Systems Inc., 

USA). A function generator was used to generate a sinusoidal waveform at different frequencies. 

    A six-component force balance system was used to measure the axial and normal forces acting on the 

wing. These forces were further resolved to obtain the lift and drag forces. A hot-wire anemometer 

(Miniature CTA 54T30 from Dantec Dynamics A/S, Denmark) with one-dimensional hot-wire probe, 

55P16, was used to measure the jet velocity generated by the actuators. The probe has a 5 μm diameter 

and 1.25 mm long platinum-plated tungsten wire sensor. The sampling frequency and number of samples 

were set to 10 kHz and 1000, respectively. 

    Uncertainty in the velocity measurement using the hot-wire probe was about 0.8%, whereas, uncertainty 

in lift and drag measurements were 0.2% and 0.5%, respectively. 

 

3 Results and Discussion 

The SJ array was driven at 200 V peak voltage at various frequencies, namely, 200 Hz, 600 Hz and 1000 

Hz. The corresponding reduced frequencies, defined as F+ = fc/U∞, were 4.8, 14.4 and 24, respectively. 

The strength of a vortex is determined from the Stokes number which is the ratio of unsteady force to the 
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viscous force. The vortex ring rolls up if the Stokes number is higher than 10 (Zhou et al. 2009). The 

Stokes number at 200 Hz, 600 Hz and 1000 Hz was found to be 7.5, 15.2 and 19.6, respectively. The 

momentum coefficient represents the momentum transferred by the SJ actuators to the boundary layer 

flow. It was determined from the equation, Cμ = nAUj
2
/bcU∞

2
. The momentum coefficients for the SJ 

actuation at 200 Hz, 600 Hz and 1000 Hz were found to be 2.4×10
-6

, 1.6×10
-4

 and 7.8×10
-4

, respectively. 

 

(a) (b)  

Figure 1: (a) SJ actuator geometry and (b) pictorial view of the NACA 0025 wing model with the SJ array 

 

    The SJ velocity at the exit plane of actuator slot was determined using a hot-wire probe. The probe was 

placed at the slot center aligned with the axis of the slot. Figure 2 represents the variation in SJ velocity 

against different excitation voltages, namely, 100 V, 150 V and 200 V. It can be seen that, for a given 

excitation voltage, the SJ velocity increases with the increase in frequency. For all the cases, it reaches a 

peak at 1 kHz and drops beyond that. Amongst all the excitation voltages, the highest SJ velocity of 10.5 

m/s occurred at 200 V. The present piezoelectric diaphragm’s resonance frequency is 4.6 kHz. This 

resonance frequency is significantly higher than the 1 kHz frequency, which indicates that the 1 kHz 

frequency is the Helmholtz frequency of the SJ actuator. It is also observed that beyond the Helmholtz 

frequency, the SJ velocity drops gently for the 100 V and 150 V excitation, whereas, it drops abruptly for 

200 V excitation. 

 

 

Figure 2: Variation of SJ velocity against actuation frequencies 

    The force balance measurements were carried out to determine the lift and drag coefficients. Figure 3(a) 

shows the variation in the lift coefficient against various angles of attack (AOA) for different SJ actuation 
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frequencies. It is observed that up to 10
o
 AOA, the variation in lift coefficient is marginal for both the 

baseline and actuated cases. For the baseline case, the lift coefficient increases gradually up to 18
o
 AOA, 

and then drops abruptly representing the onset of stall. The SJ actuation at 600 Hz shows the onset of stall 

after 20
o
 AOA. In addition, the reduction in lift coefficient is very mild between 20

o
 to 24

o
 AOA. The 

gentle reduction in lift coefficient is attributed to the increased resistance to the flow separation due to 

increase in momentum coefficient corresponding to the actuation at 600 Hz. Beyond 24
o
 AOA, the 

increased pressure gradient prevails the resistance to flow separation and causes a sharp reduction in lift 

coefficient. Surprisingly, after switching on the SJ array at a frequency of 1000 Hz, the lift coefficient is 

gradually increased and has not entered the stall mode of operation in the investigated frequency range. 

This shows that the actuation at 1000 Hz is significantly effective for the flow separation control. The 

enhancement in lift coefficient for the 200 Hz, 600 Hz and 1000 Hz over the baseline case was found to be 

1.7%, 20.5% and 35.6%, respectively. The highest improvement at 1000 Hz can be attributed to the higher 

Stokes number of 19.6 and higher SJ velocity of 10.5 m/s which results in high momentum coefficient of 

7.8×10
-4

. The higher Stokes number leads to the high vortex strength and deeper penetration of the SJ into 

the primary flow resulting in higher momentum transfer and hence improvement in wing performance. 

Amongst all actuation cases, the SJ actuation at 200 Hz resulted in negligible improvement in lift 

coefficient. As the SJ actuation at 200 Hz results in a significantly low momentum coefficient of 2.4×10
-6

 

and Stokes number of only 7.5, the jet strength is not enough to penetrate the primary flow and supply the 

much needed momentum to the boundary layer flow. 

    Figure 3(b) shows the variation in drag coefficient against various AOAs at different SJ frequencies. It 

is observed that for the baseline case, the drag coefficient increases steadily until 18
o
 AOA. After the onset 

of flow separation, the drag coefficient shoots up abruptly due to the sharp rise in pressure drag. Among 

all the cases, the largest reduction in average drag coefficient of 33% is observed for the actuation at 1000 

Hz as the wing has not experienced the onset of stall in the investigated frequency range. The actuation at 

600 Hz resulted in the reduction of average drag coefficient by 25%, whereas, actuation at 200 Hz was 

found to be negligible in terms of reduction in average drag coefficient.  

 

Figure 3: Variation in (a) lift coefficient and (b) drag coefficient against angles of attack  

    Fast Fourier Transform (FFT) power spectrum was computed based on the hot-wire measurements. The 

wing was set at 18
o
 AOA. The hot-wire probe was placed 8 mm above the suction surface and traversed 

from 40% to 80% of the chord with a uniform spacing of 8% of the chord. The FFT power spectrum 
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shows the variation in power of a given signal against different frequencies. The power of a signal shoots 

up after the occurrence of a disturbance or stall precursor. In order to prevent or delay the onset of flow 

separation, damping of these flow disturbances is very important. Figure 6 shows the FFT power spectrum 

for the baseline and various SJ actuation cases. Figures 4(a)-4(c) show a spike in the SJ actuated case 

which corresponds to the actuation frequency. This spike was not observed when the hot-wire probe was 

traversed beyond 56% of the chord as the probe location is far away from the SJ location to detect the 

actuator frequency. It was observed that the SJ actuation at 600 Hz and 1000 Hz are significantly effective 

in damping out the disturbances. Figure 4(a) shows that up to 1000 Hz frequency, the mean FFT power 

spectrum for the baseline case lies in the range of -5 dB to -30 dB. It reduced in the range of -30 dB to -40 

dB for the actuation at 1000 Hz. It was also found that the effectiveness of the SJ actuation reduces from 

the leading edge towards the trailing edge as can be seen in subplots Fig. 4(a)-4(f). Actuation at 200 Hz 

was found to be ineffective as compared to other actuation cases. The above results indicate that the 

present SJ array is very effective in stabilizing the flow field at the actuation frequencies of 600 Hz 

and1000 Hz. It is anticipated that the stabilization of flow field is associated with reduction in the strength 

of the flow structures that are evolved due to the flow separation. The effectiveness of the SJ array at the 

actuation frequencies of 600 Hz and 1000 Hz is also supported by the force balance measurements as seen 

in Fig. 3. 

 

Figure 4: FFT power spectra for the baseline case and the actuation cases at different frequencies along (a) 

40% (b) 48% (c) 56% (d) 64% (e) 72% and (f) 80% of the chord 

    The above results are in-line with our previous works (Tang et al. 2014; Salunkhe et al. 2016), wherein, 

the highest performance improvement was observed at the SJ actuator’s Helmholtz frequency. The PIV 

measurements demonstrated that the introduction of SJ significantly reduces the strength of uncontrolled 

large-scale flow structures associated with the flow separation and enhances the momentum of the 

boundary layer flow. In the present work, it is anticipated that the similar mechanism is responsible for the 

performance enhancement for the actuation at 1000 Hz. 
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4 Conclusions 

Experiments were carried out in a subsonic wind-tunnel on an airfoil NACA 0025 with a SJ array 

installed. The SJ array was operated at various actuation frequencies of 200 Hz, 600 Hz and 1000 Hz. The 

highest wing aerodynamic performance was observed at an actuation of 1000 Hz, with 35.6% 

enhancement in lift coefficient and 33% reduction in average drag coefficient. The FFT power spectrum 

showed the substantial reduction in the power spectrum for the actuation at 1000 Hz leading to successful 

stabilization of the flow field. The SJ array was found to be more effective at the leading edge than at the 

trailing edge. Both the force-balance and hot-wire results showed that the actuation at 200 Hz results in 

negligible performance improvement. The highest performance improvement at an actuation of 1000 Hz 

can be attributed to the substantially high momentum coefficient of 7.8×10
-4

 and high Stokes number of 

19.6 that help impart more momentum to the retarding boundary layer flow. A thorough analysis of the 

flow dynamics of flow separation and reattachment will be the future scope of the present work. 
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Abstract 

The assembly of a new free piston shock tunnel facility FD21 at China Academy of Aerospace 

Aerodynamics (CAAA) is almost finished in 2017. Preliminary results on the compression process of 

driver gas by a free piston which is studied experimentally and numerically are presented. Initially the 

facility is operated at very low enthalpy level to avoid severe facility damage. Piston motion and pressure 

distributions at the end of compression tube, with the end of the compression tube closed, and with the 

diaphragm bursting, are compared with calculated values in the cases of air and He-Ar mixture as driver 

gases. Test results indicate that a soft piston landing is achieved on condition that the parameters reservoir 

air pressure, compression tube filling pressure and driver gas mixture were chosen properly. The 

numerical tools used are the analysis method by Hornung. 

 

1 Introduction  

In order to duplicate the high temperature real gas flow encountered by atmospheric reentry flight of space 

vehicles in ground testing, we have to ensure that the energy of the stream produced must match that in 

flight. This demand can be realized by a free piston shock tunnel which can generate high enthalpy, high 

density flows. Facilities of this type were proposed by Stalker in 1960’s and have been successfully 

operating in a number of different institutions worldwide for many years, such as T4 at the University of 

Queensland in Australia, T5 at the California Institute of Technology in the United States, HEG at the 

German Aerospace Center (DLR) and HIEST at the Japan Aerospace Exploration Agency (JAXA). For 

the recent two decades, the range of operating conditions of these facilities has been extended for the 

investigation of scramjet engines. 

Free piston shock tunnels consist of high-pressure air reservoir, compression tube, shock tube, nozzle, test 

section and vacuum tank. The compression tube and the shock tube are separated via the primary 

diaphragm and filled with a driver gas and a driven gas, respectively. Helium or mixture of helium and 

argon are typically used as the driver gas and air is used as the driven gas. The high pressure air stored in 

the high-pressure air reservoir is utilized to accelerate a heavy piston down the compression tube. The 

driver gas is compressed with the piston until the main diaphragm rupture. Then, the primary shock wave 

is generated and travels through the shock tube and the stagnation condition of the test gas is made after 

the shock reflection at the shock tube end. This gas then begins to flow through the hypersonic nozzle and 

generates a hypervelocity flow in the test section. The above working principle of free piston shock tunnel 

shows that the control of the piston motion is crucial to the performance of the shock tunnel and facility 

safety. The biggest disadvantage of this high enthalpy facility is short flow duration, with the test time of 
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approximately 5 ms or less. Tuned piston operation and tailored interface mode were proposed to increase 

the duration. In tuned operation, piston need land soft and the pressure at the end of compression tube 

after diaphragm rupture must be held almost constant for a certain time period. To realize the operation, it 

is required to choose proper parameters such as reservoir air pressure, compression tube filling pressure, 

driver gas mixture, diaphragm burst pressure and piston mass .etc. 

A new large-sized free piston shock tunnel FD21 was built by China Academy of Aerospace 

Aerodynamics during 2014~2017. This paper presents the new results of calibration of FD21. The 

compression process of driver gas by a free piston is studied experimentally and numerically. The code 

used for the calculation of piston motion is based on a parametric analysis by Hornung. 

2 The Free Piston Shock Tunnel FD21  

The free piston shock tunnel FD21 is operated as a reflected type shock tunnel. A schematic overview of 

the facility is shown in figure 1. Identical with any free piston shock tunnel in existence, the FD21 facility 

consists of high-pressure air reservoir, compression tube, main diaphragm station, shock tube, nozzle, test 

section and vacuum tank. The high-pressure air reservoir can sustain up to 20MPa gas pressure and has a 

volume of 24m3.The compression tube has a length of 75m and a diameter of 0.668m. The shock tube is 

34m long with a diameter of 0.29m. The nozzle exit diameter is max. 2000mm. The whole assembly can 

move freely in axial direction during operation of the free piston driver.  

 

Figure 1 Schematic view of the free piston shock tunnel FD21 

The facility is designed to achieve a total specific enthalpies in the range of 5~28MJ/kg, and the flow 

velocity 3~7km/s. Subsequently, the total enthalpy conditions range will be extended, higher for the 

investigation of re-entry configurations and lower for scramjet flight experiment configurations. It is 

planned to use several piston weights, ranges from 120~600kg, to generate different operating conditions. 

For the initial operation, pistons of two different weights are available at present, the light one is 124kg 

and the heavy one is 205kg. Piston buffers are mounted at the end of compression tube to absorb the 

remaining kinetic energy of the piston.  

3 Experimental Setup and Numerical Model 

As shown in figure 2, there are 8 piston register photoelectric sensors (E1~E8) installed in the side walls 

of the compression tube, along with 9 pressure sensors (C1~C9). Thus the piston trajectory as a function 

of position and time could be measured relatively accurately with 8 photoelectric sensors distributed along 

the compression tube. Pressure sensors are utilized to monitor the propagation and reflection of the 

compression waves owing to the piston motion. Nine shock register piezoelectricity pressure sensors 
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(S1~S9) are installed in the side walls of shock tube to monitor the shock velocity. One sensor S10 is 

installed in the end wall to measure the incident shock velocity and the pressure rise caused by the 

reflection of the incident shock wave. 

 

Figure 2 Position of the sensors along compression tube and shock tube (C1~C9: strain pressure sensors, E1~E8: 

photoelectric sensors, S1~S10: piezoelectric pressure sensors, K1: laser distance measuring sensor), and the piston 

motion measurement system. 

The prediction approach of piston motion is described by Hornung. Quasi-one-dimensional flows are 

assumed in the numerical model. The piston motion is described by the following equations of motion. 

Equation 1 describes the piston motion before diaphragm burst; equation 2 describes the piston motion 

after diaphragm burst. The nonlinear equation is solved using the Runge-Kutta method. 
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Table 1 Test cases for the FD21 facility 

case Mp*(kg) PA,0(MPa) Pdr,0(kPa) Pdn,0(kPa) Driver gas 

24 124 0.8 25 —— air 

32 205 0.8 25.7 100 air 

36 205 0.8 20 100 5%He+95%Ar 

 

4 Results and Discussion 

To avoid severe damage in the larger-sized facility, the calibration of the free piston shock tunnel is 

started from low enthalpy level at present. The free piston driver is studied with the end of the 

compression tube closed, and with the diaphragm bursting in the cases of air and He-Ar mixture as driver 

gases. Table 1 gives an overview on the piston parameters for some test cases will be used in the 

following text.  

Integrated efficiency of the free piston driver, which is decided mainly by the efficiency of piston 

launcher, the leak of driver gas between piston and the compression tube, and friction losses, is a 

significant parameter used for revising the numerical model with actual behavior of the piston compressor. 

A series of piston experiments are implemented with the end of the compression tube closed for the 

purpose of acquiring the integrated efficiency. Figure 3 gives the pressure history at the compression tube 

end and piston velocity vs. position of a typical test case 24#. In this test, the end of compression tube is 
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enveloped with a mental plate and the mass of piston is 124kg with air as driver gas. The piston has passed 

through the position of sensor C7(x=71.89m) which can be learnt from the signals of C7 and E7. The 

piston reversal starts at the position of 72.3m and then moves back and forth between sensor E3 and E7. 

The peak velocity of piston reaches up to 260m/s and the peak pressure at the end of compression tube 

reaches up to 6MPa, while strong pressure oscillations have been observed at the station just before the 

metal plate. The pressure in front of the piston, builds up in successive steps, due to compression waves 

generated by the piston motion, which undergo back-and-forth reflections at the end of compression tube 

and the piston front face. In fact, the amplitude of pressure oscillations decreases for a heavy piston under 

the same initial conditions. However, the pressure rise should be as smooth as possible, to avoid breaking 

the diaphragm at a pressure level differing from the design value. Eventually, the 205kg piston is chose to 

carry on the following piston compressor tests.  After a number of tests with the end of the compression 

tube closed, integrated efficiency of the free piston driver falls in the range of 0.65~0.74. Anyway, good 

agreements between experiments with calculations have made it possible to carry on the following 

diaphragm tests. 

  
Figure 3 Pressure history at the compression tube end and Piston velocity vs. position for the 124kg piston 

Figure 4 and figure 5 show the results of the comparison with theoretical prediction for two different 

driver gases: air and mixture of helium and argon. The most important part of the piston behavior is the 

motion after main diaphragm rupture, which cannot be resolved with the photoelectric sensors mounted on 

the compression tube wall. This part of piston motion is determined with the help of the laser distance 

measuring sensor, this part of experiments will be conducted and the results will be published soon. It 

shows that a good agreement is obtained between the predicted piston velocity and the experiment over 

the total length of the compression tube. The peak velocity of piston reaches 201 m/s in test case 32#, and 

205m/s for case 36#. In order to achieve tuned piston operation, the piston must come to rest before 

reaching the buffer at the end of the compression. It can be seen in the two figures, the piston reversal 

starts before the buffer. 

Figure 5 shows the pressure distributions along the compression tube and at the end of compression tube 

for the two different driver gases with the burst pressure of 3.5 MPa. The maximum pressure reaches 

4.7MPa in case 32#, and 4MPa in case 36#. After main diaphragm rupture, the holding time of constant 

values is 14ms in case 32#, and 8ms in case 36#. 
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    Figure 4 Piston velocity vs. position for the 205kg piston (test cases 32# and 36#) 

 
Figure 5 Pressure history at the end of compression tube (test cases 32# and 36#) 

Figure 6 presents the pressure trace at the end of shock tube. From sensor S9, the first pressure step 

denotes that the incident shock wave is initiated and propagates along the shock tube, and the second 

pressure step denotes that the shock wave reaches the end of shock tube and reflects back, thus 

compressing the test gas for a second time. After shock reflection, the pressure level at the end of shock 

tube should be maintained for a certain time. A nozzle reservoir pressure of 4MPa can be reached for both 

cases. The holding time reaches up to 4ms in case 32# and 1-2ms in case 36#. 
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Figure 6 Pressure history at the end of shock tube 
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Abstract 
Boiling occurs in various engineering applications including nuclear power plants, chemical reactors, 
electronic devices, and heat exchangers of HVAC (heating, ventilation, and air conditioning) systems for 
an effective heat transfer method. Therefore, the enhancement of boiling heat transfer have been widely 
investigated. In order to improve heat transfer performance, the heat transfer using nanofluids which are 
liquid suspensions containing nanoparticles have been extensively studied. In nucleate boiling, the heat 
transfer is strongly affected by the size of vapor bubble. In addition, the surface tension is one of the most 
important properties on the determination of created bubble size. In this study, surface tension and boiling 
bubble size of pure water and aqueous nanofluids containing Al2O3 nanoparticles are compared. The gas–
liquid surface tension is obtained by solving the Laplace–Young equation under experimentally measured 
boundary conditions and droplet parameters. The boiling bubble size is measured using synchrotron X-ray 
imaging technique. Compared with water, additive of nanoparticles increases both surface tension and size 
of boiling bubbles. 
 
1 Introduction  
Boiling occurs in various engineering applications such as electronic devices, power plants and heat 
exchangers for an effective heat transfer. Many researches have widely conducted for investigating the 
enhancement of a boiling heat transfer (Rohsenow, 1951; Salari et al., 2016). To improve the efficiency of 
the heat transfer, the heat transfer with nanofluids, liquid suspensions containing nanoparticles, have been 
extensively studied since the work by Choi and Eastman (1995). Boiling heat transfer is a complicated 
process and it is affected by various parameters including a heating surface characteristic and thermo-
physical properties of working fluids such as surface tension.  
In general, the nucleate boiling process is strongly related with characteristics of boiling bubbles. The 
boiling bubble diameter, departure frequency, and bubble growth rate are commonly used for describing 
bubble behaviors (Pioro et al., 2004). It is known that the surface tension of working fluids significantly 
influences the boiling bubble diameter and an effect of a nanoparticle addition into base fluids on the 
surface tension has been also investigated (Vafaei et al., 2009).  
Synchrotron X-ray imaging technique has been utilized to measure two-phase bubbly flow characteristics 
such as void fraction, size and velocity of rising bubbles with high spatial and temporal resolution (Jung et 
al., 2014). Due to the high coherence of the synchrotron X-ray source, the spatial distributions of the size 
and velocity of individual microbubbles can be measured with edge enhancement based on the X-ray 
beam diffraction.  
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In the present work, the surface tension and the boiling bubble diameter of water and aqueous Al2O3 
nanofluids were compared. The surface tension was calculated with the Laplace–Young equation and the 
boiling bubble diameter was measured using synchrotron X-ray imaging technique. 
 
2 Methods 
In this study, a two-step method was employed to prepare Al2O3 nanofluid solutions as shown in Fig. 1. 
Al2O3 nanofluids were prepared by dispersing 20 % Al2O3 nanofluid solutions in 50 mL of deionized 
water and the ultra-sonication process was performed for preparing the nanofludis. Concentration of Al2O3 
nanofluid was 0.01 wt% and it was compared with water. 
Figure 2 shows the experimental set-up for synchrotron X-ray imaging system. The experiments were 
conducted at the 6C Biomedical Imaging Beamline (6C BMI) of Pohang Light Source II (PLS-II). The test 
model was positioned at approximately 30 m downstream from the X-ray source. A CsI scintillator of 450 
μm in thickness was utilized as the scintillator crystal. The distance between the scintillator and the test 
model was fixed at 50 cm. The 500 consecutive X-ray images were recorded with the high-speed camera 
at 1000 fps for 0.5 s. The diameter of boiling bubbles was obtained by analyzing Fresnel diffraction 
patterns induced at the liquid and gas interface.  

 
Figure 1 A two-step method for the synthesis of Al2O3 nanofluids. 

 
Figure 2 Schematic diagram of synchrotron X-ray imaging experiment set-up 
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To calculate the gas–liquid surface tension (σ), the Laplace–Young equation with the definition of 
curvature was solved using measured droplet parameters including the apex location and contact line 
radius. The equation was solved using the Runge–Kutta method. The gas-liquid surface tension was 
finally obtained by comparing the calculated profiles of droplets from the Laplace–Young equation with 
the experimentally measured profiles. 
 
3 Results 
The gas-liquid surface tensions of Al2O3 nanofluids and water are represented in Fig. 3(a). The result 
shows that the addition of nanoparticles into water causes the increase of the surface tension. The surface 
tensions of water and nanofluids are 0.072 and 0.086 N/m, respectively.  
Figure 3(b) shows the bubble diameters, and it has a same trend with the surface tension. In general, the 
departure diameter (Db) of vapor bubbles for pool boiling process was expressed as following Frits 
formula (Pioro et al., 2004):  

𝐷𝑏~𝜃�
𝜎

𝑔�𝜌−𝜌𝑔�
                                                                     (1) 

where θ is the contact angles, ρ and ρg are densities of liquid and gas, respectively. Even though the 
contact angle is influenced by various parameters, Eq. (1) implies that the bubble diameter is proportional 
to the surface tension and this represents the same tendency with the present result. 

 
Figure 3 Comparison of (a) the surface tension and (b) the size of boiling bubbles for water and Al2O3 
nanofluids. 

 

4 Conclusion 
The gas-liquid surface tension and vapor bubble diameter of Al2O3 nanofluids and water were 
experimentally compared. The surface tension was calculated by solving the Laplace–Young equation. 
The diameter of boiling bubbles was measured using synchrotron X-ray imaging. Compared with pure 
water, the addition of nanoparticles leads to the increase in both surface tension and average bubble size. 
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Abstract 

The present study takes a view and clarifies findings of our laboratory tests of the flow fields in wake 

generated by series of disks (from one to four disks) with varying of distance Lx between disks.  

Experiments were carried out in water flume (Re = 1.7610
5
) and compared with results obtained in wind 

tunnel (Re = 1.7610
4
). Numerical calculations for water flume experimental conditions using the ANSYS 

Fluent software were performed. The limit number of disks in the wake behavior for repeating elements 

was found. However, the difference between the decay of a deficit of axial velocity for different Lх was 

insignificant as compared with the difference between the wakes behind a pair of disks and a single disk. 

The deficit level decreases with increasing of flow turbulence level of oncoming stream was showed.  

 

1 Introduction  

Within the investigation of bluff body aerodynamics, the investigation of the interaction between wakes in 

multiple body configurations is of particular interest. It draws attention when assessing the wind loads on 

the repeating elements in the construction of bridges, buildings, chimney pipes, and other civil facilities. 

The similar sets of repeating samples can be useful for solving various engineering problems. In this 

regard, the study of wake behind series of identical thin disks is an important and interesting problem for 

the mentioned applications. 

Today, there are many works devoted to the study of the formation and evolution of the near and far 

wake behind a circular disk at low Reynolds numbers, as this is of interest, both from a theoretical and 

practical point of view. In the range of Re numbers from 115 to 1000 in the work Yang et al. (2014), using 

the numerical approach of LES, it was shown that with an increase in the Reynolds number behind the 

disk, three types of instabilities are formed, such as natural vortex shedding, shear-layer instability and a 

very low frequency instability. For higher Reynolds numbers from 1.5·10
4 

to 3·10
5
, the existence of these 

three types of near-wake instability was experimentally demonstrated in Berger et al. (1990). At the 

moment there are very few works devoted to the study of the behavior of the vortex wake behind both one 

and the combinations of coaxial disks in the turbulent flow regime. One of the most recent papers Tian et 

al. (2016) devoted to a numerical study of the flow past a disk at Re=1.5·10
5
. The recent nature of these 

studies suggests that the direction of the study of wake behavior behind disks combinations in the 

turbulent flow regime is an actual research direction. The present experimental investigation extended 

results of the near and far wake data for three or four elements. 

 

2 Experimental setup  

The present work takes a view and clarifies findings of our laboratory tests of the flow fields in wake 

generated by the interactions of the disk-disk-disk-disk (D-D-D-D), disk-disk-disk (D-D-D), disk-disk (D-

D) and single disk (D) in the water flume of length 35 m, width 3 m and height of about 0.9 m with flow 

rate of 1.5 m
3
/s (fig. 1) and in the open loop wind tunnel with turbulence level less than 1%. The free 
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stream velocity in the test section was about U0 = 0.565 m/s with the uniform profile outside the boundary 

layer thickness (0.2 m) and the small level of turbulent pulsations (~ 4 %). A plexiglas disks of the 

diameter D=300 mm and thickness h=10 mm were used as the passive elements. The Reynolds numbers 

based on disk diameter and the initial flow conditions in the flume vary in the range 1.4·10
5
<Re<2.4·10

5
 

Naumov et al. (2016), Okulov et al. (2016), and Okulov et al. (2017). All disks configurations were 

investigated for interspatial distance Lx = 3-7D along the axis of the setup which is mounted on a platform 

displaced along the flume.  

In addition, the measurements of velocity deficit attenuation behind one disk (D) were carried out 

using an LDA system in the small wind tunnel. A disk of the diameter D=25 mm and thickness h=2 mm 

were used. The dimensions of the test section were 2 m in length, 0.2 m in width and 0.2 m in height. The 

velocity of the oncoming air flow was U0 = 10.6 m/s.  

 

 

 

 
 

  
 

Figure 1. Experimental setups:  in the water flume (a, b) and in wind tunnel (c, d). 

 

3 Numerical methods 

Numerical simulation in order to study the formation and attenuation of the axial velocity deficit behind 

both the one and the combination of the same type of elements (disks) under coaxial arrangement, 

streamlined by a uniformly approaching flow with a deterministic level of turbulence was carried out. The 

RANS method in a stationary setting as a numerical approach to the modeling of turbulent flow was used 

and the two-parameter turbulence model SST k-ω (Shear-Stress Transport) to close the system of 

equations was used. For the numerical solution the PISO (Pressure-Implicit with Splitting of Operators) 

pressure-velocity coupling scheme was applied. Computations with the use of CFD package ANSYS 

Fluent have been carried out.  

The computational domain is a cylindrical channel that is presented in Fig. 2. The input and output 

boundaries are located at a distance of 4D and 10D respectively from the disk.  The cross-sectional 

diameter of the computational domain was equal to 10D. The diameter and thickness of the disk 

(a) (b) 

(d) 
(c) 
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corresponded to the values that were used for the experimental measurements in the water flume, and were 

equal to 300 mm and 10 mm, respectively. The Cartesian coordinate system (x, y, z) was used and the 

origin of the coordinate system was located in the center of the front wall of the disk. The x axis was 

directed in the direction of flow. 

In a numerical study of the flow past the combinations of disks D-D, D-D-D, D-D-D-D the input 

boundary was located 4D from the first disk and the output boundary was located 10D from the last disk. 

The characteristic distance between the disks was chosen Lx = 3D. 

At the inlet to the computational domain, the velocity of the oncoming flow Ux=0.565 m/s, Uy=0, 

Uz=0 was assigned which corresponds to the Reynolds number UxD/ν =1.7610
5 

calculated from the 

diameter of the disk. At the outlet and the sides of the computational domain, the non-reflecting boundary 

condition is used. The disk surface is treated as a non-slip boundary. A three-dimensional computational 

grid was generated by rotating a two-dimensional non-uniform mesh around the axis of the disk x. The 

angle of the partition was 5°, and the number of layers 72.  The total number of elements for the 

combinations of disks D, D-D, D-D-D, D-D-D-D with a distance between them Lx = 3D was 3.2910
6
, 

4.4910
6
, 5.5910

6
, 6.6910

6
. 

 
  

  

 
Figure 2. Schematic of the computational domain. 

 

4 Results and discussion 

4.1. Experimental measurements 

For configuration with two elements the difference in the wake behavior for the disk and disk-disk 

systems were found in Naumov et al. (2016). The present experimental investigation extended results of 

the near and far wake data for three or four elements. The wake intensity grows for the dual disks in 

comparison with the single one (see Fig. 3). The value of the maximal velocity deficit in a wake behind 

the pair of two disks was larger than in the wake behind a single disk. However, the difference between 

intensity of a far wake for different distances between the disks (Lх) was insignificant as compared with 

the difference between the wakes behind a pair of disks and a single disk. It confirms that the turbulence 

level of the oncoming flow effect on velocity deficit. It can be seen from the Fig.3, the velocity deficit 

decreases with decreasing the number of disks. We approximate dependence of velocity deficit on 

distance x/D by the formula of the G-model determined as a(x-x0)
-2/3

, where a and х0 are determined by 

the type of the bluff body Johansson et al. (2003), and velocity deficit ∆U=U-U0. For the single disk these 

parameters have been identified as a = 0.31 and х0 = 3.2, then for a pair of disks with Lx = 4D, 6D and 8D, 

these coefficients take other values, very close to each other, which can be approximated by the average 

curve at a = 0.49 and х0 = 2.1. Therefore, these results have a good agreement with far wake 

characteristics of the previous work Okulov et al. (2017).  
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Figure 3. Left - near wake behind single disk (D) and disk-disk (D-D) configuration by PIV, Right - 

development of the velocity deficit of the different configurations for distance between disks Lx=3D (a) 

and Lx=7D (b) (x=0 on the latest disk). 

 

Figure 4 shows the distribution of the averaged axial velocity deficit in air and water test facilities. 

Reynolds numbers were 1.76·10
5
 and 1.76·10

4
, respectively. Turbulence level was equal 4% for both 

work mediums(water and air). The results showed that with a decrease in the Reynolds number for the 

case of a single disk flow, faster deficit of the velocity deficit in the far wake upstream occurs. 

 

 
Figure 4. The decay of axial velocity component deficit behind single disk for experimental conditions 

of the water flume and the wind tunnel. 

 

4.2. Numerical simulation  

A numerical calculation was carried out using the SST k-ω model aimed at studying the effect of the 

deterministic turbulence level of a uniform oncoming flow on the resulting distribution of the axial 

velocity deficit in the wake behind the single disk. Fig. 5 shows the calculated deficit distributions of the 

axial velocity component along the channel axis x for different turbulence levels of 4, 10, and 20%. The 

velocity was normalized with the free stream velocity U0 and the distance along the x axis with the disk 

diameter D. From the presented graphs, it is seen that behind the disk there is formation of a recirculation 

zone. The higher the level of turbulence of the free stream leads to shrinking of the recirculation zone, and 

behind this zone the axial velocity deficit monotonically decreases in the wake. Comparison of the 

experimental data obtained in water flume at a level of turbulence of the oncoming stream of 4%, with the 

results of numerical simulation, showed that a similar law of the change in the rate deficit for one disk is 

achieved in the simulation at 20%. These results show that an increase in the level of turbulence 

significantly affects the rate of reduction of the velocity deficit in the far wake.  

(b) (a) 
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Figure 5. Comparison of experimental and numerical results and influence of turbulence level of 

oncoming free flow on the maximal deficit of the axial velocity for the case of a single disk. 

 

Performed numerical simulations were showed the effect of combinations of disks D-D, D-D-D, D-D-

D-D with the selected distance between disks Lx = 3D on the formation and decay of the wake. Taking 

into account the fact that the experimental dependence for one disk is obtained in numerical calculation at 

20%, all further results are obtained for a given level of turbulence. Figure 6 shows the results of 

numerical modeling of the vortex wake attenuation behind the combinations of coaxial disks using the 

SST k-omega turbulence model. The results showed that with an increase in the number of disks in the 

channel, the rate of reduction of the axial velocity deficit in the far wake.  

 

 
Figure 6. Comparison of the axial velocity deficits obtained with numerical simulation for combinations 

of disks D, D-D, D-D-D, D-D-D-D with a distance between them Lx = 3D. 

 

4 Conclusion 

The present study takes a view and clarifies findings of our laboratory tests of the flow fields in wake 

generated by series of disks (from one to four disks) with varying of distance between them Lx.  The 

difference between the decay of a deficit of axial velocity for different Lх was insignificant as compared 

with the difference between the wakes behind a pair of disks and a single disk. The increasing in the 

number of disks does not a significant influence on the wake, but increasing the distance between disks 

more than 7D lead to convergence of the deficit curves to the single disk case. The deficit level decrease 

with increasing of flow turbulence level was showed with using of numerical simulation. 
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Abstract 

The FD-21 free-piston shock tunnel (FD-21FPST) is a 2m-scale high enthalpy shock tunnel built in China 

Academy of Aerospace Aerodynamics (CAAA). The piston compressor is the core of the FD-21FPST, 

which mainly contains the high-pressure gas chamber, the free-piston, the compression tube, the buffer 

mechanism and the main diaphragm station. As the core component of energy transfer, the stable 

operation of the free-piston is the guarantee of the stability of the wind tunnel. Since FD-21FPST was 

built, a series of technical improvement work has been done to improve the reliability of piston 

compressor, and ensure the safe operation of the FD-21FPST in the past year. 

 

1 Introduction  

As shown in Figure 1, the FD-21 free-piston shock tunnel (FD-21FPST) is a 2m-scale high enthalpy shock 

tunnel built in China Academy of Aerospace Aerodynamics (CAAA). It obtains high temperature and high 

pressure test gas through two-stage compression drive mode, and satisfies the requirement of high 

enthalpy test condition by relatively inexpensive and safe way. The nozzle aperture 1.2~2m, the nozzle 

chamber total temperature reaches the 2000~8000K, both the high enthalpy and the long time kinds of 

wind tunnel operation mode, the simulation ability is the leading in the domestic. It mainly carries on the 

research of the high temperature real gas effect, the propulsion integration and the scramjet performance 

research, the high Mach number aerodynamic test and so many other experiments of the high enthalpy 

aerodynamic. 

Figure 1: Schematic diagram of the FD-21FPST. 

Piston Compressor 
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The core of the FD-21 high-energy shock wind tunnel is the piston compressor, which is composed of a 

high-pressure gas chamber, a compression tube, a free piston, a stop mechanism and a main diaphragm 

section. The piston compressor is used to form a first-stage driving device, which compresses the gas-

driven gases, such as Helium/Argon gas, in the compressed tube into a high temperature and high pressure 

state, and forms a high intensity shock wave required by a secondary drive. 

In the tunnel, free-piston which is running in the piston compressor is the core component of energy 

transfer. The energy is converted to the kinetic energy of the free-piston form the high-pressure air in high 

pressure gas storage chamber, by pushing the free-piston along the compressed tube in high speed. And 

then, the free-piston compresses the drive gas in front of itself, converts the kinetic energy to the internal 

energy of the drive gas which reaches high temperature and high pressure. A strong shock wave occurs 

when the main diaphragm in the main film mechanism is broken by the drive gas. The shock wave moves 

forward in the shock tube, and heats the test gas to a high temperature and high pressure state of the test 

design. Through this process, the energy is converted into the internal power of the test gas. The test gas is 

accelerated through the nozzle to the fluid with super high speed, which flows through the test model and 

completes the experiment in the test section. In the process, the movement of the free piston needs to be 

guaranteed to operate stably and safely, in order to transmit the maximum energy to the test gas. 

Otherwise, the large residual energy of the free-piston will be released by damaging itself and other 

devices. 

In the wind tunnels with same operating principle, such as Hiest, HEG, etc., precise control of piston 

operation and other methods were used to improve the stability of the wind tunnel operation. Because of 

the inconsistent principle of piston launcher, the overall stability of the piston compressor is improved by 

using the control of the performance stability of the launcher, improving the structure strength of the 

piston body, enhance the buffering capacity of the buffer mechanism, the accurate measurement of the 

film breaking pressure of the main diaphragm, the accurate measurement of the whole process data of the 

piston compressor and optimizing the piston operation strategy. It solves the problem that the wind tunnel 

piston rupture and the diaphragm pressure of the main membrane affect the safety of the Wind tunnel 

operation, which greatly improves the stability of the FD-21FPST operation. 

 

2 Reliability Improvement of Equipment 

2.1 Stability Control of Piston Launcher 

The piston launcher of FD-21FPST is a kind of self-driven universal rapid launching mechanism, which is 

set up in the high-pressure gas chamber. Its launch performance is independent of the free-piston’s 

configuration. It can launch the free-piston of various structures with high pressure launch efficiency. The 

operating stability of the piston launcher includes the stability and reliability of the launch action and the 

repeatability of the launch efficiency under the same pressure, which is the foundation of stable operation 

of wind tunnel. As shown in Figure 2, the core structure of the launcher is a piston valve driven by the 

pressure difference of the front and back chamber, which can be used to control the launch motion reliably 

by inflating and degassing the back chamber of the piston just rely on an inflatable valve and a launch 

valve. 

 
Figure 2: Structure chart of piston launcher. 
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In order to achieve high enthalpy state in high-energy pulse wind tunnel, the air in the compressed tube 

needs to be replaced by Helium/Argon gas. In the process of vacuum pumping, a small amount of air in 

the rear of the free piston will push the piston forward from the beginning of the launch tube, resulting in a 

certain displacement and a large change in the launch efficiency. In the launcher, a vacuum is first pumped 

for space behind the free-piston by the inner-buried vacuum suction pipe, which ensures the stable 

position of the free-piston in the beginning of the launch tube, and guarantees the stability of the launch 

efficiency. In the process of inflating the gas storage tank of the launching mechanism, the pressure of the 

back chamber of the piston valve will be tightly pressed on the sealing structure of the launch tube’s end 

face. The higher of the launch pressure, the larger of the sealing force is, which formed the high pressure 

self-tightness sealing effect. It ensures that when the high launch pressure is required, high-pressure air 

will not leak into launch tube before the launch action, which avoids the false-launch action.  

 
Figure 3: The change process of the piston pressure in the back chamber 

As shown in Figure 2, two pressure transducers are used to measure the pressure of the front chamber and 

the back chamber of the piston valve respectively. By measuring the pressure change process of the back 

chamber of the piston valve, which is shown in Figure 3, the running state of the piston valve can be 

analyzed and determined to ensure the consistency of the emission efficiency under the same pressure. It 

can not only monitor the running state of launching mechanism, but also confirm the stability of launch 

efficiency before the wind tunnel test starts. 

 

2.2 Design and Use of High-strength Piston and Reliable Buffer Mechanism 

The piston operation control in the free piston shock tunnel is the key to ensure the stable operation of the 

wind tunnel. However, the accidental factors in the test will cause the free piston to reach the end of the 

compression tube at a speed which is too fast to slow down and impact the main diaphragm section with a 

force which is too large to ensure safety. Therefore, under the required mass, the structural strength of the 

free-piston body should be as high as possible, and it is an important method to improve the stability of 

the wind tunnel operation. At the same time, it is necessary to set up buffer mechanism with strong 

buffering ability to ensure the safety of wind tunnel equipment. 

In order to solve the problem of insufficient pressure capacity of the original free-piston, the piston with 

multiple outer rib structure is designed, as shown in Figure 4(a), and the pressure and impact resistance are 

improved greatly. In the process of design, the motion process of free piston entering the buffer 

mechanism is calculated by FEM modeling, and a picture of calculating the stress distribution is shown in 

Figure 4(b). According to the calculation results, the piston structure and buffer structure are optimized to 

ensure the safety and reliability of the piston in the buffer mechanism. When the open air buffer cavity is 

used as the main buffer structure, there is a problem of insufficient buffering performance for twice. The 

design uses the open hole rubber ring as the main cushion structure, as shown in Figure 4(c), and the long 

buffer distance and the high rubber strength are taken into account. The strength and overall impact 

resistance of the new designed piston are validated by several tests, which ensure the stable operation of 

the high-energy pulse wind tunnel. 
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(a)         (b)             (c) 

Figure 4: High-strength piston and reliable buffer mechanism 

2.3 Optimized the Diaphragm Dynamic Breaking Test System 

The main diaphragm is clamped in the main diaphragm section, and it is an important structure for 

separating the compression tube and the shock tube. The rupture pressure of main diaphragm directly 

affects the movement process of the free-piston and the performance of the test-airflow. Therefore, the 

accurate measurement of the rupture pressure of the main diaphragm is the prerequisite to ensure the 

stable operation of the free-piston. Because of the large difference of the static pressure and the dynamic 

rupture pressure of the diaphragm, it is necessary to set up the diaphragm dynamic breaking pressure 

detection mechanism which can reproduce the actual operation of the piston compressor. 

 
Figure 5: Dynamic breaking pressure test system for diaphragm 

    
(a)                                                                      (b) 

Figure 6: Broken diaphragm and the test data 

A diaphragm breaking pressure dynamic test system is designed to measure the rupture pressure by using 

the real running process and operating parameters to ensure the safety of the piston. As shown in Figure 5, 

a blocking board is arranged on the shock tube side of the main diaphragm section, and the main 

diaphragm is arranged on the compression tube. A closed space is formed between the blocking plate and 

the diaphragm. The pressure transducer K15-2 is installed at the end of the compression tube to measure 

the P4 when the diaphragm is breaking. The pressure transducer K15-3 is installed at the upstream 

Rupture pressure 
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position close to the diaphragm to measure the breaking pressure. The pressure transducer K16 is installed 

on the front end face of the blocking board to determine the exact time of the diaphragm rupture. 

In order to maintain the stability of the membrane pressure, the main diaphragm is designed as an equal 

thickness flat plate with uniform star grooves. After the test, the opening shape of the main diaphragm is 

shown in Figure 6(a). The measurement data of a diaphragm breaking test is shown in the Figure 6(b). The 

rupture time of the main diaphragm is analyzed by using the process data and shock velocity of the 

pressure transducer K16. According to the rupture time and the pressure process data of K15-2 and K15-3, 

the rupture pressure and equivalent pressure P4 of the main diaphragm are analyzed. 

 

2.4 Set up an Accurate Piston Measurement System 

The running process of the free-piston in the compression tube is the core process of the FD-21FPST. The 

accurate measurement for change process of the velocity and the pressure during the free-piston 

movement is the basis of analyzing the launch efficiency, detecting the wear state of the piston and 

optimizing the operation parameters of the wind tunnel. As shown in Figure 7, the accurate piston 

measurement system includes the photoelectric measuring system, the laser speed measuring system, the 

distributed pressure measurement system, the acquisition system and the analysis system. 

 

Figure 7: Schematic diagram of the accurate piston measurement system 

          

Figure 8: The change process of the piston velocity in the 5m range of the compression tube end 

The photoelectric measurement system is composed of a series of photoelectric sensors which are 

distributed along the compressed tube, and it is used to measure the moment and speed of the free-piston 

when it is passing through each measuring point. In order to improve the accuracy of velocity 

measurement for free-piston in 5 meters at the end of compression tube and solve the problem that 

photoelectric sensor can't withstand high temperature and high pressure airflow, the laser speed measuring 

839



ICEFM 2018 Munich 
 

  

system is set up in the buffer mechanism, as shown in Figure 5. A series of pressure sensors distributed 

along the compressed tube constitute the distributed pressure measurement system and they can measure 

the pressure change process of the piston compressor during the process of wind tunnel operation. 

The Figure 8 shows the velocity change process of free-piston at the end of the compression tube in a 

diaphragm breaking pressure dynamic test. This data can be used to modify the simulation program of the 

piston compressor. 

3 Optimization of piston operation strategy 

In the theoretical calculation of wind tunnel operation, a free piston operation simulation program is 

established. The piston running process and pressure change process under the ideal condition are 

calculated under wind tunnel operating parameters. According to the process of free piston movement and 

pressure change in the actual test, the correction coefficient in the theoretical analysis model is adjusted to 

obtain the simulation program which can simulate the wind tunnel running process accurately. The 

original calculated value of the free piston end velocity and the modified result are shown in Figure 9. It 

shows that the modified result is in good accordance with the actual piston speed. 

 
Figure 9: The original calculated value of the free piston end velocity theory and the modified result 

With the accurate theoretical simulation program, we optimized the free-piston operation strategy, which 

enabled the free-piston to reach the end of the compression tube at a very low speed. The optimized 

operation strategy enables the free-piston to have a more stable and safe operating performance. 

 

4 Conclusion 

Through a series of improvement situation, the piston compressor can operate reliable and safe. This is the 

foundation of the running and the further improvement for the FD-21FPST. 
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Abstract 

Experimental investigations have been carried out over a three dimensional (3-D) triangular wedge located 

inside the rectangular channel at a particular height from the bottom of rectangular surface to study both 

non-cavitating and different stages of cavitating conditions at a Reynolds number of 3.2×105. The main 

objective of the present study is to understand the 3-D visualization of shear layer cavitation over the wake 
zone in turbulent flow field. Two high speed cameras were used to record instantaneous cavity structure. 

Simultaneously, local velocity was measured using two components of flow velocity with the help of laser 

Doppler velocimeter (LDV). Cavitation is seen to occur in the two zones of shear layer: between the flows 
above the sharp crest of the wedge and free stream flow as well as between the flows which enters from 

the sides of the low pressure recirculating flow region and the recirculating flow. Velocity measurements 

(both mean and fluctuating components) carried out in 3-planes agrees qualitatively in identifying the 

shear layer.  
 

1 Introduction 

Cavitation is one of the major problems in all fluid handling units and its being a major concern for most 

of the researchers to deeply study the extent of its domain. It is a phenomenon of the formation of 

vapours-filled cavities in a liquid when local pressure falls below the vapour pressure. The bubbles, thus 

formed, grow in the low pressure region and subsequently collapse in the high pressure zones. 

Hydrodynamic cavitation can be broadly classified into travelling bubble, attached and vortex cavitation. 

One such example of vortex cavitation is seen in the shear layers in the jets, wakes or mixing layer. In the 

present work, flow past an isolated obstacle in the form of three dimensional triangular wedge is studied. 

This is an example of shear layer cavitation where vortex cores are likely to be zones where cavitation 

initiates. Before describing the work, a brief review of literature on shear layer cavitation is presented to 

contextualize the significance of the present work. 

 

Numerical and Experimental works are carried out by many researchers to identify the interactions of 

cavitating structures and the turbulent wake region of bluff bodies over a range of Reynolds number. Holl 

(1960) had described the effect of isolated roughness on inception cavitation by taking constant cross-

section of circular arc and triangular section and concluded that inception is mainly dependent on 

roughness height and boundary layer shape parameter. He also provided a correlation between minimum 

base pressure coefficient (Cpmin) and Reynolds number for different geometries. Katz and O’Hern (1986) 

studied the different stages of cavitation in the shear layer behind a 2-D sharp edged plate at Reynolds 

number ranges from 1.89×106 – 2.28×106. They had observed that the cavitation formed in vortex core 

and drifting both in streamwise and spanwise direction with the eddy structures though they did not 
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correlate the inception cavitation with the flow Reynolds number and stated that is mainly dependent on 

the air content and population of free stream bubbles. O’Hern (1990) experimentally investigated the 

inception and developed phase of cavitation in the wake region of sharp-edged plate at Reynolds number 

ranges from 1.2×106 – 2.1×106 and described well the importance of coherent vortical structures in the 

cavitation inception process. He further found out that the strength of streamwise vortices is always less 

than 10% than that of spanwise vortices. Belahadji et al (1994) observed different types of vortices inside 

the turbulent wake zone of 2-D object when cavitation is moderately developed at Reynolds number 

ranges from 1.2×105 – 5.2×105. He also tried to forecast the information on incipient cavitation from 

rotational structures in the wake and explained the difference between mean pressure coefficient at the 

object and incipient cavitation number. In a recent study Liu and Katz (2013) have presented detailed 

studies on the interaction of unsteady pressure field with cavity corners in their two-dimensional cavity 

geometry at Reynolds number of 4×104. 2-D PIV measurements were carried out over entire flow domain 

surrounding the shear layer to obtain the velocity distribution and prediction of pressure fluctuation 

measurement. 

 

The main motivation behind the present work is to study the interaction of flow field behind a three-

dimensional (3-D) wedge with cavitating bubbles and in particular to study the effect of instantaneous 

velocity fields in the regions of bubble collapse since no such literature is available which predicts the 

three dimensional character of cavitation structures in relation to shear layer vortices behind the wake of 

an obstacle. 

 

The paper is organized as follows. In the next section, experimental setup and methodology is presented. 

That is followed by the presentation of results and discussions. Salient observations are listed in the 

concluding section. 

 

 

2 Experimental setup and methodology 

The present experiment is carried out in a closed loop high speed water tunnel test facility of IIT Madras 

(Fig.1a). The overall test facility consists of two large identical tanks (1.52m in diameter and 1.52m in 

height), a honeycomb screen in order to reduce the level of turbulence in the flow domain, a settling 

chamber, a convergent portion (25⁰ contraction angle and 6.25 contraction ratio) followed by a test section 

having transparent acrylic (perspex) windows and a divergent portion (10⁰ expansion angle). The test 

section is 565mm long × 130mm wide × 130mm high rectangular duct. Obstacle used is a three 

dimensional triangular wedge (Fig.1b) made of acrylic and having a configuration of 50mm long × 30mm 

wide × 50mm high. The wedge is inserted at an upstream distance of 165mm from duct inlet. The wedge 

is located 10 mm above the bottom surface of channel by means of 4 small brass rods in order to avoid the 

interaction of boundary layer flow on the test section window and the flow past the wedge. 

The flow is driven by means of centrifugal pump with the help of variable frequency drive and the 

experiment is carried out for a Reynolds number of 3.2×105 based on characteristic length of 50mm 

roughness height and inlet test section velocity of 6.5 ms-1 which is estimated from the flow rate measured 

using pre-calibrated ultrasonic flow meter (UFM, Fluidyne). Test section pressure was maintained with 

the help of a vacuum pump. Test section static pressure measurement is carried out by means of 

Honeywell pressure transducer (Model: STD130-E1H-00000-AN). Two high speed cameras (Photron 
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Fastcam SA4 and Photron Minicam) was used to capture the images of cavitating structures in front and 

top views at a frame rate of 3600 fps in the presence of LED lighting. Fastcam SA4 camera was used to 

trigger the other camera in order to ensure synchronization of the images captured. Local flow velocity 

was measured using a two-component laser Doppler velocity measurement (mini-LDV from Measurement 

Science Inc.). 

 
                                                       a)                                                                                         b) 

Figure 1: a) Schematic of cavitation test setup with component and b) Geometrical model of wedge supported on 

cylindrical holder. In (a) legends are   1- Upstream tank, 2- Honeycomb,   3- Convergent portion, 4- Test section, 5- 

Divergent portion, 6- Downstream tank, 7- Centrifugal pump, 8- High speed camera, 9- NI-card with PC, 10- 

Ultrasonic flow meter,    Ht = 3940mm, Lt = 5990mm.(Kumar et al 2014).  

 

 3 Results and Discussions 

High speed imaging is carried out to observe various cavitation events at the wake region of the object for 

given range of σ/σi values from 0.40 to 1. Fig.2 shows the snapshots of the instantaneous cavity structures 

for three cavitation numbers. 

Cavity originates at inception in the shear layer away from the wedge (Fig. 2a). As σ/σi decreases further, 

extent of cavitation zone increases, cavity length becomes larger in the wake region (Fig. 2b), extending 

from the slant edge because there the local static pressure is reduced abruptly and small sized-bubbles are 

formed from the top trailing edge of the wedge and drifting away from it. With a further reduction of σ/σ i 

value the extent of cavity length increases resulting in supercavitation (Fig. 2c). Two zones of cavitation 

could be seen: one in the shear layer above the wedge and one due to the flow entering the wake from the 

sides. This is shown schematically in Fig.3. The interaction of the two flows, one from the sides and 

another past the wedge, leads to a cyclic variation of the cavity structure and its shedding. This cyclic 

variation is shown in Fig.4.  
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a)                                                  b) Front view                                                         c) 

 

 

 
a’)                                                  b’) Top view                                                         c’) 

 

Figure 2: Snapshot of front (a-c) and top (a’-c’) views of cavitating wake indicating the extent of cavity at 

different cavitation numbers. (a) and (a’): σ/σi 1, (b) and (b’): σ/σi =0.75, (c) and (c’): σ/σi =0.4. Flow is 

from right to left. 

 

 

a) Front view                                                                                b) Top view 

 

Figure 3: Schematic diagram of turbulent eddy vortices when the flow passes over 3-D wedge 
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a) Cavity formation                   b) Cavity growth                            c) Cavity contraction 

 

 

d) Cavity collapse 

Figure 4: Time history of cavitation activity for σ/σi = 0.75 from bubble formation to collapse phase. 

 

The reason for cavitating flow can be understood from the knowledge of mean velocity distribution as 

well as velocity fluctuations are related with local pressure fields. These velocity distributions gives 

information of turbulent eddies at the wake of the object and also explain about the large velocity 

gradients at the shear layer interface. A typical velocity contour is shown in Fig. 5. It is clear from the 

above figure that the streamlines gets separated from top edge of wedge and shear layer provides large 

velocity gradients for the flow which is the initiation of cavitation zone to develop from the near wake and 

further it spreads along the streamwise direction and the bubbles oscillates at the wake zone due to large 

turbulent eddy distribution over the entire recirculation zone. 
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a) u̅                                                                                      b) v̅ 

 

  

c) u’                                                                                  d) v’ 

 

Figure 5: Mean velocity field: u is along flow direction (a) and v is along perpendicular direction (b). (c) 

and (d) show fluctuating components. Flow is from right to left. σ/σi = 0.75. 

 

4 Conclusions 

Incipient cavitation condition is dependent not only on geometrical configuration of model and flow 

Reynolds number but also on 3-D characteristics of obstacle placed in the direction of fluid flow. It is 

found that inception starts just few distances away from test body. As cavitation develops, the zone of 

cavity occurrence increases and at the lowest cavitation number of σ/σi = 0.40, supercavitation is seen 

when the vapour pocket engulfs the wedge. 
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Abstract 

Water absorption in plants is explained by water potential. Water in plants are transporting with the gradient 

of water potential. Roots and leaves are important elements in considering water absorption with water 

potential. However, the cactus has no leaf. In this study, we are focusing how cactus deliver water to the 

body without leaves. We observed roots, epidermis, and spines using Scanning Electron Microscope (SEM). 

Also, we observed the path of water absorption by the visualize using the dye solution. The result of 

observation shows that the cactus has no leaves, but cactus has stoma on its surface. The spines consisted 

of two types of long spines and short spines. The conduit was connected to spines. The vascular bundle was 

divided into two when the body is branching. We compared sectional area and conduit area of cactus. The 

results show that the cactus can grow until the 98.9 times larger than the area of conduit in cross section. 

 

1 Introduction  

Everyone knows that the plants are absorbing water from roots. The mechanism of water absorption can be 

explained with water potential from the plant physiology point of view as shown in Figure 1.  L. Taiz and 

E. Zeiger (2002) explained the water potential is the energy potential balance of osmotic potential, pressure, 

and gravity etc. The magnitude of energy potential is depending on the parts of plant such as cell, root, 

conduit, leaf (stoma). So, these parts of plant need to realize the water absorption. Among them, leaves are 

transpired, changing the gradient of water potential to cause water absorption. Even if there is damage to 

the leaves, it is possible to deliver water to the tip of the leaf with single vein by K. Sato et al. (2016). The 

leaves are important organs as shown in above. In the world of nature, the cactus has no leaf, however they 

can absorb the water from roots. This study is focusing on the understanding the water absorption from the 

engineering point of view. In this study, we examined the details of Opuntia microdasys by Scanning 

Electron Microscope (SEM). Water absorption by cactus is visualized with dye solution. We investigate the 

influence of conduit of Opuntia microdasys for spreading the water inside the stem. 
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2 Methods 

2.1 Observation by electron microscope 

In this experiment, we used Opuntia microdasys, which has a flat and fan-shaped appearance and branching 

stem. We observed three parts of cactus as root, stem, and spines. We observe the root with a length of 1cm 

from the tip. The outside surface of stem is observed at the area of 1cm x 1cm. Observation of spines is 

carried out with pulling up from the stem. The collected root, stem and spines were fixed to be observed 

with SEM. 

 

2.2 Visualize the water flow in cactus 

In order to observe the state of water absorption in cactus, we made visualization of water flow in cactus. 

The equipment used in the experiment shows in Figure2. The stem of cactus was sampled and the root of 

the stem was immersed in dyeing solution. Bickford, E.D., and Dunn, S (1972) explained that 400nm to 

700nm is suitable for causing photosynthetic action. Therefore, in order to promote water absorption, blue 

LED was irradiated during the experiment. We put it in the darkroom so as not to be affected by light other 

than the blue LED. The visualization was carried out at each of cross section to understand the direction of 

water delivering. One of direction is perpendicular to the direction of extension. And we observed how to 

extend the conduit in the longitudinal direction. The other one is the direction of extension. We observed 

transverse changes in vascular bundle. We measured the area of colored region with dye and the area cross 

section of stem by using the image analysis software” ImageJ”. We investigate the relationship between the 

area with colored area and cross section. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Water absorption model of tree 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Experimental setup 
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3 Results 

3.1 Surface features of cactus 

Figure 3 shows the results of observing root, stem and spines by SEM. Figure 3(a) shows the Opuntia 

microdasys. Figure 3(b) shows the result with SEM of stoma, (c) shows the roots, (d) and (e) show the 

spines. The results of outside surface show that the stoma is on the surface of Opuntia microdasys. And, the 

surface of the stem has finely divided cells. The Opuntia microdasys perform the transpiration from the 

surface. In the result of root, we confirm the epidermis, endothelium, xylem, and phloem part as the general 

plants. The spines consist of two types of long spines and short spines. Short spines have a flat shape. Long 

spines grow straight like a needle.  On the side of long spines there has a barb. It can be inferred that this is 

a function to protect itself from the enemies. The result of enlarged spines as shown in Figure 3(e) shows 

difference of two types of spines. On the left side in Figure.3(e) shows short spines and the one on the right 

is long spines. The inside of long spine is observed the hole in a cross section. This shows that the long 

needle is like a pipe. This suggests that the long spines are related to water absorption. From the observation, 

we found that the water exit of Opuntia microdasys have two possibilities for transpiration. One is the stoma 

on the surface of stem. And the other is long spines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Observation of cactus by scanning electron microscope (SEM). 

(a) Opuntia microdasys, (b) Epidermis, (c) Root, (d) Spines, (e) Cross section of spines. 
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3.2 Visualization of the water flow in cactus 

Figure 4 shows the results of visualization in cactus by staining. Figure 4 (a) shows the results of cutting 

cactus vertically. The region of purple color was stained with the dye. There is no conduit in the center of 

cactus and the conduit extends along the surface of stem. Figure 4(b) shows the result enlarged around the 

spines. In addition, cactus spines are said to have changed leaves so spines are considered to be related to 

water absorption by Anderson, Edward F. (2001).  

Figure.5 is results of dye visualization at the reconstruction of vascular bundle around the junction of stem 

of cactus. Figure 5(a) shows the position of observed. The position II means the beginning of junction. 

Figure 5(b) shows the results of visualization at the several position. The result just before the junction as 

shown in the position III shows the vascular bundle with elliptical cross section.  Figure.5 (a) (b) shows that 

the vascular bundle is dividing into two as cactus branches. Therefore, the number of conduits decreases 

with the junction of stem. If the one conduit has the limitation to spread the water inside the stem, the size 

of stem has to become smaller. The limitation of conduit for spreading of water estimates from the dye 

visualization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Dye visualization of path for water absorption 

(a) Cross section of cactus, (b) Connection between sap vessel and spines 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a)                                                    (b) 

 

Figure 5: Dye visualization around the branching of body.  

(a) Sketch to show the observed position, (b) results of dye visualization 
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3.3 Relationship between cross-sectional area and conduit area 

Figure 6 shows that the definition of measurement. Three cactuses measured. One is the no junction and the 

growing sufficiently as shown in I. II and III have the junction. II of cactus is the parent of III. III is the 

child of II. The height of stem I, II and III are 44mm, 36mm, and 15mm, respectively. These cactuses 

absorbed the dyed solution. After the absorption, we made the slices of stem. We measured the area of both 

cross section of stem and conduit. The region of conduit is considered with the intensity of color of dye. 

Figure 6(b) shows that example of image analysis by using ImageJ. Yellow line shows the edge of conduit. 

We determined the total area of conduit as Ac. The cross-sectional area at the collected position of stem is 

defined as As. Therefore, As / Ac is the area per unit conduit. The larger value shows that the possibility area 

to supply water by the single conduit. Table 1 shows the average of As/Ac, and maximum of As/Ac.  The 

result in average value shows that the biggest cactus is minimum. From this comparison, the cactus requires 

the 28.0 times larger the area of conduit to growth at least. The result of maximum As/Ac shows the II of 

cactus is the biggest as 98.9 times larger than the area of conduit. This means that III of cactus has the 

possibility to grow about two times larger area of section of stem. Finally, the cactus needs 28.0 < As/Ac < 

98.9 for the growing. 

 

 

 

 

 

 

 

 

 

(a)                                                       (b) 

Figure 6: Definition of measurement for conduit area. 

 

Table 1: Relationship between sectional area and conduit area 

 

  

 Cactus I Cactus II Cactus III 

Average of As/Ac 28.0 58.3 36.0 

Maximum of As/Ac 81.1 98.9 49.5 

Sectional area, As 

Conduit area, Ac 
I II 

III 
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4 Conclusion 

In this study, we investigated the water absorption of Opuntia microdasys. we observed the part on the 

surface for water absorption by SEM and internal observation by dye flow visualization. Spines is composed 

of long spines and short spines. There is a thin tube in long spines. The existence of a thin tube in a long 

spine suggests a remnant of a leaf vein. However, long spines do not have stoma, and stoma is present on 

the surface of stems. We found that the vascular bundle forms an ellipse along the shape of the stem by dye 

flow visualization. A part of the vascular bundle grew toward spines. Therefore, it will be related to spines 

and water absorption. Furthermore, vascular bundle branched when the body is branching. We found to 

deform the vascular bundle at the bifurcation. Since there is stoma on the surface of cactus, vascular bundle 

is thought to extend not only to spines but also to stoma. The conduit can supply water in horizontal direction 

is 28.0 < As/Ac < 98.9. Therefore, the limitation for size of cactus to grow relates the area of conduit. 
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Abstract
Turbulent inertial particle pair diffusion is investistigated in the limit of Stoke’s drag using Kinematic Sim-
ulations. For large Stokes number, St� 1, the inertia dominates and we observe ballistic motion for inertial
pair separation. For small Stokes number, St < 1, the turbulent energy dominates the diffusion asymptotes
to the fluid pair diffusion.

1 Introduction
Understanding the transport processes governing inertial particle motion is important because there are many
aplications in industry and natural contexts, from dust storms and pollens, to bubbles, and hail, Calzavarini
et al. (2008); Falkovich and Pumir (2007); Shaw (2003); Sofiev and Bermann (2013); Toschi and Boden-
schatz (2009). The motion of groups of particles, such as dust storms, can often be related to the relative
motion of two particles, or pair diffusion.

The transport equations that describe the motion of individual inertial particles are not fully developed
yet, although simplified descriptions in specific contexts have been proposed by Maxey and Riley (1983).
The suspended particles have finite size, and density different from that of the carrier fluid, and as a con-
sequence the interactions between the particle and the underlying flow structures plays an important role;
heavy particles are expelled out of vortical structures, while light particles tend to concentrate in their cores,
leading to preferential concentration and the formation of strong inhomogeneities in the particle spatial
distribution Qureshi et al. (2007).

Richardson (1926) proposed a theory of fluid partice pair diffusion based upon the idea of a scale depen-
dent pair coefficient, K f (l), where l is the distance between two particles, and on the locality hypothesis in
which only energy in the turbulent scales which are of a similar size to the pair separation l itself is effective
in further increasing the pair separation. This yields the 4/3-scaling for the diffusion coefficient, K f ∼ l4/3.
Obukhov Obukhov (1941) showed that this is equivalent to σ2

l = 〈l2〉 ∼ t3 known as the t3− regime. 〈·〉 is
the ensemble average. In the ensuing discussions, we follow the usual convention of replacing the scaling
on l with its rms value, i.e. l ∼ σl .

However, a new non-local theory of turbulent fluid particle pair diffusion has been proposed in Malik
(2018a,b) in which both local and non-local processes govern pair diffusion in high Reynolds number tur-
bulence. For Kolomogrov turbulence, E(k) ∼ k−5/3, in the limit of very large inertial subrange the theory
predicts the scalings, K f ∼ σ1.53

l .
A key question is, do the ideas of locality and non-locality extend to inertia particle pair diffusion ?

Inertial particle diffusion has seen growing interest recently, Bec et al. (2010b); Chang et al. (2015); Bec
et al. (2010b); Chang et al. (2015); Bragg et al. (2016); Bragg (2017); Bec et al. (2010a); Gustavsson and
Mehlig (2011); Gustavsson et al. (2014); D and R (2014). However, none of these works specifically address
the the problem of non-local turbulent transport processes.

Here, we investigate the impact of local and non-local turbulent transport processes on inertial particle
pair diffusion inside the inertial subrange. To address this problem, we use Kinematic Simulations (KS)
which can generate very large inertial subranges.
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Figure 1: Log-log of the inertial pair diffusion coefficient Kp/ηvη against the rms pair separation σl/η from
KS simulations with energy spectrum E(k) ∼ k−5/3, for inertial subranges of size Rk = 102, 103, and 104.
Here, the particle Stokes number is St = 0.25.

2 Inertial particles
We investigate numerically turbulent pair diffusion of inertial particles in high Reynolds number turbulence
in the limit of large inertial subrange, Rk = kη/k1→ ∞, and in the Stokes drag limit. The particle trajectory
is then obtained by integrating the coupled tansport equations for the particle velocity~v(~x, t) in a fluid flow
~u(~x, t) at the location and time (~x, t),

d~x
dt

= ~v(t) (1)

d~v
dt

= − 1
τp

(~v(t)−~u(~x, t)) (2)

τp is the particle relaxation time which accounts for the particle inertia. The global Stokes number is,

St =
τp

tη
(3)

where tη ∼ ε−1/3η2/3 is the Kolmogorov time scale of the turbulence. ε is the rate of energy dissipation per
unit mass, and η is the Kolmogorov length scale. A local Stoke’s number depending on the local separation
can also be defined,

St(l) =
τp

tl
(4)

where tl ∼ ε−1/3l2/3 is the turbulence time scale at lengths scale ∼ 1/l.
We consider an effective point source release of inertial particles and assume that inertial pair diffusion

can also be described by a diffusion equation with a scale dependent diffusion coefficient. In the limit to
Stoke’s drag, the diffusion coefficient will then be a function of two variables, Kp = Kp(l,St).

For small separations, the particle inertia is expected to dominate over the small scale turbulent energy,
thus we should observe ballistic motion, and Kp should be linear in the separation,

Kp(l,St) ∼ σ
1
l , σl � σ

∗
l (5)
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Figure 2: Same as Figure 1, except here the particle Stokes number is St = 0.5.

where σ∗l is the scale where the inertia and turbulent energies are balanced, which is expected to occur when
the timescales are equal, i.e. when St(σ∗l ) = 1, so that tσ∗l = τp, Bec et al. (2010b).

At very large times, the turbulent energy is expected to be dominant, and we expect the inertia pair
diffusion to asymptote towards the fluid pair diffusion provided that the inertial subrange is big enough for
the pair separation to still remain within the subrange. Thus,

Kp(l,St) → K f (l)∼ σ
1.53
l , σl � σ

∗
l . (6)

3 Kinematic Simulations
In KS one specifies the second order Eulerian structure function through the power spectrum, like E(k) ∼
k−5/3, k1 ≤ k ≤ kη, Kraichnan (1970); Fung et al. (1992); Malik (2017). KS can generate inertial subranges
sufficiently large to test pair diffusion scaling laws over extended inertial subranges. KS generates turbulent-
like non-Markovian particle trajectories by releasing particles in flow fields which are prescribed as sums
of energy-weighted random Fourier modes. By construction, the velocity fields are incompressible and
the energy is distributed among the different modes by a prescribed Eulerian energy spectrum, E(k). The
essential idea behind KS is that the flow structures in it - eddying, straining, and streaming zones - are
similar to those observed in turbulent flows, although not precisely the same, which is sufficient to generate
turbulent-like particle trajectories.

KS has been used to examine single particle diffusion Turfus and Hunt (1987); Murray et al. (2016), and
pair diffusion Fung et al. (1992), Murray et al. (1996), Fung and Vassilicos (1998), Malik and Vassilicos
(1999), Nicolleau and Nowakowski (2011). KS has also been used in studies of turbulent diffusion of
inertial particles Meneguz and Reeks (2011), Farhan et al. (2015). Meneguz & Reeks Meneguz and Reeks
(2011) found that the statistics of the inertial particle segregation in KS generated flow fields for statistically
homogeneous isotropic flow fields are similar to those generated by DNS.

KS pair diffusion statistics have been found to produce close agreement with DNS at low Reynolds
numbers, incuding the flatness factor of pair separation Malik and Vassilicos (1999).

An individual Eulerian turbulent flow field realization in KS is generated as a truncated Fourier series,

u(x, t) =
Nk

∑
n=1

(
(An× k̂n)cos(kn ·x+ωnt)+(Bn× k̂n)sin(kn ·x+ωnt)

)
(7)

where Nk is the number of representative wavenumbers, typically hundreds for very long spectral ranges,
Rk � 1. k̂n is a random unit vector; kn = knk̂n and kn = |kn|. The coefficients An and Bn are chosen such
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Figure 3: Same as Figure 1, except here the particle Stokes number is St = 1.0.

that their orientations are randomly distributed in space and uncorrelated with any other Fourier coefficient
or wavenumber, and their amplitudes are determined by 〈A2

n〉= 〈B2
n〉 ∝ E(kn)dkn, where E(k) is the energy

spectrum in some wavenumber range k1 ≤ k ≤ kη. The angled brackets 〈·〉 denotes the ensemble average
over space and over many random flow fields. The associated frequencies are proportional to the eddy-
turnover frequencies, ωn = λ

√
k3

nE(kn). There is some freedom in the choice of λ, so long as 0 ≤ λ <
1. The construction in equation (7) ensures that the Fourier coefficients are normal to their wavevector
which automatically ensures incompressibility of each flow realization, ∇ · u = 0. The flow field ensemble
generated in this manner is statistically homogeneous, isotropic, and stationary.

The energy spectrum E(k) can be chosen freely within a finite range of scales, even a piecewise contin-
uous spectrum, or an isolated single mode are possible. To incorporate the effect of large scale sweeping of
the inertial scales by the energy containing scales, the simulations are carried out in the sweeping frame of
reference by setting E(k) = 0 in the largest scales, for k < k1 Malik (2017). We choose the energy spectrum
in the inertial subrange,

E(k) =Ckε
2/3k−5/3, k1 ≤ k ≤ kη (8)

where Ck is a constant. The largest represented scale of turbulence is 2π/k1 and smallest is the Kolmogorov
micro-scale η = 2π/kη. A particle trajectory, x(t), is obtained by solving equations (1) and (2) in time. Pairs
of trajectories are harvested from a large ensemble of flow realizations and pair statistics are then obtained
from it for analysis.

4 Simulation Results
KS was run with the spectrum of E(k)∼ k−5/3, for an ensmeble of about 30,000 inertial particle pairs, and
the results are presented below for several inertial subranges and for different Stoke’s numbers.

Figure 1 shows the pair diffusion coefficient, Kp/ηvη, against the rms separation, σl/η, when the particle
Stokes number is St = 0.25, for different sizes of the inertial subrange as indicated. A line of slope 1 is shown
for comparison with ballistic motion, and a line of slope 1.53 is shown for comparison with the fluid particle
asymptotic limit.

Figures 2 to 4 are similar except for the Stokes numbers of, St = 0.5, 1.0, and 5.0 repectively.
The results show initial ballistic regimes, equation (5) that penetrate further and further in to the inertial

subrange as Rk increases.
At long times, the inertial particle pair diffusion appears to be asymptoting towards the fluid particle

non-local regime Kp→ K f ∼ σ1.53
L as Rk → ∞, Malik (2017, 2018a). However, it will require bigger Rk to

fully confirm.
There also exists a transition regime, over an extended range of scales, between these two limiting cases.
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Figure 4: Same as Figure 1, except here the particle Stokes number is St = 5.0.

5 Discussion
A theory of inertial particle pair diffusion has been developed which extends the concept of local and non-
local diffusional processes to inertial particles, Malik (2017, 2018a).

For Kolmogorov energy spectrum, E(k) ∼ k−5/3, Kinematic Simulations has been used to investigate
the scaling laws for inertial particle pair diffusion in the limit of Stokes drag law. For very large inertial
subranges, the long time regime approches the fluid particle non-local scaling, which vindicates our inital
assumption of extending the concept of local and non-local diffusional processes to inertial particle pair
diffusion.

The results indicate that inertial pair diffusion coefficient is a two parameter function K(St, l) in general.
For short times, the pair diffusion displays ballistic motion where the paticle inertia is dominant over the
trubulence energy at that pair separation scale.

In the future we will complete the paramteric study for larger inertial subranges, and for more generalised
inverse power law energy spectra, and over s wide range of Stokes numbers.

References
Bec J, Biferale L, Cencini M, Lanotte AS, and Toschi F (2010a) Intermittency in the velocity distribution of

heavy particles in turbulence. J Fluid Mech 646:527–536

Bec J, Biferale L, Lanotte A, Scagliarini A, and Toschi F (2010b) Turbulent particle pair diffusion: Numer-
ical simulations. J Fluid Mech 645:497

Bragg AD (2017) Analysis of the forward and backward in time pair-separation probability density functions
for inertial particles in isotropic turbulence. J Fluid Mech 830:63

Bragg AD, Ireland PJ, and Collins LR (2016) Forward and backward in time dispersion of fluid and inertial
particles in isotropic turbulence. Phys of Fluids 28(1):013305

Calzavarini E, Kerscher M, Lohse D, and Toschi F (2008) Dimensionality and morphology of particle and
bubble clusters in turbulent flow. J Fluid Mech 607:13–24

Chang K, Malec JM, and Shaw RA (2015) Turbulent pair dispersion in the presence of gravity. New J of
Phys 17(3):033010

D BA and R CL (2014) New insights from comparing statistical theories for inertial particles in turbulence:
Ii. relative velocities of particles. New J Phys 16:055014

858



ICEFM 2018 Munich

Falkovich G and Pumir A (2007) Sling effect in collision of water droplet in turbulent clouds. J Atm Sci
64:4497–4505

Farhan M, Nicolleau FCGA, and F NA (2015) Effect of gravity on clustering patterns and inertial particle
attractors in kinematic simulations. Phys Rev E 91:043021

Fung JCH, Hunt JCR, Malik NA, and Perkins RJ (1992) Kinematic simulation of homogeneous turbulence
by unsteady random fourier modes. J Fluid Mech 236:281

Fung JCH and Vassilicos JC (1998) Two-particle dispersion in turbulent-like flows. Phys Rev E 57:1677

Gustavsson K and Mehlig B (2011) Distribution of relative velocities in turbulent aerosols. Phys Rev E
84:045304

Gustavsson K, Vajedi S, and Mehlig B (2014) Clustering of particles falling in a turbulent flow. Phys Rev
Lett 112:214501

Kraichnan RH (1970) Diffusion by a random velocity field. Phys Fluids 13:22–31

Malik NA (2017) Residual sweeping errors in turbulent pair diffusion in a lagrangian diffusion model. PLoS
ONE 12(12):e0189917

Malik NA (2018a) Turbulent particle pair diffusion: A theory based on local and non-local diffusional
processes. PLoS ONE (submitted)

Malik NA (2018b) Turbulent particle pair diffusion: Numerical simulations. PLoS ONE (submitted)

Malik NA and Vassilicos JC (1999) A lagrangian model for turbulent dispersion with turbulent-like flow
structure: comparison with direct numerical simulation for two-particle statistics. Phys of Fluids 11:1572–
1580

Maxey MR and Riley JR (1983) Equation of motion for a small rigid sophere in a non-uniform flow. Physics
of Fluids 26:883

Meneguz E and Reeks MW (2011) Statistical properties of particle segregation in homogeneous isotropic
turbulence. J Fluid Mech 686:338–351

Murray S, Lightstone MF, and Tullis S (1996) Structural diffusion in 2d and 3d random flows. Adv in
Turbulence VI, eds S Gavrilakis, L Machiels and P A Monkewitz, Kluwer Academic Press VI:619–620

Murray S, Lightstone MF, and Tullis S (2016) Single-particle lagrangian and structure statistics in kinemat-
ically simulated particle-laden turbulent flows. Phys of Fuids 28:033302

Nicolleau FCGA and Nowakowski AF (2011) Presence of a richardson’s regime in kinematic simulations.
Phys Rev E 83:056317

Obukhov A (1941) Spectral energy distribution in a turbulent flow. Izv Akad Xauk SSSR Ser Geogr i Geojz
5:453–466. (Translation : Ministry of Supply. p. 21 1097)

Qureshi NM, Bourgoin M, Baudet C, Cartellier A, and Gagne Y (2007) Turbulent transport of material
particles: An experimental study of finite size effects. Phys Rev Lett 99:184502

Richardson LF (1926) Atmospheric diffusion shown on a distance-neighbour graph. Proc Roy Soc Lond A
100:709–737

Shaw RA (2003) Particle-turbulence interactions in atmospheric clouds. Ann Rev Fluid Mech 35:4497–4505

Sofiev M and Bermann KCe (2013) Allergenic pollen. a review of the production, release, distribution and
health impacts. Springer Netherlands doi 10.1007/978-94-007-4881-1

Toschi F and Bodenschatz E (2009) Lagrangian properties of particles in turbulence. Ann Rev Fluid Mech
41:375–404

Turfus C and Hunt JCR (1987) A stochastic analysis of the displacements of fluid element in inhomogeneous
turbulence using kraichnan’s method of random modes. Advances in Turbulence I, eds G Comte-Bellot
and J Mathieu, Springer I:191–203

859



5th International Conference on Experimental Fluid Mechanics – ICEFM 2018 Munich 
Munich, Germany, July 2-4, 2018 

 

 

Vortex Breakdown in a Closed Cylinder with Rotating 

Bottom Disk 

Kamal Poddar1, Navneet Kumar1, Deepakkumar M Sharma2* 

1Indian Institute of Technology Kanpur, Dept. Aerospace Engineering, Kanpur, India 

2 TSI Instruments India Private Limited, Bangalore, India 

*deepak.sharma@tsi.com 

 

Abstract 

The swirling flow in a closed cylindrical container with rotating bottom disk was experimentally studied 

to understand the formation, development, and breakdown vortex bubble. Laser induced Rhodamine dye 

flow visualization technique and PIV were used to study the vortical flow. The flow behavior has been 

characterized by aspect ratio (𝐴𝑅 = 𝐻/𝑅) and Reynolds number (𝑅𝑒 = 𝛺𝑅2

𝜈⁄  ). Stability limit and 

condition for appearance of vortex breakdown defined by Vogel (1968) and Escuider (1984) has been 

confirmed. Control of vortex breakdown using clockwise and counter clockwise rotation of a thin solid 

central rod (r/R > 0.1) near the cylinder axis is also explored.  

 

Nomenclature 

AR  = Aspect Ratio 

VB  = Vortex Breakdown 

𝛺    = Angular Velocity in rad/sec 

R    = Inner Radius of Cylinder 

H    = Height of Cylinder  

𝜈     = Kinematic Viscosity of glycerine/water mixture 

r     = Radius of thin solid cylinder 

Re   = Reynolds Number 

Φ    = Diameter 

 

1 Introduction  

The swirling flow generated in a closed cylindrical container by rotating bottom disk, under certain 

conditions, leads to the formation of one or more recirculation bubbles, centered on cylinder axis. This 

flow has been characterized by the aspect ratio (𝐻
𝑅⁄ ) and Reynolds number (𝛺𝑅2

𝜈⁄ ). The rotating disk 

draws in fluid axially and drives it away in an outward spiral in a closed container. This fluid swirls along 

the cylindrical wall, spirals in across the stationary top disk and then again turns to the axial direction 

towards the rotating bottom disk. This inward spiral motion results in an initial increment of swirl velocity 

and concentrated vortex is created due to the conservation of angular momentum. The vortex breakdown 

mechanism and its control has been studied in confined flow due to several advantages. For example this 

has well defined boundary conditions, well defined control parameters, and absence of ambient 

disturbances. 

Escuider (1984) revealed a variety of vortex breakdown patterns and their dependence on the disk 

Reynolds number and aspect ratio of the closed cylindrical container. Vogel (1968), Leibovich (1978) and 

860



ICEFM 2018 Munich 
 

  

few other researchers have modified this base flow in different ways to explore the vortex breakdown 

mechanism. Spohn (1993) and Brons et al. (2004) have studied a flow driven by rotating bottom disk, with 

the top surface being free. Experimental and numerical studies have also been carried out with 

independent rotation of both top and bottom disk. Mullin et al. (2000) used conical central body which 

was stationary or rotating together with the bottom disk. Husain et al. (2003) studied a new means of 

vortex breakdown control by using co and counter rotation of a thin solid central rod near the cylinder 

axis.  

The objective of the present work is to study the formation, development, and breakdown of vortex 

bubbles and the effect of Reynolds number and aspect ratio on the vortex bubble dynamics. 

  

2 Experimental Setup 

A borosilicate glass cylinder of inner diameter 140 mm is placed in a rectangular box made of glass. A 

disk of diameter 139 mm is attached to the shaft drive at the bottom of the cylindrical container. Aspect 

ratio of cylinder is adjusted by changing the height of the top stationary disk as shown in figure 1. Bottom 

disk is rotated with a servo DC motor (model-T730-012EL0) which is attached to MID-7654/7652 4/2 

Figure 1: Experimental Setup 
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axis servo motor drive. The motor drive is adjustable in steps of 1 rpm to a maximum of 1600 rpm. The 

motor rpm is controlled through LabVIEW software. The motor shaft is passed through a mechanical seal 

to prevent leakage. Instead of pure glycerine, glycerine/water (80/20 by volume) mixture is used to get the 

reasonable value of kinematic viscosity and rpm. 

Temperature of the working fluid is measured with the laser gun thermometer before and after each set of 

experiment. The working fluid has 𝜈 between 63 centistokes to 50 centistokes for the temperature range in 

between 23°C - 26°C (± 0.5°C). Viscosity of such a mixture is strongly temperature dependent (5-7% 

change per °C) therefore gap between the rectangular box and cylindrical container is filled with water to 

ensure stable operating conditions. Small quantity of Rhodamine B dye dissolved in same glycerine/water 

mixture was injected through a hypodermic syringe into the container through a 1mm dia. hole at the 

center of the stationary top disk. Flow was illuminated using a 5W continuous green laser (about 1mm 

thick sheet and wavelength of 501-600 nm) in a diametral plane between the container end walls. NIKON 

DSLR810 camera (60 frame/second) with Milvus 2/100M lens is used for capturing images and videos. 

 

3 PIV Measurements 

In the present study, the velocity field of vortex breakdown bubble and its surrounding area are measured 

using PIV system. The tracer particle used in this study are glass sphere, without coating, particles with a 

nominal dia. of 10 m and specific weight of 0.22 g/cm3. The particles are illuminated by 1 mm thick 

laser sheet at a wavelength of 532 nm and maximum energy output of 200 mJ/pulse. The sheet forming 

optics consists of one cylindrical lens of 15 mm. The sheet is aligned to the diametric plane of the 

cylindrical container. Pairs of images are captured with high resolution 8-bit TSI Powerview plus 8MP 

CCD camera with maximum resolution of 3320 × 2496 pixel and frame rate of 8.5 fps. The camera is 

equipped with a 100 mm lens. This setup gave a range of field of view which varied between 2303 × 1607 

and 1636 × 2441 for aspect ratio of 1.5 and 3.5 respectively. Special care was taken to align the laser sheet 

and camera, as any slight misalignment produces a non-negligible bias in the results. The laser and camera 

are synchronized by eight channel TSI 610036 laser pulse synchronizer. INSIGHT 4G software has been 

used for acquiring 200 image pairs at 2 Hz. The time between the two laser pulses is optimized for each 

rotation rate and 4 to 8.5 milliseconds has been used in order to have a particle displacement within the 

interrogation window.  PIVlab software is used for the analysis of acquired pair of images. The final 

interrogation window size of the PIV analysis is 128 × 64 pixels which is found to give satisfactory results 

with an overlap of 50 percent between the windows. The total area of the captured image is 560 mm × 421 

mm.  The adaptive correlation analysis adopts a multi-grid cross-correlation approach as explained in the 

previous section. Additionally, the window deforming option is invoked during the adaptive correlation 

analysis. The validation parameters are used to fine-tune the processing and to remove the spurious 

vectors. The peak validation is done by setting values for the minimum and the maximum peak widths as 

well as the minimum peak height ratio (between first and second peaks) and thereby imposing stringent 

conditions on peak identification for the subsequent determination of vectors. In addition to the peak 

validation, a local neighborhood validation is used, which is capable of making a realistic estimate of 

spurious vectors based on neighboring vectors. The software then replaces the spurious vectors that 

deviate from the specified criteria by interpolation of vectors from the neighboring cells. 
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4 Results and Discussion 

Formation and breakdown of single, double and triple vortex breakdown bubbles are described first. For a 

particular value of aspect ratio, breakdown bubbles are observed only between certain values of Reynolds 

number. Visualization results suggest that there is a central viscous core which increases in diameter with 

increasing distance from the rotating bottom disk. 

In the case of AR = 1.5, at low rotation rate (Re = 1050) the flow has simple cellular structure. As the 

rotation rate is increased to Re = 1116 (figure 2a), the central filament of dye reveals a short region where 

the flow comes close to the stagnation. Further increase in rotation rate to Re = 1177 (figure 2 (b)) leads to 

an outer flow which is somewhat different from that of Re = 1116. Now there is a well-defined vortex 

breakdown (a stagnation point upstream of a zone of near stagnant recirculating fluid). A series of twelve 

photographs of the vortex region are presented in figure 2 to illustrate in more detail the changes which 

occur with increasing Reynolds number. As the rotation rate is increased vortex breakdown (figure 2 (c-

Figure 2: Visualization of vortex breakdown process with increasing Re for AR = 1.5 
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h)) is more and more radially stretched (size of recirculation zone increases) and moves slightly upward 

towards the non-rotating disk. When rotational rate Re=1656, size of recirculating zone starts reducing 

(figure 2 (i-l)) with further increase in rotational rate and when rotational rate reaches Re = 2005 then 

vortex breakdown bubble disappears. For this case of single breakdown, the changes in the size and 

location of vortex bubble which occurs with increasing Reynolds number are consistent with the results in 

the published literature. 

Figure 3: Visualization of vortex breakdown process with increasing Re for AR = 2.5 
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For AR = 2.5, stagnation points and recirculation zones are not observed below rotational Re = 1917. 

Below this rotation rate flow has simple cellular structure similar to the previous case (low Re for AR = 

1.5). When rotation rate is increased to Re = 1917 then two upstream and downstream stagnation points 

appear but recirculation zones are not observed. When rotation rate is further increased to Re = 1995 then 

there are two well defined vortex breakdown bubbles with distinct recirculation zones (figure 3(b)). Size 

of recirculation zone i.e. upstream and downstream breakdown bubbles increase with further increase in 

rotation rate as shown in figure 3(c-l). As Re is increased, downstream breakdown bubble starts oscillating 

and this oscillation increases with further increase in rotation rate. As the rotation rate is increased, the 

downstream stagnation point moves towards upstream stagnation point (figure 3 (b-l)) and eventually 

penetrates the breakdown zone upstream so that at the Re = 2820 there is a single stagnation point with 

two distinct zones of recirculation.  

For double breakdown, it is found that for AR ≤ 2.75 the upstream breakdown appears first. As the 

Reynolds number is increased, the downstream stagnation point appears, moves towards and eventually 

penetrates the breakdown zone upstream so that at the highest Reynolds number there is a single 

stagnation point with two distinct zones of recirculation. During the experiments it was apparent from the 

dye movement that the interior of a breakdown bubble represents a zone of very slow recirculation 

upstream motion at the axis.  

PIV technique was employed to the selected rotational rate for each AR. Results at one rotation rate for 

each AR is discussed in this section. While performing PIV experiments first dye flow visualization image 

is taken with the help of DSLR camera for the respective rotational rates and then PIV images are 

captured. This technique is applied so that results of flow visualization and PIV could be compared for the 

same condition. 

For AR = 1.5, first set of images were taken at ∆T = 6.5ms to capture the global flow and second set of 

images were taken at ∆T = 20ms to capture the VB bubble only. Due to large difference in the velocity of 

VB bubble and global flow, separate set of images were taken to capture the VB bubble only. PIV results 

i.e. vorticity and velocity field of swirling flow at rotational Re = 1295 are shown in the figure 4. Vorticity 

contour and velocity vector contour (figure 4(c)) give the location and size of VB bubble and this size and 

location of VB bubble can be compared with the visualization result (figure 4(a)). Velocity vectors 

indicate the location of stagnation point. This VB bubble has a pair of vortices and these vortices are 

counter rotating. Blue color denotes the clockwise rotation whereas red color denotes counter clockwise 

rotation. At this rotational Re, VB bubble is formed at a distance of 0.4D (60 mm) from the bottom disk 

(figure 4(c)) and this VB bubble has diameter of 0.2D (28 mm) as shown in figure 4(b). This VB bubble 

has two counter rotating recirculation zones which are 0.1D (14 mm) in size (figure 4). Stagnation point is 

located at a distance of 0.5D (70 mm) from the bottom disk as shown in figure 4(b). As the rotation rate is 

increased size of VB bubble increases and location of stagnation point and VB bubble move towards the 

non-rotating disk.  

There are two more pairs of vortices near the end walls having more axial and radial velocity than VB 

bubble vortices. Vorticity, axial velocity and radial velocity contours in figure 4 clearly indicate that the 

swirling flow at this rotation rate is axisymmetric. For higher AR = 2, 2.5 and 3.5 images were taken to 
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capture the global frame only. Rotational velocity of vortex bubbles are very less as compared to the 

rotational velocity of the fluid outside the vortex bubbles therefore when ∆T is taken less then flow outside 

the vortex bubbles are well captured only. Global flow frames give the information about the location and 

movement of upstream and downstream stagnation points and size of recirculation zones but these frames 

do not give the information about the flow behavior of interior of vortex breakdown bubbles. 

Figure 4:  (a) Dye flow visualization (b) Streamline of vortex bubble (c) Vorticity contours along with velocity 

vector of global flow at Re =1295 for AR =1.5 

For AR = 2, velocity vector along with vorticity contours of swirling flow at rotational Re = 1787 are 

shown in the figure 5. Vorticity contour and velocity vector contour (figure 4.8 (b)) give the location and 

size of VB bubble.  Velocity vectors at the top in figure 5 (b) indicates the appearance of upstream VB 

bubble and down- stream curved velocity vector denotes the formation of downstream bubble. Upstream 

VB bubble has a pair of vortices (figure 5 (b)) and these vortices are counter rotating while the 

downstream VB bubble has a single vortex. Blue color in all figures denote the clockwise rotation whereas 

red color denote counter clockwise rotation. At this rotational Re, upstream and downstream VB bubbles 

(figure 5 (d)) appear at a distance of 0.6D (90 mm) and 0.35D (55 mm) respectively from the bottom disk. 

Upstream and downstream VB bubbles are 0.3D (42 mm) and 0.1D (14 mm) in size respectively (figure 5 

(b)). Upstream VB bubble has two counter rotating recirculation zones which are 0.15D (21 mm) in size. 

Two stagnation points are located at distances of 0.7D (100 mm) and 0.4D (56 mm) from the bottom disk 

as shown in figure 5 (b). As the rotation rate is increased size of VB bubble increases, down- stream 
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stagnation point moves towards the upstream stagnation point and upstream VB bubble moves towards the 

non-rotating disk. 

Figure 5: (a) Dye flow visualization (b) Vorticity contours along with velocity vector of global flow at Re = 1787 for 

AR = 2. 

For AR = 2.5, vorticity and velocity contours of swirling flow at rotational Re = 2359 are shown in figure 

6. Vorticity contour and velocity vector contour (figures 6 (b)) give the location and size of both upstream 

and downstream VB bubbles. Curved velocity vectors at the top in figure 6 (b) denote the recirculation 

zones of upstream VB bubble and downstream curved velocity vector denotes the recirculation zones of 

downstream bubble. Upstream and downstream VB bubbles have a pair of vortices and these vortices are 

counter rotating. 

Figure 6:  (a) Dye flow visualization (b) Vorticity contours along with velocity vector of global flow at Re = 2359 for 

AR = 2.5 
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Blue color in all figures denotes the clockwise rotation whereas red color denotes counter clockwise 

rotation. At this rotational Re, upstream and downstream VB bubbles appear at a distance of 0.8D (115 

mm) and 0.4D (60 mm) respectively from the bottom disk (figure 6(b)). Upstream and downstream VB 

bubbles are 0.3D (28 mm) and 0.1D (14 mm) in size respectively (figure 6). Upstream VB bubble has two 

counter rotating re- circulation zones which are 0.15D (21 mm) in size. Downstream VB bubble is more 

stretched in axial direction not in radial direction and this bubble also has one pair of oscillating vortices. 

Two stagnation points are located at distance of D (140 mm) and 0.6D (84 mm) from the bottom disk as 

shown in figure 6 (b). As the rotation rate is increased the size of VB bubble increases, downstream 

stagnation point moves towards the upstream stagnation point and upstream VB bubble moves towards the 

non-rotating disk. 

For AR = 3.5, PIV results in the form of vorticity, axial and radial velocity contours for rotational Re = 

2798 are shown in figure 7. Vorticity contours shown in figure 7 (b) denote that the size of upstream VB is 

smaller than the size of downstream VB. At this rotational Re, upstream and downstream VB bubbles 

appear at a distance of 1.2D (168 mm) and 0.3D (42 mm) respectively from the bottom disk (figure 4.10 

(b) and (d)). Upstream and downstream VB bubbles are 0.1D (14 mm) and 0.2D (28 mm) in size 

respectively (figure 7 (d)). Upstream VB bubble has two counter rotating recirculation zones which are 

0.05D (7 mm) in size. There are two downstream VB bubbles which are more stretched in the axial 

direction. Two stagnation points are located at distance of 1.4D (195 mm) and 0.9D (130 mm) from the 

bottom disk as shown in figure 4.10 (c). As the rotation rate is increased size of VB bubble increases, 

downstream stagnation point moves towards the upstream stagnation point and upstream VB bubble 

moves towards the non-rotating disk. At this high AR flow becomes unsteady with the increment in 

rotation rate. 

Figure 7:  (a) Dye flow visualization (b) Vorticity contours along with velocity vector of global flow at Re = 2798 for 

AR = 3. 
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4 Conclusion 

The results presented here characterize the different flow behavior in the central part of the closed 

cylindrical flow with rotating bottom disk in the range of AR ≤ 3.50 and Re ≤ 3500. For AR < 1.95 only 

single vortex breakdown is observed, Two breakdowns occurred for the range 1.95 < AR < 3.25 and three 

breakdown occurred in succession in the neighborhood of AR = 3.4 over a limited range of conditions. For 

a particular value of aspect ratio breakdowns are only observed between certain values of Reynolds 

number. Detailed analysis of PIV data and control of vortex breakdown is currently under progress.  
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Abstract 

In 2019 BOS is celebrating its 20
th
 birthday. On this occasion the main BOS experiences and new 

applications of the author and his colleagues are mentioned. In the first part the numerous applications by 

authors from DLR-Göttingen after the invention of BOS by the author in 1999 are recalled. There were 

results in supersonic tunnel and jet flow, helicopter vortex shedding and high speed aero acoustic wave 

tests. Then some newer results on water film flow, water waves and exhaust plumes are shown. Finally 

MBOS (Moire BOS) using electronic pixel pattern interference is described together with first results.  

 

1 Introduction  

Since next year BOS (Background Oriented Schlieren) is celebrating its 20
th
 birthday it is now time to 

resume its major applications, its future possibilities and its impact on optical flow measurement. 

BOS was invented as a subset of the very general optical tool called BOOT (Background Oriented Optical 

Tomography) invented by the author working in Caltech in spring 1999 on the search for an optical tool 

for detecting “clear air turbulence” Meier (1999). The idea of using a laser beam backscatter system for 

this purpose was not successful immediately. During verification tests of the laser tool BOS was detected 

as a method with the invers optical ray path of the laser setup. The first fluid dynamic experiment with 

BOS at Caltech Lab, Pasadena, USA, was the recording of a hot jet of air by Meier (1999).        

Independently by Dalziel, Hughes and Sutherland (2000)  a number of novel synthetic schlieren 

techniques for obtaining both visualization and accurate measurements of a density field were proposed at 

that time. One of their proposed three refractometry techniques is familiar to the main idea of  BOS. This 

technique they have named PMR (Pattern Matching Refractometry). 

The first publication of “Hintergrundschlierenverfahren” was a German patent application by Meier 

(1999). Finally patented was BOOT (Background Oriented Optical Tomography). This name already 

pointing to the wide range of possible tomographic density field investigations. Later on for simpler 

applications the name was shortened to BOS (Background Oriented Schlieren) because of the use of only 

one projection in the most setups. The following review of applications describes some main steps in the 

progress of BOS. 

 

2 The advantage of BOOT over BOS  

As already mentioned above, BOS is a subset of the more general optical tool  BOOT. Background 

oriented optical tomography is a method reproducing a density field in three dimensions locally. As shown 

in Fig. 1 (right) the flow field in front of a deliberate background is imaged with many cameras from as 

much as possible but sufficient number of different directions. For comparison a second set of images 

without the object is taken. Those image pairs are evaluated with PIV (C. Willert 1985) or other pattern 

matching tools for density gradient. From each evaluated gradient image by Poisson or line integration a 

density projection can be won. Since any of those images is a projection from a different viewing angle, 
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by the usual mathematical procedures as convolution back projection the local density values can be 

achieved. This also solves the problem of undefined position of objects in simple BOS use finally. One 

application of BOOT without naming it is found in Goldhahn (2006). Probably there are more in between. 

In a simpler version of BOOT the setup of Fig. 1 (right) can be used with less cameras for stereoscopic 

reconstruction of gradient fields. Often schlieren objects like shockwaves or vortices can be accurately 

localized this way also. 

 

 
 

Fig. 1: Setup for ordinary BOS (left) and setup for BOOT (right) 

 

2 Early work with BOS in DLR-Göttingen on different flow types 

In DLR Göttingen the exploration of BOS was started by the author in a wide range of applications with 

many coworkers. These coordinated activities gave BOS a strong initial impact. First early experiments 

were performed with a supersonic jet from a Laval Nozzle by Rein et al. (1999). Here for the first time the 

gradient field of the jet achieved by BOS was integrated up to the density field projection (Fig.2). The 

integration of the BOS data was done numerically crosswise over the jet and also by a Poisson integration 

of the gradient field projection. The left image in Fig. 2 shows the error sensitive crosswise gradient data 

line integration. The right one shows the more smooth picture of the field integration. In both the images 

the cellular structure of the jet becomes imaged. Also the typical decay of the density variations and cells 

lengthwise in the structure is clearly visible. This decay is due to turbulent mixing which is not visible 

because of the long exposure times of the background images. 

 

 

Fig. 2: Left line integration, right Poisson field integration of BOS data of a supersonic jet. 

 

The power of BOS investigating schlieren objects of unlimited extension in three dimensions found 

application in observing the tip vortices of the rotor blades of a flying helicopter. This elaborate tests with 

stereo BOS were performed by Raffel et al. (2000) with a real flying helicopter in the backyard of the 

DLR  institute in Göttingen (Fig. 3 left). This work was a major contribution in helicopter rotor noise 

research. Results testified vortex structure interaction being the major pulse noise generation mechanism. 

Further on the combined application of BOS and PIV in DLR Göttingen brought another fundamental 

progress in flow measurement. Early experiments provided the density gradient field and the flow velocity 

field in one image and at one instant of time. One example is the wind tunnel recording of a transonic flow 

field (Fig. 3 center) by Stasicki, Willert, Raffel, Kompenhans and Meier published in Meier (2002). 

Another is the simultaneous recording of density gradient and velocity of the turbulent wake flow 

downstream of a cylinder (right image in Fig. 3). The first ever made High Speed BOS video was made by 

Stasicki and Meier in 2004 for a conference in London (Fig. 3 second row) and was published in Stasicki 
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et al. (2004). This video was made with flash illumination of the background for about 1ms sufficient for 

the camera. 

 

 

 

Fig. 3: Tip vortex of a helicopter blade, transonic tunnel flow and wake flow of a cylinder (top). 

Bottom: Time resolved gun shot from left to right, gas and shock waves (Interframe time 0,1ms) 

 

3 Numerous applications of BOS by other authors 
 

A good impression of the numerous later developments and applications of BOS give the proceedings of 

the ISFV and ICEFM conferences since 2000. The author is delighted about more than 5000 citations of 

BOS and 15000 for Background Oriented Schlieren found by Google in the open literatur. Main impact is 

visible for applications with compressible flow, special background structures and for use of natural 

backgrounds especially for large outside objects. 

  

4 Recent applications of BOS 

Newer experiments of the author are concentrated on the applicability of BOS for natural gas flow, fume 

detection, jets, liquid films on surfaces (Rieselfilm), water waves, vapor and, exhaust plumes and fire. 

 

 
   Fig. 4: A jet of natural gas (left three images) and a fume bubble from a smoke stack (right two images) 

 

In Fig. 4 in front of a regular background a smooth first part of a jet of natural gas from a circular nozzle is 

shown. At the upper end of the jet image a vortex caused by instability and gravity influence is observed. 

This BOS application demonstrates that in case of moderate local density variations a regular background 

(left) is adequate. In case of large variations the danger of aliasing is present. 

The right series of two pictures in Fig. 4 shows a smoke stack and the BOS visualized smoke bubble.  

Right image is received by correlation of images of the wood in the back with and without the smoke 
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bubble. This technique is applied in environmental studies for observation and detection of polluting 

emissions. 

 

 
Fig. 5: Time averaged jet of hot air: left setup, middle gradients, right correlation coefficient 

 

By a longer exposure time of the background image during presence of an unsteady flow a time average of 

the density variations can be achieved if the spots are not too much blurred for the correlation procedure 

of the images. So the gradient image of the jet in Fig. 5 center shows two symmetric vortex centers. The 

right image where the correlation coefficient is colorful displayed also shows the long time symmetric 

structure. 

 

 
Fig. 6: Water films on a glass plate 

 

The two images with short time exposure of water films running down on a glass plate in Fig. 6 show the 

wavy surface and thickness of the film as well as the possibility of evaluation of speed and structure 

variations of the waves. The right background shows as image structure a Moire interference of the dot 

pattern (left background) with the camera chip pattern. This effect is already visualizing the water film 

more distinct than the left background image without Moire effect (see MBOS below). 

 

 
Fig. 7: Water waves on the surface after impact of a jet and oil spots on a water film 

 

For wave studies the left three images in Fig. 7 show the background, a colored BOS evaluation and the 

vector field of gradients of the water film thickness. This series demonstrates once again the possibility of 

wave measurement in height and velocity. The right series shows oil droplets on a water film. Both BOS 

evaluations concern a thickness measurement instead of a density measurement. This way demonstrating 

another field of applications. The vectors are not resolved in this small images but clearly visible in 

original size. The center image in the right series shows a distinct aliasing effect which is due to narrow 

spot pattern. In both the series the background distance is 1cm only, essential in case of high gradient 

values. 
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 Fig. 8: Left: refraction measurement of an eye glass, right: aliasing for too large distance of a lens. 

 

A side look to investigations of transparent solid media is presented in Fig. 8. Here two glass objects of 

daily use are tested. The left two images show refraction index measurement of an eye glass, the right 

image shows a looking glass. For large variations of refraction index or material thickness the adequate 

background distance is important. In the right image of a lens curious aliasing effects occur. 

 

5 New applications with electronic MBOS (MoireBOS) 

A system consisting of a TV screen and a video camera (Fig. 9) is able to produce a distinct fringe pattern 

(Moire) in the camera image by a certain interaction and superposition of the dot or line pattern of both 

their imaging elements. The basic pixel structure of the monitor is imaged by the lens on the camera chip. 

If then a schlieren object (Eddy in Fig. 9) is put into the imaging beam path the image of the dot matrix of 

the TV monitor in the camera is distorted and dot images change from A to B (see Fig. 1). Consequently a 

distortion of the pixel pattern and a shift of the pale fringe output of the camera results.  

 
Fig. 9: Electronic MBOS setup with pixeled elements interfering in Moire fringes 

 
A Moire fringe method was already used by Burton 1949 and Mortensen 1950. They have realized Moire 

deformation being an optically simpler alternative to the classical schlieren method. Nowadays the Moire 

method is applied in micro circuit checking (Miao et al. 2016). The electronic MBOS method employs 

instead of the printed or engraved mechanical backgrounds and filters two controllable pixel raster. 

 

 
Fig. 10: Three MBOS results for candle flames in front of a monitor screen 

 
The production of the fringe images stems from the output of the digitally recorded camera images. By a 

monitor the Moire fringe picture is visualized permanently (see Fig. 10). The image recorded in this way 

then is a superposition with an already apparent fringe image of the background alone (see also Fig. 11).  
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Fig. 11: Fringe images of an oil schlieren and two eye glass images with different basic fringes 

Due to the pixel structure of the visualizing monitor it comes to further superimposed Moire effects 

unfortunately (Fig. 11). Not only refractive index gradients may generate the fringe image distortions 

finally. Also bias pattern occur together with the deformed basic pattern. A suppression of the third order 

distortions is possible by filtering or choosing a monitor display with different or less pixeled resolution. 

The main advantage of MBOS over classical BOS is the permanent visibility of a schlieren image without 

evaluation by a computer. So far it is - back to the roots – similar to the old Toepler Schlieren Method. 

The sensitivity of electronic MBOS is connected with the pixel displacement d illustrated in Fig. 1.  

This is increased with background distance a, focal length f of the imaging lens and object grad(n), but 

diminished by large camera distance g from the background (d ~ a f grad(n)/g). But of course the system 

parameters like pixel density, commensurability of raster frequencies and screen adjustments are 

important anyway.
 

 

6 Conclusion 

BOS has become a very valuable tool in fluid dynamics. Compared to the old Schlieren Setups it is 

extremely simple, can be used with cheap tools, has no field limitations and delivers quantitative two 

dimensional or even three dimensional density gradient fields. Many authors have contributed to the 

development, refinement and application of BOS. Especially in combination with other optical flow 

measurement tools like High Speed Photography, Particle Image Velocimetry and Pressure Sensitive Paint 

BOS has become an inevitable tool. Simplicity is one main of several advantages compared to the more 

qualitative and humble Toepler Schlieren Method and the elaborate classical or differential interferometry.  
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Abstract

This article reports instantaneous velocity field for fully developed turbulent pipe flow, utilizing stereoscopic-
PIV, and hot wire anemometry for R+ ≈ 3400 & 11000, where R+ is the Reynolds number defined based on
wall friction velocity (uτ) and pipe radius (R). The first phase of current streamwise-spanwise stereo-PIV
measurements have been carried out covering the pipe core region, i.e. beyond the log layer, having an area
of 95×95mm2 in streamwise-spanwise directions, respectively. For image analysis, Adaptive-PIV method
for sub-pixel refinement is used with an interrogation window 16× 16 pixels. Preliminary analysis of in-
stantaneous stereo-PIV velocity field in the pipe core region reveals relatively long regions of streamwise
velocity fluctuations which to be considered a visualization clue for the existence of the large scale structure
in core of the pipe flow. Utilizing a single hot-wire probe, very large scale motion were observed, reaching
a maximum wavelength of 16R at half of the pipe radius, i.e. outside the log layer, for R+ ≈ 11000. Large
scale structure spans from the wall to the centerline of the pipe with wavelength of ≈ 3R.

1 Introduction

In fluid mechanics variety of applications, measurements of the three-dimensional (3D) velocity and vortic-
ity fields and their dynamics are of principle interest, in particular, for better understanding of flow coherent
structures and mechanism of energy transfer studies. Measurements of the 3D flow field of instantaneous ve-
locity and gradient tensor is of importance to identify such structure in pipe flow. In this short contribution,
the following few questions for relatively high Reynolds number are raised:

• Which sizes the large and very large scale motions have in pipe flow?

• What is the inner peak value of the streamwise turbulence?

• Does a second extremum streamwise turbulence appear in pipe flow, and whether is it a real peak or
form or plateau?

To highlight questions raised above, this piece of work is entitled to address structure measurements and
scaling in fully developed turbulent pipe flow for two different Reynolds numbers. In order to follow these
structures with stereo-PIV, a light sheet was oriented parallel to the mean flow direction which allows mea-
suring the streamwise-spanwise velocity field along one pipe radius between x/D=110 and x/D=110.5. In
addition, hot-wire anemometry has been utilized to carry out velocity measurements at a measuring location
x/D=110 where flow was ensured to be fully developed.
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2 Experimental Facility and Measuring Apparatus

2.1 Test Section

The large pipe facility at Brandenburg University of Technology (BTU-Cottbus-Senftenberg), see König et
al. (2014), is used to carry out current measurements for Reynolds numbers Reb ≈ 150×103(R+ ≈ 3400)
& 550×103(R+ ≈ 11000), where Reb is defined based on bulk velocity, Ub, pipe diameter, D, and fluid
kinematic viscosity, ν. The PIV test section is made out of high precision smooth glass tube, providing
high-quality optical access. The pipe section has an inner diameter (D) of 190±0.23mm and length (L) of
14D from the total facility length, i.e. L/D=136. The PIV measurements have been conducted at locations
between x/D = 110 and x/D = 110.5, and hot wire at x/D=110.

2.2 Optical Setup

Flow is illuminated by Nd:YAG double-pulse Litron laser, having a maximum energy of 200mJ/pulse, and
15-Hz. A light sheet, having ≈ 3mm thickness, is formed in streamwise-spanwise planes parallel to the
pipe axis, and used to illuminate a measurement area of 100×100mm2 for 2D imaging, see Fig. 1. For the
purpose of reducing the background illumination, i.e. out-of-focus regions, an acrylic self-adhesive black
foils suited for laser light reflection is used, in particular, to reduce the light reflection that directly hits the
surface of the pipe interior surface facing the laser light, see Fig. 1a. Two-camera configuration was utilized

Figure 1: High precision smooth glass tube section and optical setup for 2D-3C stereoscopic-PIV measure-
ments.

for the 2D-3C stereoscopic-PIV measurements, see Fig. 1(a). The camera type is 10-bit FlowSense with
1200× 1600 pixels, and it is worth noting that both cameras are identical. To avoid vibration effect, cam-
eras were setup separately from the pipe section using a stable Bosch rail system. The two cameras were
mounted with the same scattering angle, see Fig. 1a, thereby particle intensity is similar for both cameras.
The upstream and downstream cameras were mounted -45◦,+45◦ with respect to the vertical plane, respec-
tively. However, one-axis Scheimpflug adopters for both cameras were used in order to obtain well-focused
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particle images. A synchronization unit is used to generate trigger pulses for both cameras, laser light, and
shutter device. Both cameras were synchronized using the same channel from an 8-channel timerbox. Stan-
dard lenses of 50mm focal length were used, and based on magnification factor, light wavelength, and light
sheet thickness, the numerical aperture f -number was setup to 11.

Multiple images of a plane target positioned in front of, centered in, and behind the light sheet is used
for calibration. The calibration target is a standard plane dot-matrix and is used with the in-line configura-
tion of cameras. It was mounted on an automated 2D traverse that facilitates its movements inside the pipe
test section where measurements are to be carried out. After adjustment, the calibration target was precisely
traversed only in z-direction. At five-predefined locations the calibration target was imaged simultaneously
using both cameras and a multi-camera calibration method is implemented to generate 3rd order XYZ poly-
nomial model, providing the best possible imaging model parameters, mapping points in object space to
points in image plane. More details about calibration methodology can be found in DynamicStudio User’s
Guide from DantecDynamics. An aerosol generator, TOPAS-ATM230, was utilized to produce small liquid
(Type DEHS - Diethylhexyl sebacat) particles with diameters < 1µm added into air flow in pipe test section
before the inlet to the settling chamber.

2.3 Hot Wire Setup

A single hot wire probe was used to conduct local measurements of streamwise velocity component across
the pipe cross-section. The hot wire is equipped with a boundary layer probe of 5µm diameter wire (d)
and 1.25 mm active wire length (`). Hence the wire had a sufficiently large aspect ratio, i.e. `/d = 250,
to suggest a negligible influence of wire supports on actual velocity measurements. All calibrations and
measurements were performed with an 80% overheat ratio. For statistical data analysis of the local flow,
14×105 samples were acquired over 70 s at every measuring point.

3 Results and Discussion

3.1 PIV Results

In turbulent flow measurements, the requirement for high spatial resolution is hard to achieve in order to
resolve fluctuating velocity field, in particular, at high Reynolds number. For the current stereo-PIV mea-
surements, higher magnification was chosen on account of the size of measurement area, R×Rmm2, to
assure high enough spatial resolution. At sampling frequency of 15 Hz, 1050 snapshots were acquired with
a resolution of 0.05 mm/pixel. The particle image diameter was of order 1-2 pixels because of the small
physical size of the seeding particles, resulting in slightly high level of pixel bias, however, this will be
further investigated during the next phase of measurements, see e.g. Doorne and Westerweel (2007). For
image processing, an interrogation area used was 16×16 pixels with 50 % overlap. It is worth noting also
that the velocity field was estimated using the 3rd order XYZ polynomial model and the 2D vector map from
each of the two cameras applying adaptive PIV, i.e. calculating the 3C-vector field from 2D particle-image
displacements. Selected samples of the stereo-PIV instantaneous velocity field are presented in Fig. 2 for
Reynolds numbers R+ ≈ 3400 & 11000. The figure represents typically the in-plane velocity components
U&V as conventional vector map.

The corresponding centerline flow velocity indicated in Fig. 2 is in plausible agreement with the average
centerline values obtained from hot wire measurements. This verifies that the displacement of the calibra-
tion grid in z-direction was sufficiently accurate during the 3D calibration procedure. From vector maps
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Figure 2: Selected samples of 2D instantaneous turbulent velocity field in streamwise-spanwise directions
for R+ ≈ 3400(le f t) & R+ ≈ 11000(right): (a) & (b) single snapshot, (c) & (d) average of 150 snapshots.
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presented in Fig. 2 of instantaneous fluctuating velocity, one might observe various turbulence structures
which to be considered a visualization clue of relatively large-scale motions in core of the pipe flow.

3.2 Hot Wire Results

Figure 3 presents the inner scaling of the streamwise mean-velocity profile for two different Reynolds num-
bers. The mean velocity (U+) is scaled with the wall friction flow velocity (uτ), and the wall normal distance
(y+) with the viscous length scale (`c = ν/uτ). It is worth noting here that the wall friction velocity (uτ) was
obtained from the mean-pressure gradient measured along the pipe test section. Good collapse of the data
into a single curve is observed, showing a real logarithmic behavior along the so-called overlap region.
A satisfactory agreement with the logarithmic line, proposed by Zanoun et al. (2007) is observed, where
κ = 0.384 and B = 4.43. The figure also illustrates the inner scaling of the streamwise Reynolds stress, u′+2,
versus the wall normal locations. Focusing on the region close to the wall, the u′+2 data follow classical
scaling with a peak-independence on the Reynolds number in agreement with Mochizuki and Nieuwstadt
(1996). The distinguishable inner peak with value of ≈ 8.6 is located at y+ ≈ 15 in good agreement with
predictions made by Hutchins and Marusic (2007). The location of the inner peak observed is also in cor-
respondence with the location where turbulent kinetic energy production reaches its maximum, see Zanoun
and Durst (2009). A second peak is hardly observable in Fig. 3 which is to be attributed to the low Reynolds

Figure 3: Inner scaling of the mean velocity pro-
files (U+), and the streamwise Reynolds stress
(u′+2).

Figure 4: Outer scaling of the large and very
large motions (LSM & VLSM) for two Reyonlds
numbers.

number effect, however, a plateau might be observed for R+ ≈ 11000 within the overlap region. It was
postulated by Morrison et al. (2004) that this plateau may represent structural changes that can show pres-
ence of new outer phenomena. Thus more considerations are given to spectra of velocity fluctuations of the
streamwise velocity component, investigating the large scale motions from the near-wall to the pipe center-
line, providing data represented in Fig. 4. Such spectral analysis of the streamwise velocity component in
various pipe wall layers revealed few features of the large flow motion with two discernible length sales.
Very large scale motion (VLSM) that starts within the buffer layer and grows through the inertial sublayer,
reaching a maximum wavelength of 16R for R+ ≈ 11000 at half of the pipe radius, i.e. outside the log layer,
see Fig. 4. Large scale motion (LSM) was also presented in Fig. 4, spanning from the wall to the centerline
of the pipe with a wavelength of 3R far enough from the pipe wall in good agreement with Kim, and Adrian
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(1999).

4 Conclusions and Final Remarks

The present paper reported new experimental results for instantaneous velocity field in fully developed
turbulent pipe flow, utilizing stereoscopic-PIV, and hot wire anemometry for R+ ≈ 3400 & 11000. The
current phase of the streamwise-spanwise PIV measurements have been carried out covering the pipe core
region, i.e. beyond the log layer, having an area of R×R in streamwise-spanwise directions, respectively.
The preliminary analysis of instantaneous stereo-PIV velocity field in the pipe core region revealed relatively
long regions of streamwise velocity fluctuations which is to be considered a visualization evidence for the
existence of the large scale motion in the pipe core. Results using a single hot-wire probe showed large
and very large scale motions, having wavelengths of ≈16R, and ≈ 3R, for R+ ≈ 11000 at half of the pipe
radius, and spans from the wall to the centerline of the pipe, respectively. More analysis of the data sets are
still progressing with plans of conducting new stereo-PIV measurements to reduce the effect of noise and to
eliminate pixel bias. In addition, volumetric PIV measurements are in progress.
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König F, Zanoun, ES, Öngner E, and Egbers C (2014) The CoLaPipe The new Cottbus large pipe facility
at BTU Cottbus. J. Review of Scientific Instruments 85:075115-1-9

van Doorne CWH, and Westerweel J (2007) Measurement of laminar, transitional and turbulent pipe flow
using Stereoscopic-PIV. Experiments in Fluids 42:259279

Zanoun ES, Durst F, Saleh O, and Al-Salaymeh A (2007) Wall skin friction and mean velocity profiles
of fully developed turbulent pipe flows. J. Exp. Therm. Fluid Sci. 32(1): 249261

Mochizuki S, Nieuwstadt FTM (1996) Reynolds-number-dependence of the maximum in the streamwise
velocity fluctuations in wall turbulence. Experiments in Fluids 21: 218-226

Hutchins N, Marusic I (2007) Evidence of very long meandering streamwise structures in the logarith-
mic region of turbulent boundary layers. J. Fluid Mech. 579:128

Zanoun ES, and Durst F (2009) Momentum transport and turbulent kinetic energy production in plane-
channel flow. J. Mass and Heat Transfer 52: 4117-4124

Morrison JF, McKeon BJ, JiangW, Smits AJ (2004) Scaling of the streamwise velocity component in turbu-
lent pipe flow. J. Fluid Mech. 508:99-131

Kim KC, and Adrian RJ (1999) Very large-scale motion in the outer layer. Phys. Fluids 11:417-422

882


	Session overview
	1.1.A Aerodynamics I
	1.1.B Heat Transfer
	1.1.C Flow Instability
	1.2.A Compressible Flow
	1.2.B Environmental Flows
	1.2.C Transition
	1.3.A Flow Control I
	1.3.B Measurement Techniques I
	1.3.C Turbulence I
	2.1.A Aerodynamics II
	2.1.B Measurement Techniques II
	2.1.C Turbulence II
	Poster session
	2.2.A Flow Control II
	2.2.B Multi Phase I
	2.2.C Micro Flows I
	3.1.A Jet Flow
	3.1.B Micro Flows II
	3.1.C Turbulence III
	3.2.A Acoustics
	3.2.B Multi Phase II
	3.2.C Measurement Techniques III
	3.3.A Applications
	3.3.B Complex Flows
	3.3.C Combustion


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




