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Abstract

Digital imaging array technology and processing power are continuously developing and have reached a state
where 4-dimensional (i.e. time-resolved 3C-3D) digital holographic PIV/PTV (4D-DHPIV/PTV) methods
can be considered for macro fluid mechanics and turbulence investigations. This paper presents an in-line
4D-DHPIV/PTV methodology, which in addition to including the standard digital hologram reconstruction,
incorporates advanced digital filtering to remove the virtual image effect, 3-dimensional volume decon-
volution to reduce the depth-of-focus problem and the virtual image, an efficient one-pass 3-dimensional
clustering algorithm coupled with a new predictive inverse reconstruction approach based on previous work
in this area, to increase the particle reconstruction dynamic range and 3-dimensional reconstruction domain.
In addition to the presentation of the details of this 4D-DHPIV/PTV method, additional performance results
pertaining to bias particle position error and uncertainty of the particle position are presented as a function
of particle concentration.

1 Introduction

Most flows of relevance, both industrial and environmental, are three-dimensional (3D) in nature, highly
unsteady, most likely high Reynolds number and therefore, turbulent in nature containing a large range
of length scales and a large dynamic range. These characteristics necessitates a measurement technique
to quantify and investigate these flows that is able to measure the instantaneous three-component three-
dimensional (3C-3D) velocity vector with high spatial resolution in a time-accurate manner. Today this is
still an exceedingly difficult task.

In the early days film-based holographic PIV (HPIV) was one of the methods that showed promise
Barnhart et al. (1994); Hussain et al. (1993); Lozano et al. (1999); Ellenrieder et al. (2001), but due to its
complex implementation it did not develop into a standard laboratory tool. More recently, digital holo-
graphic recording and reconstruction Coëtmellec et al. (2001); Murata and Yasuda (2000); Pan and Meng
(2003); von Ellenrieder and Soria (2003); Lobera et al. (2004); Palero et al. (2007) coupled with cross-
correlation PIV analysis (DHPIV) has shown promise as a 3C-3D velocity field measurement tool, but it too
has its shortcoming, mainly due to the available size of sensor cells on current CCD/CMOS sensor arrays,
which only permit in-line digital holographic recording. However, this limitations is becoming less severe
as new CCD/CMOS sensor arrays are becoming available with micron and sub-micron sensor cells.

3D photogrammetry coupled with particle tracking has also only had limited success as a standard
tool in the laboratory Malik et al. (1993b,a); Sato et al. (1994) — primarily due to its complex calibration
requirements. However, in the last decade photogrammetry has been coupled with cross-correlation PIV
analysis in a technique now referred to as Tomographic PIV (TPIV) Ciofalo et al. (2003); Elsinga et al.
(2006); Atkinson and Soria (2009). This technique uses multiple cameras, typically four digital cameras
and requires a calibration similar to the stereo-PIV technique. TPIV can provide 3C-3D velocity fields of
unsteady and/or turbulent flows although in its standard operational form, it suffers from severe limitations
in spatial resolution Atkinson et al. (2011).

Apart from recording the three-dimensional position of tracer particles through the multiple view geom-
etry of TPIV, there are other techniques that record the light-field information instead. One such technique
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is synthetic aperture PIV (SAPIV), which uses a large camera array, typically 8–15 cameras, to capture the
light-field images of seeding particles and reconstructs 3D particle images through a synthetic aperture re-
focusing method Belden et al. (2010). SAPIV can tolerate much higher particle densities than TPIV and its
dynamic velocity measurement range along the optical axis can be of the same order as the lateral directions.

A recently developed alternative, instead of using a cumbersome camera array system, uses light-field
imaging to record the particle light-field image via a single plenoptic camera Adelson and Wang (1992)
which consists of a closely encapsulated micro-lens array (MLA) and a CCD/CMOS sensor. When coupled
with cross-correlation PIV analysis we have a 3C-3D velocimetry technique, referred to as light-field PIV
(LFPIV) Fahringer et al. (2015); Shi et al. (2017, 2018). LFPIV eliminates the cumbersome camera spatial
calibration process, which is essential and a major source of error in TPIV. With a compact hardware setup
similar as 2D-PIV, LFPIV is capable of measuring full volumetric 3C-3D velocity fields using a greatly
simplified experimental procedure.

The three experimental methods which are commonly employed in Experimental Fluid Mechanics can
be distinguish by their illumination source and inherent imaging method, classifying them either as Incoher-
ent Imaging or Coherent Imaging methods. All photogrammetry methods such as TPIV and LFPIV belong
to the Incoherent Imaging family because from a fundamental point of view they do not require a coherent
light source such as a laser, with other illumination such as diode illumination Buchmann et al. (2012) suf-
ficing to illuminate the fluid volume of interest that contains the scattering tracer particles. HPIV and more
specifically DHPIV belong to the Coherent Imaging family and requires coherent illumination of a highly
coherent laser to illuminate the fluid volume of interest containing the scattering tracer particles.

Common to all these methods is the fundamental source of the 3C velocity signal at a point in 3D space.
This signal is provided by the tracer particle or in fact many of them which are used to seed the fluid and
which must provide a high-fidelity signal of the instantaneous 3C of the velocity vector at the location where
the particle is located van Overbrüggen et al. (2016); Bosbach et al. (2008). This very important aspect in
fluid flow velocimetry is not within the scope of this paper. The primary focus will be on the presentation of
a 4-dimensional (i.e. time-resolved 3C-3D) digital holographic PIV/PTV (4D-DHPIV/PTV) methods that
can be considered for macro fluid mechanics and turbulence investigations.

2 Digital Holographic PIV - Direct Reconstruction

DHPIV, using coherent imaging via digital holographic recording and digital holographic reconstruction,
provides the 3D intensity field of all particles in a 3D volume directly from a single sensor and without the
complex optical calibration which is essential in 3D fluid flow measurement methods like TPIV. Two sequen-
tially recorded 3D intensity fields of all particles can subsequently be analysed using 3D cross-correlation
analysis as is done in TPIV or a hybrid cross-correlation PIV - PTV approach can also be used Soria et al.
(2014) to enhance the spatial resolution to the particle size level. The basic set-up for in-line digital holo-
gram recording shown in figure 1 is described in Pan and Meng (2003); von Ellenrieder and Soria (2003);
Palero et al. (2007). Note that the purpose of the lenses in the arranagment shown in figure 1 is to produce a
collimated laser beam of sufficient diameter to illuminate the sample volume of interest and as a minimum
the entire CCD/CMOS sensor.

This laser beam is used to illuminate sample objects, e.g. micron or sub-micron particles, as shown in
figure 1. The laser light scatters from these particles, while the unobstructed laser light propagates to the
CCD/CMOS sensor and acts as the reference laser illumination. The scattered laser light and that of the
collimated reference beam interfere on the CCD sensor to form an interference pattern, which is referred to
as the digital hologram.

The process of digital hologram reconstruction is, in principle, similar to the process of reconstructing an
optical hologram. The hologram intensity distribution recorded on the electronic sensor, which is identified
by the Cartesian coordinate system (x, y, z = 0), is multiplied by the reference (or its conjugate) wave and
the resulting wave IH(x,y,0) is numerically propagated to the virtual (or real) image plane. The complex
amplitude distribution U(x0,y0;z) in any plane, which is a distance z normal from the hologram position,
i.e. from the electronic sensor plane, can be calculated from IH(x,y,0) using the Rayleigh–Sommerfeld
diffraction formula Goodman (1996),

U(x0,y0;z) =
1
ıl

Z

S
IH(x,y,0)

exp(ı k r01)

r01
cos(~n, ~r01) dxdy (1)

where l and k = 2p
l is the wavelength and wavenumber respectively of the illumination used during the

recording of the digital hologram. r01 =
p
(x� x0)2 +(y� y0)2 + z2 is the distance from a point (x,y,0)
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PIV analysis has shown promise as a 3C-3D velocity field
measurement tool [5, 19, 20], but it too has its shortcoming
due to the currently available size of the CCD sensor cells.
This technical limitation predominantly permits only in-
line hologram recording and reconstruction with depth-of-
field limitations, which result in ellipsoid reconstruction of
spherical particles in the in-line scattering direction [4, 5].
The ellipsoid holographic reconstruction of spherical particles
in the flow results in cross-talk across normal planes to the
major axis of the ellipsoids during the cross-correlation PIV
analysis—a highly undesirable effect [20, 21].

In the last few years photogrammetry has been coupled
with cross-correlation PIV analysis in a technique now referred
to as Tomographic PIV (Tomo-PIV) [3, 6]. This technique uses
multiple cameras, typically four digital cameras and requires
calibration analogous to the stereo-PIV technique. The results
are promising and have demonstrated that Tomo-PIV can
provide 3C-3D velocity fields of unsteady and/or turbulent
flows.

This paper shows an alternative use of multiple digital
cameras. It is based on digital in-line holography; it
uses the basic equipment as Tomo-PIV minus the camera
lenses; it overcomes the depth-of-field problem of digital
in-line holography and does not require the complex optical
calibration of Tomo-PIV [29]. In contrast to Tomo-PIV, this
new method has the additional advantage of providing the
3D intensity field directly. This technique can be employed
in holographic PIV by recording digital in-line holograms of
the overlapping region of interest of the flow using multiple
cameras from different orientations. The digital cameras can
be oriented in an optimal manner to overcome the depth-
of-field limitation of in-line holograms recorded with digital
CCD or CMOS sensors, resulting in a 3D reconstruction of
the seeding particles within the overlapping domain of the
multiple cameras, which can subsequently be analysed using
3D cross-correlation analysis. So this paper proposes a multi-
camera digital holographic imaging PIV method, which can
also be referred to as tomographic digital holographic PIV or
Tomo-HPIV, which is now described in more detail.

2. Multi-camera (Tomographic) digital in-line
holographic PIV (Tomo-HPIV)

2.1. Hologram recording

The basic set-up for in-line digital hologram recording is
described in [4, 5, 19, 21]. A schematic of a typical
experimental set-up is shown in figure 1. In this case a Nd:YAG
pulsed laser (λ = 532 nm, 100 mJ per pulse) is used as the
coherent light source. A set of neutral density filters (ND)
ensures that the CCD sensor is not damage by excess energy.
A system of two spherical lenses (e.g., L1: f1 = −30 mm,
L2: f2 = 100 mm) is employed to produce a collimated
beam. This beam is used to illuminate sample objects, e.g.
micron or sub-micron particles, as shown in figure 1. The laser
light scatters from these particles, while the unobstructed laser
light propagates to the CCD sensor and acts as the reference
laser illumination. The scattered laser light and that of the
collimated reference beam interfere on the CCD sensor to

Nd:YAG
Laser

ND L L 21
Sample

CCD
Sensor

Figure 1. Typical experimental arrangement for in-line hologram
recording (plan view), ND = neutral density filter, L1 = diverging
spherical lens, L2 = converging lens.

form an interference pattern, which is referred to as the digital
hologram. The CCD sensor, made up of N × N pixels of
nominal size ", is located a distance z from a plane in the
sample region.

2.2. Hologram reconstruction

The process of digital hologram reconstruction is, in principle,
similar to the process of reconstructing an optical hologram.
The hologram intensity distribution recorded on the electronic
sensor, which is identified by the Cartesian coordinate system
(x, y, z = 0), is multiplied by the reference (or its conjugate)
wave and the resulting wave IH (x, y, 0) is numerically
propagated to the virtual (or real) image plane.

The complex amplitude distribution U(x0, y0; z) in any
plane, which is a distance z from the hologram position
(i.e., from the electronic sensor plane), can be calculated
from IH (x, y, 0) using the Rayleigh–Sommerfeld diffraction
formula [7],

U(x0, y0; z) = 1
ıλ

∫

#

IH (x, y, 0)
exp(ıkr01)

r01

× cos (#n, #r01) dx dy, (1)

where λ and k = 2π
λ

is the wavelength and wavenumber
respectively of the illumination used during the recording of
the digital hologram. r01 =

√
(x − x0)2 + (y − y0)2 + z2 is the

distance from a point (x, y, 0) on the electronic sensor to any
point (x0, y0, z) in the reconstructed image plane identified by
the distance z from the electronic sensor and #n is the outward
unit normal of the diffraction surface [7]. The obliquity factor
cos (#n, #r01) is readily approximated by

cos(#n, #r01) ≈ 1 (2)

for typical dimensions involved in digital hologram recording.
This permits equation (1) to be written as the convolution
integral

U(x0, y0; z) =
∫

#

IH (x, y, 0)h(x0, y0, z; x, y) dx dy, (3)

which is interpreted as the convolution between IH (x, y, 0)

and the diffraction kernel given by

h(x0, y0, z; x, y) = exp(ıkr01)

ıλr01
. (4)

Defining the Fourier transforms of IH (x, y, 0) and the
diffraction kernel by

IH (fx, fy) = F[IH (x, y, 0)]

H(fx, fy; z) = F[h(x0, y0, z; x, y)]
(5)
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Figure 1: Typical experimental arrangement for in-line digital hologram recording (plan view), ND = neutral
density filter, L1 = diverging spherical lens, L2 = converging lens.

on the electronic sensor to any point (x0,y0,z) in the reconstructed image plane identified by the distance z
from the electronic sensor with ~n the outward unit normal of the diffraction surface Goodman (1996). The
obliquity factor cos(~n, ~r01) for most practical applications can be readily approximated by

cos(~n, ~r01) ⇡ 1 (2)

for typical dimensions involved in digital hologram recording. This permits equation (1) to be written
as the convolution integral

U(x0,y0;z) =
Z

S
IH(x,y,0) h(x0,y0,z;x,y) dxdy (3)

which is interpreted as the convolution between IH(x,y,0) and the diffraction kernel given by:

h(x0,y0,z;x,y) =
exp(ı k r01)

ılr01
(4)

Defining the Fourier transforms, F [ ], of IH(x,y,0) and the diffraction kernel by

IH( fx, fy) = F [IH(x,y,0)]
H( fx, fy;z) = F [h(x0,y0,z;x,y)]

(5)

respectively, allows the complex amplitude distribution in the image plane to be numerically calculated
in an efficient way using

U(x0,y0;z) = F �1[IH( fx, fy)H( fx, fy;z)] (6)

where F �1 represents the inverse Fourier transform. In practice the Fast Fourier transform is used to
compute equations (5) and (6).

In the digital hologram reconstruction approach using equation (6) the method developed by Onural
and Scott (1987) is recursively implemented to determine the reconstructed planar image intensities of the
particles in several closely spaced planes normal to the z-coordinate direction, where the spacing of these
planes should correspond to the in-plane spatial resolution. The Onural and Scott (1987) technique utilizes
an iterative filter that limits the twin-image effect ( i.e. the real and virtual images), common to all in-line
holograms, by averaging.

Figure 2 illustrates the results of the different stages: (a) is an example of a digitally recorded hologram
while (b) shows the intensity cross-sections of a particle (indicated in (a)) as a function of reconstruction
distance z0 from the sensor. Figure 2 (c) shows the diameter variation as a function of z0, clearly indicating
that the reconstructed diameter varies by less than 3% from a value of 140µm over a domain of z0 equal to 2.4
mm, which is clearly not physical. Figure 2 (c) also shows the standard deviation of the reconstructed image
intensity, si plotted as a function of the distance z0 from the CCD sensor (Dz0= 0.1 mm). The minimum of si
occurs at –88.8 mm and the droplet size at this position is 140.1 µm, which identifies the particle diameter.

The particle elongation demonstrated in Figure 2 had been previously observed by von Ellenrieder and
Soria (2003) among others, who found that the digital reconstruction of digital in-line holograms described
above reconstructs particles of 90 µm diameter with an estimated linear out-of-plane dimension of approxi-
mately 15.2 mm, (i.e. the ellipsoidal major axis of the reconstructed particle is in the z-coordinate direction)
as shown in figure 3. This effect is known as the depth-of-field problem of in-line holography von Ellenrieder
and Soria (2003). Possible means of overcoming the depth-of-field problem suggested by von Ellenrieder
and Soria (2003) include particle side scattering, off-axis holography and the tomographic approach to DH-
PIV proposed by Soria and Atkinson (2008).
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in Pan and Meng (2003) can be only applied for opaque

particles, while the one proposed here can also be used for
transparent particles.

Therefore automatic hologram reconstruction included

the following steps:

• For each hologram, a series of reconstructed images are
obtained by varying the axial distance z.

• Each reconstructed image is binarized with a high

threshold and filtered in order to remove the high
frequency noise.

• 2-D structures with connected pixels are identified as

potential droplets in the hologram. The area covered by
these structures and its eccentricities are used like

criteria for deciding whether they are droplets or not.

• Once a structure is identified as a droplet, the original
reconstructed image is used for calculating the standard

deviation of the intensity.

When all the planes have been reconstructed for a single

hologram, the standard deviation of the intensity is mini-
mized in order to find the position where the droplet is

focused. The image is binarized again, using a threshold of

0.5 for the normalized intensity. The size is calculated from
the binarized image area.

Figure 4 illustrates the procedure described above.

Figure 4a shows an example of the typical holograms of
the droplets recorded with this set-up. In particular, this

hologram corresponds to the droplets generated by the

micro-dispenser working at 10 psi. Figure 4b shows five
reconstructions, corresponding to the highlighted diffrac-

tion pattern, at five z positions from –85 to –93 mm. In

Fig. 4c, the diameter and the standard deviation of the
reconstructed image intensity (ri) are plotted as a function

of the distance zo from the CCD sensor (Dzo = 0.1 mm).

The minimum of ri occurs at –88.8 mm and the droplet
size at this position is 140.1 lm.

2.3 Analysis

In order to investigate the relation between the droplet
diameter and the pressure in the reservoir, four pressures

were tested: 10, 15, 20 and 25 psi. It was expected to find

some significant difference in the droplet sizes as the
pressure increased, but as it can be seen in Fig. 5 that the

size distribution is quite similar for the four pressures.

Although the mean droplet diameter increases slightly with
the pressure and the dispersion also increases (calculated as

the standard deviation) in the measured values. For P = 10

and 15 psi the droplet sizes are quite similar (mean diam-
eter = 140.1 ± 16.3 and 143.5 ± 20.9 lm, respectively),

and increases to 154.0 ± 53.5 lm for 20 psi. However, the
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Figure 2: (a) Digital in-line hologram, (b) reconstructed particle for z0 ranging from –85 to –93 mm, (c)
particle diameter and standard deviation of the reconstructed image intensity as a function of zo.

The use of side scatter requires optical elements that add complexity and can possibly distort the parti-
cle images. Furthermore, this approach requires more powerful lasers than required for in-line holography,
typically going from milli-Watts to 100 Watts. Off-axis holography, on the other hand, also has its lim-
itations: the angle-dependent wavenumber of the interference pattern formed by the reference and object
beams during off-axis hologram recording is z = sinq

l . The maximum wavenumber that can be resolved by
the CCD/CMOS array sensor is the inverse of twice the pixel size: zmax ⇡ 1

2D . For typical CCD/CMOS array
sensor, which have a pixel size of 6-7 µm and Nd:YAG laser illumination with a wavelength l = 532nm, this
yields a maximum angle of about qmax ⇡ 2.10. However, in order to separate the real and virtual images a
minimum angle of qmin = sin�1 (Bl) is required (where B is the maximum spatial frequency of the image).
For PIV applications, given sparse seeding and large particles these competing effects can be satisfied, but
only for a small object field that is located relatively far away from the CCD/CMOS array sensor. This
severely limits the application of off-axis holographic recording in macro Fluid Mechanics experiments and
for these flows in-line DHPIV is the hologram recording method of choice. A number of recent additional
approaches that overcome the depth-of-field problem of in-line holography use a magnification Nguyen et al.
(2011) or microscopy Sheng et al. (2008) approach to record a magnified hologram. However, this approach
comes at the expense of the proportionally reduced spatial domain that can be measured.

From a fundamental point of view DHPIV is an appealing 3C-3D PIV/PTV techniques with the main
advantage that this approach does not require any optical calibration and inherently does introduce optical
distortions. It simply requires a low-energy coherent laser, two lenses to enlarge the laser beam into a
collimated beam that encompasses the flow domain of interest and a relatively large digital sensor with small
pixels. With respect to the latter, large sensor arrays of the order of 50 MPx are becoming available with a
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Figure 2. Digital hologram reconstruction of a 90 µm diameter
particle recorded using in-line digital holography. The central plane
at z = 49.7 mm is shown as a grey sheet and the green lines
correspond to the locations of the other reconstruction planes, from
[5].

respectively, allows the complex amplitude distribution in the
image plane to be numerically calculated in an efficient way
using

U(x0, y0; z) = F−1[IH (fx, fy)H(fx, fy; z)], (6)

where F−1 represents the inverse Fourier transform. In
practice the Fast Fourier transform is used to compute
equations (5) and (6).

In the digital reconstruction using equation (6) the method
developed by [18] is recursively implemented to determine
the reconstructed images, of in our case particles, in several
closely spaced planes normal to the z-coordinate direction.
The technique utilizes an iterative filter that limits the twin-
image effect, common to all in-line holograms, by averaging.
This method, as reported in [18], produces the best results
when the iteration parameter M is 3, 4 or 5; [5] found that the
most well reconstructed particle images were obtained when
M = 3. The numerical algorithm uses a non-dimensional

parameter α =
√

N"2

λz
to determine the z-coordinate position

of the reconstructed image—the technique was found to work
optimally when α ≈ 1 by [5].

The digital reconstruction described above is found to
reconstruct particles of 90 µm diameter with an estimated
linear in-line dimension of approximately 15.2 mm (i.e.,
ellipsoidal major axis of the reconstructed particle is in z-
coordinate direction) as shown in figure 2—this result is known
as the depth-of-field problem of in-line holography and has
been analysed by [5, 9, 16] where a more detailed discussion
of the depth-of-field problem of in-line holography can be
found.

Two possible means of overcoming the depth-of-field
problem suggested by [5] include particle side scattering
and off-axis holography. The use of side scatter requires
optical elements that add complexity and can possibly distort
the particle images [2, 22]; in addition, this approach
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Figure 3. Tomographic in-line hologram recording geometry—here
shown for a three CCD array camera setup.

requires more powerful light sources than required for in-
line holography. Off-axis holography, on the other hand, also
has its limitations: the angle-dependent wave number of the
interference pattern that is formed by the reference and object
beams during off-axis hologram recording is ζ = sin θ

λ
; the

maximum wave number that can be resolved by the CCD
sensor is the inverse of twice the pixel size: ζmax ≈ 1

2"
; for

the CCD sensor and Nd:YAG laser used in this study, this
gives a maximum angle of about θmax ≈ 2.10. However, in
order to separate the real and virtual images a minimum angle
of θmin = sin−1 (Bλ) is required (where B is the maximum
spatial frequency of the image). For the application of particle
image velocimetry, given sparse seeding and large particles
these competing effects can be satisfied, but it requires a small
object field, which is located relatively far away from the CCD
sensor [24].

2.3. Multi-camera (tomographic) digital hologram
recording and reconstruction

In this paper a new technique is described that allows the
faithful reconstruction of 3D particles in a 3D volume using a
multi-camera digital in-line hologram recording approach or
tomographic hologram particle recording as shown in figure 3
for an in-plane tomographic hologram recording geometry that
uses three cameras.

The principle behind this technique is the realization that
the actual geometric description and correct volume of an in-
line holographically recorded particle can be obtained from the
particle intersection volume of the reconstructed volumes of a
particle, which has been recorded using in-line holograms from
different orientations by multiplication of the reconstructed
intensity fields (following some suitable threshholding of
the intensity to reduce the influence of noise) as shown in
figure 4.

The graph in figure 5 shows that the smallest intersection
volume is obtained if the orientation between the two recording

3

Figure 3: Digital hologram reconstruction of a 90 µm diameter particle recorded using in-line digital holog-
raphy. The central plane at z = 49.7 mm is shown as a grey sheet and the green lines correspond to the
locations of the other reconstruction planes von Ellenrieder and Soria (2003).

pixels size of 5.5 µm. When coupled with a 10X microscope in a micro-DHPIV arrangement Nguyen et al.
(2011), the effective pixel size is of the order of the typical laser illuminating wavelength, e.g. l = 532 nm,
enabling the instantaneous 3C-3D fluid velocity vector field measurement in a fluid volume with a typical
projected area of 5 mm x 3 mm at the spatial resolution of the wavelength of the laser. Therefore, even from
the point of view of spatial resolution, DHPIV is unsurpassed by its direct competitors like TPIV or LFPIV.

3 Digital Holographic PIV - Advanced Reconstruction Approach

A number of the shortcomings of the direct digital hologram reconstruction can be overcome by implement-
ing additional processes in an iterative approach. The first additional process is to apply a three-dimensional
(3D) deconvolution step introduced by Latychevskaia et al. (2010) using a point-spread function (PSF) to
the direct hologram reconstruction, which reconstruct the true 3D amplitude distribution of objects. This
3D-deconvolution restores the positions of volume-spread objects such as the small particles used in PIV.
The PSF required for 3D-deconvolution can either be obtained by experimentally recording and reconstruct-
ing a hologram of an arbitrarily small individual scatterer or as the reconstruction of a simulated hologram
of a point scatterer. The application of 3D-deconvolution brings the out-of-focus signal back to its scatterer
and automatically removes the twin image as it is not part of the scattered wave. This results in spatially
well localised particles free from artefacts. Mathematically, this process is given by (7):

UReal(x0,y0;z) = F �1


F [U(x0,y0;z)]
F [UPSF(x,y,z)]

�
(7)

where UReal(x0,y0;z) is the 3D-deconvolved complex amplitude distribution and UPSF(x,y,z) is the 3D
point-spread function.

Figure 4 (a) shows the result of a direct reconstruction and the effect of the virtual out-of-focus particle
on the real particle reconstruction. Figure 4 (b) shows the appropriate computed PSF, while (c) shows
the 3D-deconvolved reconstructed particle intensity field, showing the vastly improved localisation of the
particle intensities.

The contribution of the 3D intensity field to individual reconstructed particles is obtained via an efficient
one-pass 3-dimensional Hoshen Kopelman (HK) clustering algorithm Hoshen and Kopelman (1976). The
result from this clustering algorithm is then coupled with a novel iterative predictive inverse reconstruction
approach Soulez et al. (2007) to further improve the location of the particles, as well as detect particles
which are either in the shadow of particles, are weak scatters or are in fact outside the projected area of
the sensor. The iterative hologram reconstruction approach includes: (i) direct digital hologram reconstruc-
tion followed by (ii) 3D-deconvolution, (iii) HK particle clustering, (iv) inverse reconstruction, (v) digital
hologram generation, (vi) subtraction of the digital hologram of the reconstructed particles to reveal the
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Figure 4: (a) Typical 3D direct hologram reconstruction of particles, (b) point-spread function, (c) 3D-
deconvolved reconstruction of particles.

holograms of further particles, etc. These processes are illustrated in fig. 5. The iterative process is iterated
until a residual hologram is at the noise level.

Once a sequential pair of 3D holograms has been reconstructed, these can be analysed using 3D cross-
correlation analysis or a hybrid cross-correlation PIV - PTV at the particle spatial resolution level Soria et al.
(2014) to reveal the 3C-3D fluid velocity field. Furthermore, since a time series of digital holograms is avail-
able in this 4D-DHPIV/PTV methodology, then once 3-4 3C-3D velocity fields are available, quite accurate
predictive positions of the particle locations can be used to accelerate the inverse hologram reconstruction
step in fig. 5. An example of the result of the iterative hologram reconstruction approach described via fig.
5 is shown in fig. 6 based on a digitally generated hologram using particles that are randomly distributed
within a volume.

4 Analysis of the Effect of Particle Concentration on Iterative Hologram

Reconstruction

The effect of particle concentration on the iterative hologram reconstruction as measured by the bias error
and uncertainty of the particle centroid location has been investigated. For this numerical study the wave-
length of the coherent laser illumination was set at l = 532nm. Particles where randomly distributed in
a volume of 64µm ⇥ 64µm ⇥ 109µm where the largest dimension is the out-of-plane z-direction normal
to the recording sensor surface. The particles had a diameter uniformly distributed between 1.5 � 2.5µm
(⇠ 2.82l�4.7l). The number of particles used within this volume was 10, 20, 30, 40, 50 and 80, resulting
in corresponding particle concentrations of 2.2⇥10�5, 4.5⇥10�5, 6.7⇥10�5, 9.0⇥10�5, 1.1⇥10�4, 1.8⇥
10�4 particles/µm3. Except for the 80 particles per volume case 18,000 numerical samples were produced
and analysed. For the 80 particle per volume case 7,814 numerical samples were produced and analysed.

Figure 7 shows the percentage of correct particles detected using direct hologram reconstruction and
iterative hologram reconstruction as a function of particle concentration. These results show the superior
performance of the iterative hologram reconstruction approach, which significantly outperforms the direct
hologram reconstruction method by correctly identifying more than 70% of all particles even for high parti-
cle concentration, whereas the direct method at the lowest concentration detects at best 35% of all particles.
Only for the highest particle concentration does the detection drop to 40% of all particles for the iterative
hologram reconstruction approach. However, for this concentration the direct hologram reconstruction is
only able to detect one order less at around 4% of all particles. It is noteworthy to realise that a concentration
of 1.1 ⇥ 10�4 particles/µm3 corresponds to 110,000 particles in 1 mm3, whereas the highest concentration
used here of 1.8 ⇥ 10�4 particles/µm3 corresponds to 180,000 particles in 1 mm3, which is an exceedingly
high particle concentration.

Figure 8 shows (a) the normalized bias error and (b) normalised standard uncertainty of the particle
centroid position in the in-plane (x,y) directions and the out-of-plane z direction using iterative hologram
reconstruction. The normalisation is with respect to the illumination wavelength l = 532nm. The bias error
of the centroid position is typically less that 0.25l for the in-plane coordinates for all particle concentrations
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Figure 5: Iterative 3D Hologram reconstruction approach.

used in this study, characterised by an underestimation. The bias error in the out-of-plane position is of the
same order as the in-plane except for the lowest and highest concentration, where the bias error is found to
be at most 1.5l, characterised by underestimation and overestimation.

The standard uncertainty shown in fig. 8 (b) does not exceed 3.5l for the in-plane particle centroid
coordinates with a minimum at the concentration of 4.5⇥10�5 particles/µm3 of less than 2l. The standard
uncertainty for the out-of-plane particle centroid coordinate is significantly higher of the order of 8l or
less except for the highest concentration where the standard uncertainty peaks at slightly above 12l. The
variation of the standard uncertainty for the out-of-plane particle centroid coordinate shadows the in-plane
standard uncertainties but with more of a minimum plateau between the particle concentrations of 4.5 ⇥
10�5 �9.0⇥10�5 particles/µm3.

5 Concluding Remarks

This paper describes the details of direct digital hologram reconstruction and discusses some of its shortcom-
ings. An in-line 4-dimensional (i.e. time-resolved 3C-3D) digital holographic PIV/PTV (4D-DHPIV/PTV)
method is presented which overcomes these shortcomings. This 4D-DHPIV/PTV method, in addition to
including the standard digital hologram reconstruction, incorporates advanced digital filtering to remove
the virtual image effect, 3-dimensional volume deconvolution to reduce the depth-of-focus problem and the
virtual image, an efficient one-pass 3-dimensional HK clustering algorithm coupled with a novel predictive
inverse reconstruction approach based on previous work in this area.

A numerical study has been undertaken to investigate bias particle position error and standard uncer-
tainty of the particle position as a function of particle concentration. The particle concentrations used in this
study ranged from 2.2 ⇥ 10�5 � 1.8 ⇥ 10�4 particles/µm3, the highest particle concentration corresponding
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Figure 6: Example illustrating the result of iterative 3D Hologram reconstruction.

to 180,000 particles in 1 mm3. This study has found that the iterative hologram reconstruction of the 4D-
DHPIV/PTV can detect 70% of all particles even for high particle concentration, whereas the direct method
at the lowest concentration detects at best 35% of all particles. Only for the highest particle concentration
of 1.8 ⇥ 10�4 particles/µm3 does the detection drop to 40% of all particles for the iterative hologram re-
construction approach. The bias error of the centroid position is typically less that 0.25l for the in-plane
coordinates for all particle concentrations used in this study, while for the out-of-plane position, it is of the
same order as the in-plane except for the lowest and highest concentration, where the bias error is found to
be at most 1.5l. The standard uncertainty does not exceed 3.5l for the in-plane particle centroid coordinates
with a minimum of less than 2l at the concentration of 4.5 ⇥ 10�5 particles/µm3. However, The standard
uncertainty for the out-of-plane particle centroid coordinate is significantly higher of the order of 8l or less
except for the highest concentration where the standard uncertainty peaks at slightly above 12l.
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Figure 8: Precision and uncertainty in the particle centroid position using iterative hologram reconstruc-
tion. (a) Normalised bias error, (b) normalised standard uncertainty. Normalisation is with respect to the
wavelength l = 532nm.
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