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Abstract

This work investigates the potentials of the multiple-input multiple-output (MIMO)
technology to improve the throughput of geostationary satellite systems for fixed
satellite services (FSS). The data rate performance of modern satellite systems,
such as high-throughput satellites (HTSs) with multibeam antennas, is limited by
interference between adjacent antenna beams rather than by thermal noise at the
receiver. The distribution of multiple antennas in space, which is also known as
spatial MIMO in the literature, provides a further degree of freedom. This addi-
tional degree of freedom can be exploited to address the interference issue and, in
the optimal case, achieve a linear increase of the throughput with the minimum of
the number of antennas on ground and in orbit.
To achieve this gain, interference alignment is performed through a careful ar-

rangement of the satellite and ground antennas. The geometrical lengths of the
Line-of-Sight (LOS) propagation paths between all antennas must have a partic-
ular difference such that the MIMO signals at the receive antennas are combined
with a distinct offset in phase. This requires a particular geometrical positioning
of the satellite and ground antennas. The criterion of the Optimal Positioning of
the MIMO Antennas (OPA) is derived that allows to optimally place the antennas
on Earth and in orbit such that the maximum channel capacity is achieved. The
spacing between the antennas is a key parameter in the design of a maximum-
capacity MIMO satellite communication system. Based on the antenna spacing
in orbit, basically three different categories of MIMO satellite scenarios are de-
fined: The Single-Satellite Application, the Co-Located Satellites Application and
the Multiple-Satellites Application.
All relevant effects that possibly degrade the MIMO capacity of a geometrically

optimized satellite system are identified, including atmospheric perturbations, an-
tenna patterns and satellite motion in orbit. Their impact on the capacity is thor-
oughly analyzed and the necessary positioning accuracy of the antennas to achieve
high capacity gains is presented. As a basic result, no practical constraints pro-
hibit the application of MIMO to FSS. Simulation results of an HTS scenario with
MIMO in the feeder link and full frequency reuse in a multiuser MIMO downlink
show the data rate advantage compared to the state-of-the-art. Measurement re-
sults collected with a MIMO satellite testbed support the theory presented in this
work. The presented approach provides the necessary fundamentals to practically
achieve the capacity gains that are promised by spatial MIMO.
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Kurzfassung

Diese Arbeit untersucht die Potenziale der Multiple-Input Multiple-Output (MIMO)
Technologie mit dem Ziel, den Datendurchsatz von geostationären Satellitensyste-
men für den festen Satellitenfunk (FSS) zu steigern. Die erreichbare Datenrate
moderner Satellitensysteme, wie beispielsweise High-Throughput-Satelliten (HTS)
mit Multibeam Antennen, ist weniger durch thermisches Rauschen am Empfänger,
sondern vielmehr durch Interferenzen benachbarter Beams begrenzt. Die räum-
liche Verteilung von mehreren Antennen bietet hierbei einen bisher ungenutzten
Freiheitsgrad. Mit dem als räumliches MIMO bekannten Verfahren können die
Limitierungen durch Interferenz aufgehoben und es kann gleichzeitig eine mit der
Anzahl der genutzten Antennen lineare Steigerung der Datenrate erreicht werden.
Um diesen Gewinn zu erzielen, werden die Bodenstations- und Satellitenanten-

nen so angeordnet, dass sich eine vorteilhafte Überlagerung zwischen Nutz- und
Interferenzsignal ergibt (Interference Alignment). Die Längendifferenzen der Line-
of-Sight Ausbreitungspfade müssen einen definierten Wert annehmen, so dass sich
die Signale mit einer entsprechenden Phasendifferenz an den Empfangsantennen
überlagern. Diese Anforderung führt zu bestimmten räumlichen Anordnungen der
Antennen am Boden und im Orbit. Es wird das als Optimal Positioning of the
MIMO Antennas (OPA) bezeichnete Kriterium eingeführt. MIMO Satellitensys-
teme, die das OPA Kriterium erfüllen, erreichen die maximale Kanalkapazität. Der
Antennenabstand ist ein Schlüsselparameter, wobei sich anhand des Antennenab-
standes im Orbit drei Kategorien wie folgt unterscheiden lassen: Einsatellitenan-
wendungen, Kolokierte Satellitenanwendungen und Mehrsatellitenanwendungen.
In dieser Arbeit werden alle relevanten Effekte – einschließlich atmosphärischer

Störungen und Satellitenbewegungen im Orbit – identifiziert, die möglicherweise
die Kapazität des geometrisch optimierten Systems reduzieren. Ihr Einfluss wird
ausführlich untersucht und die erforderliche Genauigkeit bei der Antennenpositio-
nierung dargestellt. Im Ergebnis zeigen sich keine nennenswerten Einschränkungen,
die eine praktische Anwendung von MIMO für den FSS verhindern würden. Simula-
tionsergebnisse eines HTS Szenarios mit MIMO im Feederlink sowie mit voller Fre-
quenzwiederverwendung im Multiuser Downlink zeigen den Datenratengewinn im
Vergleich zu herkömmlichen Systemdesigns. Mit einer MIMO Satellitentestanlage
aufgenommene Messergebnisse bestätigen die entwickelte Theorie. Das in dieser
Arbeit entwickelte Verfahren legt den Grundstein dafür, die theoretisch möglichen
Gewinne der räumlichen MIMO Technologie auch praktisch erzielen zu können.
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1. Introduction

1.1. Motivation and Background

Arthur C. Clarke’s visionary idea in 1945 to place three extra-terrestrial relays into
a stationary orbit [Cla45] inspired communications engineers and system designers
around the globe. Today almost 1200 active satellites are located in the geosta-
tionary earth orbit (GEO) [Uni]. The reason for this impressive success is the
ability of a geostationary satellite to bridge large ranges without a need of ter-
restrial radio or cable based infrastructure at reasonable costs [MB09]. A single
satellite in the GEO covers already 43 % of the Earth’s surface. In contrast to
terrestrial communications networks, new services can be quickly rolled out over
a wide area reaching millions of subscribers at once [ETC+11]. Since the geosta-
tionary satellite appears fixed in the sky, the ground antennas are very simple to
deploy so that also non-professional users are easily able to accomplish the antenna
installation, e.g. on a house roof. Because of these great advantages, geostationary
satellite communication (SATCOM) plays a vital role of people’s everyday life at
home and in business, constituting an indispensable part of our global communica-
tions infrastructure. Millions of households and business users have pointed a small
dish towards the sky and receive broadband fixed satellite services (FSS) such as
television (TV) broadcasting1 or Internet access.

The advent of the Internet along with the introduction of Video-on-Demand
(VoD) services has considerably changed the user’s expectations how multimedia
contents and Internet Protocol (IP) based services shall be delivered. Broadcasting
of same video content to many home users has been the key application scenario
of geostationary satellite systems for many decades. Meanwhile, individually se-
lectable content at any time is the current state-of-the art, which requires the im-
plementation of unicast transmission capabilities in future satellite systems in order
to compete with terrestrial telecommunications systems [MVCS11]. Moreover, the
advent of 5G networks and the introduction of integrated satellite-terrestrial archi-
tectures will considerably change the role of SATCOM in the near future [EWL+05].
Traffic offloading to the network edges, backhauling or direct broadband access
(e.g., VoD) to remote areas belong to the most promising use cases of SATCOM
1For example, the satellite fleet of the Société Européenne des Satellites (SES) reaches over

145 million households around the world [SES17b] of which 17.7 million are located in Germany
and receive satellite TV as primary source of TV reception [SES17a].
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1. Introduction

[SCA18]. Other use cases include the delivery of broadband data to earth station
on mobile platforms (ESOMPs) like trains, cruise ships and airplanes. In addition,
high-definition (HD) and, more recently, ultra-high-definition (UHD) multimedia
contents have dramatically increased the data rate demands to be supported by
modern satellite systems for FSS [MVCS11]. This challenge will persist, as the
global IP data traffic is expected to increase nearly threefold over the next five
years. Globally, IP video traffic will be 82 % of all consumer Internet traffic by
2021 [CIS17].
This sustaining demand for higher data rates has motivated the development of

high-throughput satellites (HTSs) in the past decade. While the first commercial
geostationary satellite Early Bird in 1965 provided a capacity of 240 telephone
circuits or one TV channel [Pel10], the first generation of broadband satellites,
such as the WildBlue I launched in 2004, provided a total capacity of already
around 20 Gb/s [VVL+12a]. The real era of HTSs was opened by Eutelsat’s KA-
SAT in 2010 [FTA+16] and the ViaSat-1 in 2011 providing total capacities of up
to 90 Gb/s and 140 Gb/s, respectively [VVL+12a]. The ViaSat-2, launched in 2017,
provides a total throughput of about 300 Gb/s. This HTS is currently the highest-
capacity communications satellite in orbit. The 1 Tb/s of the ViaSat-3, expected
launch in 2020 [KET+14], will certainly not be the end of the scale. These peak
data rates are necessary to follow the technical and economical demands of the
market [CIS17]. The service costs per bit must be drastically reduced in order to
remain competitive with the terrestrial counter parts [Gay09]. To achieve this goal,
the logical way is to further increase the capacity per satellite by simultaneously
decreasing the production costs.

One obvious solution to further increase the system capacity is to additionally ex-
ploit higher frequency bands because the capacity scales linearly with the frequency
bandwidth. The Ku band as the traditional frequency band used for broadband
FSS has recently proven incapable to provide sufficient bandwidth to approach
the 1 Tb/s per satellite [Gay09]. Current HTSs operate in the Ka band, but even
higher bands such as the Q/V band (40/50 GHz) or the W band (70/80 GHz) are
considered necessary to achieve the 1 Tb/s regime and go beyond [Gay09, KET+14].

Simply using higher frequency bands alone is still insufficient to achieve even
several tens of gigabit per second. To realize such data rates, one important key
technology of modern HTSs is multibeam antennas (see Figure 1.1 for an illustration
of a typical HTS architecture). They create hundreds of geographically separated
spot beams in the service area, basically similar to the cellular coverage of the fourth
generation of terrestrial mobile networks (4G) or its successor 5G. This allows to
reuse the available frequency spectrum multiple times, which translates into a linear
increase of the system capacity. While the KA-SAT supports already a total of 82
spot beams, ViaSat claims to deploy around 2000 very narrow and highly focusing

2



1.1. MotivationandBackground

HTS

Feederlinks

Gateway

Gateway

Gateway

Userlinks

Figure1.1.:HTSsystemshowingmultiplegeographicallyseparatedgatewaystationsinthe
feederlinkandamultibeamarchitectureintheuserlinks

beamswithasingleViaSat-3HTS.Anattractivepossibilitytofurtherincreasethe

capacityseemstobetheuseofevenlargersatelliteantennasresultinginnarrower

andmorespotbeamsoverthesamearea.Dimensionalconstraintsonthesatellites,

however,aswellasrequirementsregardingthepointingstabilityandbeam-isolation

limitthesizeandthenumberoftheantennasinpractice.

Theinsufficientisolationbetweenthebeamsandtheresultinginter-beamin-

terferenceareindeedthemajorobstaclestoachievetheenvisagedlinearcapacity

increase.Intheuserlinks,especiallythoseuserswhoarelocatedattheedgeofthe

beamssufferfromthemostsevereinter-beaminterference,whichisalsoknownas

co-channelinterference(CCI).Asaconsequence,theyexperienceastrongdegrada-

tionoftheirachievablecarrier-to-interference-noise-ratio(CINR),whichultimately

limitstheirdatarates. Oneapproachtoreducethisinterferenceistosplitthe

availablespectralresourceintermsoffrequencyandpolarizationintosub-bands,

andassignauniquesub-bandtoeachbeamsothatadjacentbeamsdonotusethe

samefrequencyandpolarization.Iftheangularseparationbetweentwobeamsis

sufficientlylarge,thesamefrequency/polarizationsub-bandcanthenbereused.

Thedegreeofreuseisoftendescribednumericallybymeansofafrequencyand

polarizationreusefactor[MB09].Theconventionalsolutiontodayistheso-called

fourcolorfrequencyreuse(FR4)scheme,inwhichfoursub-bands(colors)arede-

fined. Eachcolorreferstoauniquecombinationofafrequencysub-bandand

polarization. Whileorthogonalitybetweenadjacentbeamsisthenachievedbyus-

ingdisjointfrequenciesandpolarizations(i.e.disjointcolors),onlyonefourthofthe

totalavailablespectralresources(halfofthespectrum,oneoftwopolarizations)

areexploitedperbeam.Toapproachthe1Tb/s,theresorttoafullfrequencyreuse

(FFR)isdeemedtobenecessary[KET+14],whereineachbeamthefullfrequency

bandandallpolarizationsareused.

Inthefeederlink,afullreuseofthefrequencyspectrumamongthegatewaysis
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1. Introduction

already common practice in order to support the aggregate user link bandwidth of
several hundreds of gigahertz. Moreover, even though up to 5 GHz of bandwidth is
available in the Q/V band, tens of gateway stations will still be necessary in future
designs [KET+14, DSSK18]. The isolation between feeder beams is achieved by
gateway locations that are sufficiently far apart, but finding appropriate locations
for all gateways becomes challenging. The usable geographical region is limited
(e.g. Western Europe), and technical aspects (e.g. required backbone connectivity)
additionally reduce the number of potential locations, not to mention political ob-
stacles through country borders. If, therefore, the inter-beam interference cannot
be kept at sufficiently low level, the feeder link budgets will be deteriorated, which
again prevents the linear capacity increase.
The advent of multibeam satellites has turned the satellite channel for the first

time into an interference limited channel, a property held in common with the wire-
less channels of terrestrial cellular systems. The challenge in the design of future
HTS systems is, therefore, to find appropriate strategies that handle this inter-
ference. While this field of research is fairly new for satellite systems, numerous
solutions exist from the terrestrial mobile network design, and they are already inte-
gral part of terrestrial wireless standards such as Long Term Evolution (LTE). They
basically rely on a joint processing of the signals and an allocation management of
time-frequency physical resource blocks such as inter-cell interference coordination.
The applicability of such techniques to satellite networks is the subject of current
research, e.g. in [CCZ+12] and the references therein.

Since the users are usually not connected, a joint processing can only be per-
formed either in the satellite, which is subject to signal processing capabilities in
the payload, or in the gateways, assuming a backbone connectivity. In the for-
ward link from the gateways to the user terminals, a precoding of the signals aims
to precancel the interference [VPNC+16, GCO12, JVPN16]. Different precoding
strategies exist ranging from very complex non-linear methods like Dirty Paper
Coding [WSS06] to sub-optimal linear but easy to implement methods like zero
forcing (ZF) precoding [YG06, ADMPN12]. In the return link, i.e. from the user
terminals to the gateways, a joint postprocessing aims to cancel out the interference
between the multiple signal streams. Examples are equalization based on non-linear
minimum mean square error (MMSE) filtering [Kam08] followed by successive in-
terference cancellation (SIC) [CCZ+12] or the joint decoding [Wyn94].
In this work, the potentials of using the spatial dimension as a further physical

resource besides time, frequency and polarization is investigated to cope with the
interference in the satellite channel as well as to address the data rate requirements
in future HTS applications. Using the space as a further dimension requires multiple
spatially distributed antennas at each side of the link, a concept which is well-known
as multiple-input multiple-output (MIMO).
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Figure 1.2.: The principle of a MIMO system with N transmit antennas and M receive
antennas resulting in an M × N MIMO system.

1.2. Introduction to MIMO

1.2.1. Gains and Potentials of MIMO to HTS Networks

The term MIMO is widely used in the literature for all systems utilizing multiple
transmit and receive antennas. The principle is depicted in Figure 1.2, in which
the so-called M × N MIMO channel is formed between N transmit and M receive
antennas. All transmit signals use the same frequency spectrum and polarization
and add up at each receive antenna. The spatial distribution of the M · N antennas
offer an additional degree of freedom that can be used to realize different perfor-
mance gains. In general, three fundamentally different performance gains can be
distinguished as follows [IN05a, IN05b].
(1) A higher transmit power efficiency is achieved by transmit signal processing,

also known as beamforming, resulting in an increased receive power while the
total transmit power is kept constant. This increased transmit power efficiency
is referred to as antenna gain. In this case the space is exploited by distribut-
ing N radiating (respectively, M receiving) elements over a larger area which
constitutes the antenna aperture. The benefit is that the antenna beam can
be controlled towards a wanted direction while possible interfering signals from
other directions can be suppressed. Note that the maximum directivity is,
however, equal to that of a single antenna with the same equivalent aperture.

(2) The link reliability can be increased with transmit or receive signal processing
or both aiming at a reduction of receive signal fluctuations in a fading chan-
nel environment. The performance gain that can be achieved is also known
as spatial diversity gain. This gain is realized by providing the receiver with
multiple and ideally independent replicas of the transmitted signal [BCC+07].
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By sending multiple copies of the same signal over different antennas the bit
error probability (BEP) can be decreased resulting in an increased reliability
of the data transmission. The maximum diversity gain that can be achieved is
limited to the product of the number of transmit and receive antennas [LT03].

(3) The bandwidth efficiency is increased if the additional degree of freedom of a
MIMO system is used to transmit multiple independent data streams in parallel
over the same channel, i.e. at the same time using the same frequency and
polarization. This gain is referred to as spatial multiplexing gain [FG98], and
it is limited to the number of transmit or receive antennas, whatever number
is smaller.

A promising benefit of MIMO for future HTS scenarios is the spatial multiplexing
gain to address the data rate requirements. Under favorable channel conditions,
the channel capacity can be linearly increased by min {M,N} compared to that of a
conventional single-input single-output (SISO) system. Moreover, the interference
limitation in the satellite channel can be solved by actively exploiting the interfer-
ence as an information bearing signal. The superposition of the multiple signals
from neighboring beams is indeed the key and a mandatory requirement to achieve
a MIMO gain. Instead of trying to suppress or even completely avoid the interfer-
ence by, e.g., a radio resource management like the FR4, the advantages of MIMO
actually rely on the use of the signal power from the interfering signals. In this
respect, applying MIMO is a completely different approach from satellite network
architectures that have been proposed so far. The potentials of the spatial MIMO
technology and its applicability to HTS satellite systems is the subject of this work.
The actual gain that can be achieved by MIMO strongly depends on the wireless

channel. In terrestrial mobile networks, in which MIMO is already an integral part
of wireless standards such as LTE, MIMO systems can usually take advantage of a
large scattering environment. In this case, the channel is dominated by multipath
propagation leading to statistically independent receive signals, a property that
can be exploited by the MIMO receiver. On the contrary, the presence of highly
directive antennas leads to predominant Line-of-Sight (LOS) components in the
satellite propagation channel [KFC+00]. Due to this strong LOS component and the
absence of multipath, the applicability of MIMO to high-frequency FSS scenarios
has long been doubted [ALB+11].

1.2.2. Terrestrial LOS MIMO Contributions

In contrast to the widespread belief in the scientific community that multipath in
the channel is a mandatory requirement to obtain high MIMO capacities, Driessen
et al. [DF99] have already shown in 1999 that the maximum MIMO channel ca-
pacity can indeed be achieved in pure LOS channels. The fundamental prerequisite
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to achieve this gain is a particular geometrical arrangement of the antennas and
the physically correct modeling of the LOS signal by applying ray tracing between
the transmit-receive antenna pairs. Inspired by [DF99], Gesbert et al. [GBGP02]
and Haustein et al. [HK03] have analytically derived design rules for an optimal
arrangement of the transmit and receive antennas in outdoor and indoor environ-
ments, respectively. Chouayakh et al. [CKL04] have shown that it is actually
possible to find realistic antenna arrangements that achieve the upper capacity
bound in terrestrial LOS channels. Based on channel measurements in different
indoor locations, Knopp et al. [KCL05] have shown the dependence on the geo-
metrical arrangement of the transmit and receive antennas on the channel capacity.
They provided antenna array design approaches that reduce capacity variations in
typical wireless local area network (WLAN) indoor environments. These results
have later been extended to more general MIMO antenna array configurations by
Bohagen et al. in [BOO05], [BOO07], and Sarris et al. in [SN06]. The results
of extensive channel measurement campaigns by Knopp reported in [KSH+07] and
[Kno08] have practically proven the significance of the antenna arrangement on the
MIMO capacity in indoor LOS environments. Even in LOS channels with sparse
multipath components, the geometrical arrangement of the antenna arrays remains
the dominating design factor to achieve high capacity gains [KSH+07]. After almost
ten years of research on terrestrial indoor and outdoor LOS MIMO channels, two
key results can be summarized as follows:
(1) Particular geometrical arrangements of the transmit and receive antennas are

required to obtain the maximum MIMO capacity gain. The spacing between
the antennas in relation to the transmitter-receiver distance is a key design
parameter.

(2) The physically correct modeling of the LOS signal component by applying the
spherical wave model (SWM) [JI05] is a prerequisite to reliably forecast capacity
gains [HKO+08].

1.2.3. Application of LOS MIMO to Fixed Satellite Networks

These promising results from terrestrial LOS MIMO channels have motivated the
author’s research on MIMO for FSS. In [SKO+08, SKL+08] the requirements for
maximum-capacity MIMO channels over geostationary satellites have been inves-
tigated. As a main contribution, an analytic formula for the optimal positioning
of the ground antennas in relation to the satellite antennas has been derived. Due
to the large satellite-to-ground distance of around 36 000 km in GEO applications,
large spacings between the antennas either on the ground or in orbit are necessary
to take advantage of the maximum multiplexing gain. Feasible system design ex-
amples based on uniform linear array (ULA) arrangements for fixed services as well
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as uniform circular array (UCA) arrangements for mobile services have been pro-
posed. Based on the UCA design proposal in [SKO+08], an analytic solution for the
optimal UCA arrangement on mobile platforms has later been derived in [DSKL10].
The design of an optimal MIMO uplink and downlink including transparent pay-
loads has been discussed in [KSO+08] and [SKO+09]. It has been revealed that the
antenna arrangements in both the uplink and in the downlink must be optimized
simultaneously in order to achieve the maximum MIMO capacity.
The effect of atmospheric perturbations on the performance of geometrically op-

timized MIMO satellite links have then been analyzed in [SKL09, KSL10] showing
that the capacity is not degraded by disturbances of the signal phase. By contrast,
an attenuation of the signal amplitude reduces the receive signal-to-noise ratio
(SNR), similar to that of an equivalent SISO system. Since large separations be-
tween the antennas on the ground were considered, the capacity gain due to MIMO
is accompanied by significant diversity effects resulting in very low probabilities of
simultaneous amplitude fades at all ground antennas [KSL10].
On the other hand, large separations between the antennas result in long differ-

ential propagation delays between the MIMO signals that form a single code word.
This problem has been addressed in [KSL11, SKL11, SKL12], where a receiver
based on a single carrier - frequency domain equalizer (SC-FDE) architecture has
been proposed that is able to cope with such differential delays.
These results, showing the feasibility of MIMO to fixed satellite networks, con-

stitute the cornerstones and provide the necessary fundamentals to achieve the
gains that are promised by theory. The early publications, in particular [SKO+08,
SKL+08, SKL09, SKO+09], have motivated the investigation of numerous further
applications and inspired new research directions in SATCOMs in general. Some
examples are listed below:

• Physical Layer Security: The potentials to exploit MIMO to secure satel-
lite links on the physical layer has been analyzed in [KSL13]. By an optimal
arrangement of the MIMO antennas in combination with a limited coverage of
the satellite antennas, the channel capacity of the primary satellite link is con-
siderably higher compared to that of a possible eavesdropper. Assuming the
lower capacity of the eavesdropper cannot be economically compensated by,
e.g., a larger antenna dish, the primary satellite link is secured on the physical
layer without applying any data encryption, an idea that were patented in
[KLS13].

• Reduction of adjacent satellite interference (ASI): As proposed in
[SWK14], the benefit of MIMO can also be used to reduce the radiated power
while achieving the same capacity compared to that of a SISO satellite system.
This facilitates frequency coordination among satellite operators since ASI is
significantly reduced.
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• Channel measurements and measurement methods: Extensive mea-
surement campaigns have been carried out to validate the channel model as-
sumptions. First, the theoretical assumptions from [SKL09, KSL10] about the
effect of the atmosphere on the signal phase have been verified through chan-
nel measurements in the Ku band [SHK15a, SHK15b]. Second, the analytic
equation from [SKO+08] regarding the optimal geometrical antenna arrange-
ment in MIMO satellite links were finally proven by channel measurements
reported in [HSSK16, SHK16]. The results of this campaign are summarized
in Section 4.5.2. They are used to validate the developed theory in this the-
sis. In the course of this measurement campaign, a novel passive measurement
method has been developed enabling the measurement of the MIMO satellite
channel without the need to occupy satellite capacity [RSC+18].

• Applications to UHF SATCOM: Whereas the initial results were primar-
ily focused on FSS channels and frequency bands above 10 GHz, the general
ideas have also been adopted to address the bandwidth demands in UHF
SATCOM applications. In [RCB16] the application of MIMO to military
UHF SATCOM has been proposed. Theoretical analysis including simula-
tion results assuming a Rician channel model have shown significant capacity
gains if the geometry between the MIMO antennas is appropriately consid-
ered. The relevance of the LOS component in the UHF satellite channel
for the geometry of the antenna arrangement has later been verified through
channel measurements reported in [HSK17].

• MIMO for feeder links: Delamotte concentrated his work on the applica-
tion of spatial MIMO in the feeder link in order to support the huge amount of
aggregated data rates for the user beams [DSSK18], [DK18]. On-ground and
on-board signal processing approaches as well as an advanced smart diversity
for MIMO-based Q/V band feeder links have also been proposed [DK19].

• User grouping and user scheduling: Very recent research has now started
by Storek to propose first practical applications of MIMO to SATCOM in the
user links of an HTS system with FFR. In [SK17] a novel user grouping algo-
rithm, called Multiple Antenna Downlink Orthogonal Clustering (MADOC),
has been developed that maximizes the system throughput while ensuring
maximal fairness between the users. The proposed concept in [SK17] consid-
ers an accurate modeling of the LOS signal component and utilizes the fun-
damentals on the design of optimal MIMO LOS satellite channels described
in [SKL+08].
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1.3. Contribution of this Work

1.3.1. Summary

In this work, the potentials and benefits of using the concept of spatial MIMO in
fixed satellite networks are investigated. The gains in terms of the channel capacity
that can be expected with MIMO are presented. This work provides the funda-
mental basics to understand the key requirements for maximum-capacity MIMO
satellite systems. The results enable the design of multi-antenna satellite systems
that best take advantage of a spatial multiplexing gain. This work is the first of
three contributions dealing with spatial MIMO over satellite. A second contribution
by Thomas Delamotte will apply the basics from this work to investigate the per-
formance of MIMO feeder links in HTS networks [DK19]. The potential of MIMO
to reduce the interference in the feeder links [DSSK18] and an increased robustness
against rain fades are investigated [DK18]. A third thesis by Kai-Uwe Storek will
focus on the multiuser MIMO (MU-MIMO) downlink and develops a novel user
grouping algorithm [SK17] taking the design rules from this work into account.
The rest of this thesis is structured as follows:
• In Chapter 2, the system and channel model is introduced.
• In Chapter 3, the calculation of theMIMO channel capacity is described,

which is used as a metric to reveal the performance gains of a MIMO satellite
system compared to a conventional SISO satellite system.

• Chapter 4 constitutes the main part of this thesis. The requirements for
a maximum-capacity MIMO satellite system are derived. The basic
design rules and the practical implications on the antenna locations are
presented. The performance of an optimized satellite system under realistic
conditions is investigated including the impact of the antenna patterns, the
satellite movements in the GEO and the atmosphere.

• In Chapter 5, a complete HTS system concept using MIMO in the up-
and the downlink is discussed. By applying the design rules from Chapter
4, simulation results show how greatly modern SATCOM systems can take
advantage of the spatial MIMO technology.

• This thesis is concluded in Chapter 6.

1.3.2. Conference Publications

• R. T. Schwarz, A. Knopp, D. Ogermann, C. A. Hofmann, and B. Lankl,
“Optimum-capacity MIMO satellite link for fixed and mobile services,” in
2008 International ITG Workshop on Smart Antennas, WSA 2008, 2008, pp.
209–216.

• R. T. Schwarz, A. Knopp, B. Lankl, D. Ogermann, and C. A. Hofmann,
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2.1. MIMO Satellite System Model

MIMO satellite

GEO

MIMO upl
ink MIMO

downlink

. . . . . .

z = Z
z = 1

n = 1

n = N
m = 1 m = M

MIMO receiverMIMO
transmitter

Figure 2.1.: System model comprising a transmitting ground station with N antennas, a
MIMO satellite with Z transmit and receive antennas and a receiving ground
station with M receive antennas forming an M × Z × N MIMO relay system.

The following notation is based on a discrete time representation of signals of the
form x(t = kTs) = x[k] = x, with k ∈ Z,−∞ ≤ k ≤ ∞. The parameter Ts denotes the
sampling period and k is the time instance, which is omitted for the sake of more
compact notation.

The considered system model is shown in Figure 2.1. It consists of a transmitting
ground station with N transmit antennas, a geostationary MIMO satellite with
Z receive and transmit antennas, and a receiving ground station with M receive
antennas. The MIMO uplink and downlink channel are denoted by the matrices
H̃u and H̃d, respectively. Their entries will be detailed in Section 2.2. The satellite
transfer matrix is denoted by F, which is described in the following. The vector
y = [y1, . . . , yM ]

T contains the receive signals ym, 1 ≤ m ≤ M at the earth station
receive antennas in complex baseband notation. In the case of a transparent satellite
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payload, the receive signal y is calculated as

y = H̃dF ·
(
H̃ux + ηu

)
+ ηd = H̃dFH̃ux + H̃dFηu + ηd. (2.1)

The vector x = [x1, . . . , xN ]T contains the transmit symbols xn, 1 ≤ n ≤ N in
complex baseband notation. The data symbols are chosen from the modulation
alphabet of an arbitrary constellation A with the same probability of occurrence
for each symbol. The spatial covariance matrix of the transmit signal vector is
given by

Rx = E
{
xxH}

= Pt/N · IN , (2.2)

where E {.} denotes the expectation operator and (.)H is the conjugate transpose of
a matrix or vector. To ensure a fair comparison between MIMO and SISO systems,
the total transmit power Pt on the ground is equal for both systems. Hence, Pt/N
denotes the maximum equivalent isotropically radiated power (EIRP) per earth
station antenna.

The vectors ηu and ηd denote, respectively, the additive white Gaussian noise
(AWGN) contribution of the uplink and the downlink. They are given by

ηu =
[
ηu,1, . . . , ηu,Z

]T , and ηd =
[
ηd,1, . . . , ηd,M

]T , respectively.

Here, ηu,z,1 ≤ z ≤ Z and ηd,m,1 ≤ m ≤ M are the AWGN contributions at the z-th
satellite receive antenna and the m-th earth station receive antenna, respectively.
The complex noise signals are assumed to be independent and identically distributed
(i.i.d.) and circular symmetric in both the uplink and the downlink. The spatial
covariance matrices of the noise vectors are then given by

Rηu = E
{
ηuη

H
u
}
= σ2

ηuIZ , and Rηd = E
{
ηdη

H
d
}
= σ2

ηdIM,

where identical noise power σ2
ηu at the satellite receive antennas and σ2

ηd at the
earth station receive antennas is assumed.

The covariance matrix of the sum noise at the receiver

η = H̃dFηu + ηd (2.3)

is given by
Rη = E

{
ηηH}

= σ2
ηu · H̃dFFHH̃H

d + σ
2
ηd · IM . (2.4)

The matrix F ∈ CZ×Z models the amplifications and phase shifts of the transpar-
ent satellite channels. Assuming no signal processing capabilities in the payload,
the satellite act as a naive-amplify-and-forward (NAF) relay and F is given by a
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diagonal matrix

F = diag
{
as,1, . . . ,as,Z

}
, as,z =

��as,z
�� /√Z · e− jυs,z , 1 ≤ z ≤ Z . (2.5)

The parameter
��as,z

�� /√Z ∈ R,
��as,z

�� /√Z ≥ 1,1 ≤ z ≤ Z denotes the total amplitude
gain of the z-th satellite channel, which includes all amplifications and losses of the
signals through the channel. Moreover, the channel gains

��as,z
��2 are normalized by

the number of satellite channels Z in order to ensure a fair comparison between
MIMO and SISO. The sum of all gains is, therefore, equal for both the MIMO
satellite system and the SISO satellite system.

Note that this normalization is only used to facilitate a fair comparison between
MIMO and SISO in terms of the channel capacity. In practice, the system designer
would spend equally equipped satellite channels for each MIMO branch because of
economical reasons and market-available hardware. State-of-the-art geostationary
communications satellites are already equipped with multiple channels, but they are
operated separately (e.g. one channel per beam with non-overlapping coverages).
The idea of MIMO is rather to exploit the satellite channels by combining them to
form a MIMO space segment while keeping the total mass and power consumption
constant. This normalization of the transparent MIMO channels is, therefore, a
pessimistic assumption.

In addition, since the available amplifier power per satellite payload is limited,
the power constraint[

Pt/N · FH̃uH̃H
u FH + σ2

ηuFFH
]
z,z
≤ Pd/Z, 1 ≤ z ≤ Z (2.6)

is introduced, where Pd/Z denotes the maximum EIRP per satellite channel. Simi-
lar to the ground segment, also in the space segment the total downlink EIRP Pd is
normalized by the number of satellite transmit antennas Z because the maximum al-
lowed downlink EIRP is usually restricted by ITU frequency regulations. This nor-
malization ensures that the sum downlink EIRP of the MIMO satellite system can-
not exceed that of a SISO satellite system. The parameter υs,z ∈ [−π, π[ ,1 ≤ z ≤ Z
denotes the phase shift of the signals due to the transmission delays and the fre-
quency conversions from the uplink to the downlink frequency.

Note that, in this model, the depointing losses of the satellite transmit and receive
antennas as well as of the ground antennas are counted to the MIMO channel,
and are, therefore, considered in the MIMO channel matrices H̃u ∈ C

Z×N and
H̃d ∈ C

M×Z . The calculation of their entries are detailed next.
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2.2. MIMO Satellite Channel Model

The uplink and downlink MIMO channel transfer matrices are composed of three
matrices as follows:

H̃u = Gu � Hu · Du, and H̃d = Dd ·Hd � Gd. (2.7)

The operator � denotes the Hadamard product of two matrices. The matrices
Gu ∈ R

Z×N , Hu ∈ C
Z×N , and Du ∈ C

N×N (respectively, Gd ∈ R
M×Z , Hd ∈ C

M×Z ,
and Dd ∈ C

M×M) model the antenna gain patterns, the free space wave propagation,
and the atmospheric channel impairments of the uplink (downlink), respectively.
The modeling approaches of the three parts of the channel are described in the
following sections. Note that the same models are used for both the uplink and
the downlink. To simplify the mathematical notation, the models are introduced
for the downlink. However, all equations are equally valid for the uplink as well by
appropriately changing the parameter notation.

2.2.1. Antenna Radiation Pattern

In frequency bands above 10 GHz, high-gain and directive antennas are required to
close the link with high throughput. Moreover, narrow main beams with low side
lobe levels are a design objective for earth station antennas operating with GEO
satellites [Int03] because they effectively suppress interfering signals from and to
neighboring satellite systems. Therefore, depointing losses must be considered for
the case of imperfect alignment of the transmitting and receiving antennas.
The depointing losses are modeled by Gd ∈ R

M×Z with the elements of Gd given
as

[Gd]m,z = gd,mz = g
(E)
d,mz
· g
(s)
d,mz

. (2.8)

The parameters 0 ≤ g
(E)
d,mz

≤ 1 and 0 ≤ g
(s)
d,mz

≤ 1 are the depointing losses from
the m-th earth station antenna to the z-th satellite antenna, and from the z-th
satellite antenna to the location of the m-th earth station antenna, respectively.
Their values can be calculated using a normalized radiation pattern. Assuming a
parabolic antenna on the ground, g(E)d,mz

can be calculated as [ST12, Section 9.5, p.
390]

g
(E)
d,mz
=
(ndr + 1) (1 − Te)
(ndr + 1) (1 − Te) + Te

·

(
2 J1 (umz)

umz
+ 2ndr+1ndr!

Te
1 − Te

Jndr+1 (umz)

undr+1
mz

)
, (2.9)

where J1 (umz) and Jndr+1 (umz) are the Bessel functions of first kind and order One
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Figure 2.2.: Normalized antenna power pattern at f = 12 GHz for various edge taper and
field decreasing rates and two different antenna diameter.

and ndr + 1, respectively. The argument umz is given as

umz = πD/λd · sin ϑ(E)mz ,

with ϑ
(E)
mz being the off-axis angle from point of boresight of the m-th earth station

antenna towards the location of the z-th satellite antenna. Parameter D and λd
are the aperture diameter and the carrier wavelength of the downlink, respectively.
Furthermore, Te denotes the aperture edge taper, which specifies the power of the
electric field at the edge of the aperture relative to the power of the electric field at
the center of the aperture. If Te = 0, the amplitude of the electric field is uniformly
distributed over the entire aperture. The parameter ndr denotes the field decreasing
rate and controls the rate at which the aperture field decreases with ϑ(E)mz . The effect
of Te and ndr on the pattern is shown in Figure 2.2.

Two diameter of 4.6 m and 2.4 m have been simulated at a carrier frequency of
12 GHz. The uniform aperture field pattern, i.e. the pattern for Te = 0, shows the
narrowest main beam. Note that for uniform illumination of the reflector, the field
decreasing rate ndr has no effect, and, thus, (2.9) simplifies to gmz = 2J1 (umz) /umz .
A higher value of Te increases the beamwidth of the main lobe and lowers the
aperture efficiency but reduces significantly the side lobe level. The same applies
for the parameter ndr. For the same Te, higher field decreasing rates lead to lower
illumination efficiencies and broader main lobes but also to lower sidelobe levels.
For Te = 0.9 and ndr = 2.5 the mainlobe is almost twice as broad as that for a
uniform aperture field. However, the sidelobes are reduced to below the −40 dB
level, whereas for the uniform aperture field the first side lobe is only 17.6 dB below
the main lobe. Typical values for parabolic reflectors are Te = 0.9 and ndr = 2.5
[Col85], which are used in the simulations of this work. The same model is applied

17



2. Satellite Channel and System Model

for both the earth station antennas and the satellite antennas.

2.2.2. Free Space LOS Channel Model

Relying on directional antennas, it is assumed that any multipath contributions
are suppressed by the radiation patterns [MB09, chapter 5.7.2.6, page 208]. The
considered uplink and downlink satellite channel can, therefore, be described using
a deterministic LOS model based on the free space wave propagation. Hence Hu
and Hd contain all the Z · N complex channel coefficients of the uplink and the
M · Z complex channel coefficients of the downlink, respectively. Using the pa-
rameter notation for the downlink, the LOS channel coefficient hd,mz between the
z-th satellite transmit antenna and the m-th earth station receive antenna in the
equivalent baseband notation is given by

hd,mz = ad,mz · e− j 2π
λd

rd,mz ≈ ad · e− j 2π
λd

rd,mz . (2.10)

The parameter λd = c0/ fd denotes the wavelength of the carrier with frequency fd,
and c0 is the speed of light. The parameter

ad,mz = λd/
(
4πrd,mz

)
· ejϕd (2.11)

models the free space gain. The parameter ϕd stands for the common carrier phase
and can be assumed to be zero without loss of generality (w.l.o.g.) The parameter
rd,mz , with 35 786 km ≤ rd,mz ≤ 41 679 km ∀m, z, denotes the distance between the
z-th satellite transmit antenna and the m-th earth station receive antenna. On the
right hand side of (2.10), the approximation

ad,mz ≈ ad = λd/(4πr̄d) , with r̄d = 1/(M Z) ·
M∑
m=1

Z∑
z=1

rd,mz (2.12)

has been applied. This is reasonable because the difference between the path
lengths is very small compared to their mean total length. To give an exam-
ple, assume that one earth station antenna is located at the sub-satellite point
while a second earth station antenna has a relative distance of 9° in geograph-
ical longitude to the first earth station antenna (corresponds to a distance of
approximately 1000 km)! The resulting distances from the earth stations to the
satellite are 35 786.1 km for the first receive antenna, and 35 878.5 km for the sec-
ond receive antenna. Using these values, the relative error can be calculated as
(35 878.5 km − 35 786.1 km)/35 878.5 km ≈ 2.6 × 10−3. The corresponding error in
the magnitude of the amplitude is 10 log10 (35 878.5 km/35 786.1 km) ≈ 0.01 dB,
which can be neglected in the following analysis.
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2.2. MIMO Satellite Channel Model

It is important to note that ray tracing through the parameter rd,mz has been
applied to exactly determine the phase entries of Hd. In fact, the correct modeling of
the phase difference among the signals impinging at the receive antennas is the key
for the full understanding of MIMO satellite channels [DF99]. The spherical nature
of the wave propagation must be taken into account [BOO09], which is ensured
in (2.10) using the exact path lengths rd,mz for each LOS ray. Incorporating the
signal phase into the modeling and design approach is referred as the spherical
wave model (SWM) in the literature and stands in contrast to the plane wave
model (PWM), which assumes no relevant phase differences between the entries of
Hd [JI05]. The application of the plane wave model (PWM) has become common
practice for large distances between transmitter and receiver and narrow antenna
spacing. The PWM assumes that there is no relevant phase difference between
impinging waves at two sensors. However, in the shown basic example as well as in
many practical situations, the PWM would lead to a severe underestimation of the
MIMO channel capacity [JI05]. As shown in the following, the application of the
SWM is a fundamental prerequisite to correctly forecast the capacity provided by
a MIMO satellite system and to derive the relevant design criteria for its capacity
optimization. This will be detailed in the next chapter.

2.2.3. Atmospheric Impairments

2.2.3.1. Relevant Atmospheric Impairments

Any electromagnetic (EM) wave traveling from the earth station to the geostation-
ary satellite and vice-versa must pass through various regions at different altitudes
of the atmosphere. Two regions of the atmosphere are of further interest for Earth-
to-space paths [All11]:

a) The troposphere is the lowest portion of the Earth’s atmosphere, which ex-
tends from the ground up to approximately 20 km in altitude.

b) The ionosphere extends from about 10 km to roughly 400 km and is charac-
terized by various layers that are designated as D, E and F regions.

The effects of the troposphere and the ionosphere on the parameters of the EM
waves are strongly dependent on the frequency. While generally ionospheric effects
tend to become less significant when the frequency of the wave increases, the im-
pairments of the troposphere become more severe. For frequencies above about
3 GHz the ionosphere is essentially transparent to space communications and the
ionospheric impairments for frequencies of 10 GHz or higher become negligible. As
the discussion in this work is focused on FSS applications and frequency bands
above 10 GHz, it is sufficient to concentrate on the tropospheric impairments.
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2. Satellite Channel and System Model

In these frequency bands, the main radiowave propagation impairments include
attenuation effects as well as phase disturbances [All11]. The attenuation distor-
tions comprise gaseous absorption (water vapor and oxygen), cloud and rain atten-
uation along with scintillations. Among these effects, rain attenuation is the most
severe impact factor and can lead to losses of greater than 10 dB, especially in the
higher frequency bands such as the Q/V band [SRGdP15]. The other tropospheric
attenuation effects can usually be neglected [Ipp08]. In addition to the amplitude
distortions, phase disturbances have to be considered, entailed by refraction and
random scattering [All11].

2.2.3.2. Modeling Atmospheric Channel Impairments

Any atmospheric impairment can be modeled by an additional amplitude and phase
coefficient. Identical amplitude and phase disturbances in the troposphere can be
assumed for those LOS paths ending or starting at the same earth station antenna.
This assumption is based on the fact that the horizontal separation in the tro-
posphere of two LOS paths is usually less than one centimeter, as the following
example shows. Because of rd,m1 ≈ rd,m2 = rd,0 ∀m, the horizontal separation dh of
the two rays rd,m1 and rd,m2 at an altitude of ha can be estimated by

dh ≈ ha cos−1
(
1 − 0.5d2

s /
(
rd,0

)2
)
,

assuming that ha � rd,0. The parameter ds denotes the antenna spacing at the
satellite in the geostationary orbit. With an antenna separation of, for example,
ds = 6 m on the satellite and a maximum altitude of severe weather influences at ha =
20 km, the resulting horizontal separation of the rays rd,m1 and rd,m2 is dh < 0.34 cm.
Hence, it is reasonable to assume identical amplitude and phase disturbances in the
troposphere for all LOS paths ending or starting at the same earth station antenna.
This assumption has been verified through channel measurements. The results are
summarized in Section 4.7.
The atmospheric channel impairments can then be modeled by a diagonal matrix

Dd = diag
{
ςd,1, . . . , ςd,M

}
, (2.13)

with ςd,m being the atmospheric impairment for the signals at the m-th earth station
antenna. It is calculated as

ςd,m =
��ςd,m

�� · e− j ξd,m, (2.14)

where
��ςd,m

�� ∈ [0,1] and ξd,m ∈ [−π, π[ represent the additional amplitude attenua-
tion and the phase shift, respectively.
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satellite antenna 1

satellite antenna 2

receive antenna 1

receive antenna 2

rd,11

rd,12 rd,21

rd,22

λd/2

Figure 2.3.: Antenna arrangement according to the basic example.

2.2.4. Summary

As already mentioned, the same models are used for both the MIMO uplink and the
MIMO downlink. Hence, equations (2.8) to (2.14) are equally valid by appropriately
choosing the uplink parameter notation to calculate the matrix entries of Gu, Hu,
and Du. Applying (2.9), (2.10) and (2.14) to (2.7), the entry on the z-th row and
the n-th column of H̃u and the entry on the m-th row and the z-th column of H̃d
are, therefore, given as[

H̃u
]
z,n
= gu,zn

��ςu,n
�� au · e− j 2π

λu ru,zn · e− j ξu,n , and (2.15)[
H̃d

]
m,z
= gd,mz

��ςd,m
�� ad · e− j 2π

λd
rd,mz · e− j ξd,m , respectively. (2.16)

The ability of a MIMO system to realize the potential gains depends on the
properties of the channel. The channel determines how the multiple transmit signals
superimpose at the receive antennas. In the following, a basic example is introduced
to illustrate how maximum MIMO gains can be obtained in LOS satellite channels.
The example exhibits the ruling design parameters. The fundamental ideas of this
example will be extended to a concise mathematical model in Chapter 4.

2.3. Basic Example with Maximum MIMO Gain

Consider a 2 × 2 downlink in which a single-satellite is the MIMO transmitter, the
earth station is the MIMO receiver, and the uplink is neglected. For the sake of
simplicity in this example, let the path loss ad be equal to One and assume that
Gd = 1 and Dd = I2. The receive signal vector is then given by

y = Hdx + ηd,

with x = [x1, x2]
T and ηd =

[
ηd,1, ηd,2

]T.
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2. Satellite Channel and System Model

Now assume that the first receive antenna is exactly located at the sub-satellite
point. The two LOS signals radiated by the first and second satellite antenna
propagate along the two paths rd,11 and rd,12. These paths are equal (see Figure
2.3 for an illustration of the antenna arrangement). As a consequence, the first
receive antenna obtains an exact phase coherent sum of the two transmit sym-
bols x1 and x2. The phase component of each transmit symbol at the receive
antenna is determined by the path lengths related to the wavelength λd, where
exp

{
− j 2π/λd · rd,11

}
= exp

{
− j 2π/λd · rd,12

}
= 1 is assumed w.l.o.g.. The propaga-

tion paths between satellite antenna one and two and the second receive antenna
instead exhibit a difference in length so that a phase offset of exp {− j π} results
between the impinging EM waves. To obtain this particular phase difference, the
second earth station antenna is displaced from the first earth station antenna ac-
cordingly. Assume that exp

{
− j 2π/λd · rd,21

}
= 1 and exp

{
− j 2π/λd · rd,22

}
= −1.

The receive signals at the respective earth station antennas are then given by

y1 = x1 + x2 + ηd,1, and
y2 = x1 + e− j π x2 + ηd,2 = x1 − x2 + ηd,2.

(2.17)

It is obvious that two noisy estimates of the transmit symbols can be recovered at
the receiver using a simple linear filter of the form H−1

d , i.e.

x̂1 = 1/2 (y1 + y2) = x1 + 1/2
(
ηd,1 + ηd,2

)
x̂2 = 1/2 (y1 − y2) = x2 + 1/2

(
ηd,1 − ηd,2

) (2.18)

In this example, the receiver exploits the property of a matrix Hd having orthogonal
column and row vectors. In this case, the receiver is able to perfectly recover the
two (noisy) transmit signals in (2.18) without any remaining signal interference.
In addition, the inverse of the channel can be computed via the complex conju-
gate transpose of the channel matrix, which significantly simplifies the necessary
calculation steps in a digital receiver. Orthogonal column and row vectors of Hd
are indeed the optimal situation, which will be explained by means of the channel
capacity in Chapter 3. As a result, the throughput has been doubled by transmit-
ting two symbols within the same channel. This very basic example indicates that
the maximum multiplexing gain in pure LOS channels can be achieved. It has also
shown that a minimum spacing of the antenna elements on Earth in relation to the
antenna spacing at the satellite is required for maximum MIMO gains. The correct
modeling and adjustment of the signal phase is crucial. The phase information
of the channel will be used in Chapter 4 to derive practical requirements for the
optimal positioning of the MIMO antennas in GEO satellite systems.
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3. MIMO Channel Capacity

The channel capacity CB is defined as the maximum data rate that can be quasi-
error-free transmitted over the channel [Sha48]. The spectral efficiency C is the
channel capacity CB normalized by the considered system bandwidth Bw and is,
therefore, measured in bit/s/Hz. Since a particular system bandwidth is not re-
garded and, in addition, the MIMO satellite channel for FSS was identified as
frequency flat (see Chapter 2), both metrics are used in the same manner for the
rest of this thesis. The channel capacity will be used as a metric to assess the
feasibility of the MIMO satellite channel for FSS.

3.1. Capacity of a MIMO Satellite System

3.1.1. Naive-Amplify-and-Forward: No Channel State Information at
the Satellite

Since the downlink matrix H̃d in the system model (2.1) can be composed of arbi-
trary complex numbers and has not necessarily orthogonal column or row vectors,
the total noise term η in (2.3) can be spatially correlated resulting in a non-diagonal
covariance matrix Rη. However, by applying the noise whitening matrix R−1/2

η to
both sides of (2.1), an equivalent system is obtained where the channel matrix is
R−1/2
η H̃dFH̃u and the noise is white Gaussian [TH07]. The instantaneous MIMO

channel capacity without channel knowledge at the transmitter and the satellite is
then given as [TH07]2

C = log2

(
det

(
IN + Pt/N ·

(
R−1/2
η H̃dFH̃u

)H
R−1/2
η H̃dFH̃u

))
. (3.1)

Without channel state information (CSI) at the transmitter, the available transmit
power Pt is equally distributed over all earth station antennas, i.e. the EIRP is
equal for all transmit antennas. In addition, without CSI at the satellite, F is a
diagonal weighting matrix with entries as,z = as ∀z on the main-diagonal.3 This
2Note that usually a constant factor 1/2 is considered in front of the logarithm due to the fact

that the signal is actually transmitted in two time instances (first time slot for the uplink data
transmission, second time slot for the downlink transmission). Since this constant factor has
no effect on the optimal design of the MIMO channel and the following analysis, it is ignored
for the rest of this work.

3Note that the values of as are still subject to the downlink power constraint (2.6).
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type of satellite payload is referred as NAF relay in the following. Using (2.4)
in (3.1) and applying the matrix inverse lemma (I −AB)−1 = I + A (I − BA)−1 B
[Lüt96, 3.5.2, p. 29] together with the commutative property of the determinant
det (I +AB) = det (I + BA), (3.1) can be rewritten as [TH07]

C = log2

(
det

(
IZ +

Pt/N
σ2
ηu

H̃uH̃H
u −

Pt/N
σ2
ηu

H̃uH̃H
u S−1

))
, (3.2)

with the matrix S given by S =
(
IZ + σ2

ηu/σ
2
ηd · F

HH̃H
d H̃dF

)
.

3.1.2. Smart-Amplify-and-Forward: Decomposition Into Parallel
Sub-Channels

To illustrate the dependence of the channel capacity on the properties of the uplink
and the downlink channel, the MIMO channels H̃u and H̃d are decomposed into par-
allel sub-channels, so-called eigenmodes, using their singular value decompositions
(SVDs)

H̃u = UuΓ1/2
u VH

u , and H̃d = UdΓ1/2
d VH

d . (3.3)

To simplify notation, the parameters

Wu = min {Z,N} , Wd = min {M, Z} , and W = min {M, Z,N} , as well as
Vu = max {Z,N} , Vd = max {M, Z} , and V = max {M, Z,N}

are introduced. The matrices Uu ∈ C
Z×Z (respectively, Ud ∈ C

M×M) and Vu ∈

CN×N (Vd ∈ C
Z×Z) are both unitary. The columns of Uu (Ud) and the columns of

Vu (Vd) are called the left-singular vectors and the right-singular vectors, respec-
tively. They constitute an orthonormal basis of the row and the column spaces of
the channel matrices. Moreover, Γ1/2

u and Γ1/2
d are rectangular diagonal matrices

with Wu non-negative singular values √γu,1 ≤ . . . ≤
√
γu,Wu of H̃u and with Wd

non-negative singular values √γd,1 ≤ . . . ≤
√
γd,Wd of H̃d on the main diagonals,

respectively. Using these decompositions, and assuming full CSI at the satellite
such that the satellite transfer matrix can be of the form

F̃ = VdFUH
u , (3.4)

the receive signal vector at the receiving earth station is then given as

ỹ = Γ1/2
d FΓ1/2

u x̃ + Γ1/2
d Fη̃u + η̃d, (3.5)
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3.1. Capacity of a MIMO Satellite System

where ỹ = UH
d y, x̃ = VH

u x, η̃u = UH
u ηu, and η̃d = UH

d ηd. The MIMO relay system in
(2.1) is transformed into W parallel and non-interfering SISO systems. Note that
the unitary matrices Vu, Uu and Ud do not change the statistics of x, ηu and ηd,
respectively, i.e. E

{
x̃x̃H}

= Pt/N · IN , E
{
η̃uη̃

H
u
}
= σ2

ηuIZ , and E
{
η̃dη̃

H
d
}
= σ2

ηdIM .
The channel capacity of this system in (3.5) is easily calculated by the sum over

all parallel sub-channels, i.e.

C =

W∑
w=1

log2

(
1 + Pt/N

γd,w
��as,w

��2 /Z · σ2
ηu + σ

2
ηd

· γd,w
��as,w

��2 /Z · γu,w

)
, (3.6)

where γu,w and γd,w are the eigenvalues of H̃uH̃H
u and H̃dH̃H

d , respectively. They
equal the square of the singular values of H̃u and H̃d. Since H̃uH̃H

u and H̃dH̃H
d are

positive semi-definite, the eigenvalues are in the range of

0 ≤ γu,w ≤
Wu∑
w=1

γu,w = tr
{
H̃uH̃H

u

}
,1 ≤ w ≤ Wu, and

0 ≤ γd,w ≤

Wd∑
w=1

γd,w = tr
{
H̃dH̃H

d

}
,1 ≤ w ≤ Wd, respectively.

The magnitudes of γu,w and of γd,w represent the uplink and downlink channel
gains (which are smaller than one) of the w-th equivalent SISO channel and deter-
mine directly the receive power. With the introduced channel model in (2.15) and
(2.16), it follows that the sums of all channel gains are upper bounded by

tr
{
H̃uH̃H

u

}
= |au |

2
Z∑
z=1

N∑
n=1

��gu,zn
��2 ��ςu,n

��2 ≤ |au |
2 ZN = |au |

2 WuVu, and

tr
{
H̃dH̃H

d

}
= |ad |

2
M∑
m=1

Z∑
z=1

��gd,mz

��2 ��ςd,m
��2 ≤ |ad |

2 M Z = |ad |
2 WdVd.

(3.7)

Hence, the values of γu,w and γd,w are constrained by depointing losses and at-
mospheric attenuations in addition to the free space path losses. Under ideal con-
ditions, all antennas must be perfectly aligned (Gu = 1, and Gd = 1) and the
atmosphere shows no additional attenuation (Du = IN , Dd = IM). The magnitudes
of γu,w and γd,w are then maximized, i.e. equality in (3.7) is achieved.

Recall that CSI of the up- and downlink must be available at the satellite to allow
a linear processing in the payload and to decompose the system into W parallel sub-
channels. This operation can be considered as a matched filter along the singular
vectors of the uplink and downlink channel matrices. The relay processing matrix
F̃ according to (3.4) has been shown to be the optimal matrix which maximizes the
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channel capacity for arbitrary H̃u and H̃d [TH07]. This type of satellite payload is
termed smart-amplify-and-forward (SAF) relay in the following. The multiplication
of the receive signals with F̃ requires signal processing capabilities in the payloads
because F̃ is not necessarily a diagonal matrix. The implications on the payload
design are later discussed in Section 3.1.3.3.

3.1.3. MIMO Capacity Upper Bound

In the following, the particular channel condition is derived that maximizes (3.6).
To this end, (3.6) is rewritten as

C = log2
©­­«

W∏
w=1

©­­«1 + Pt/N

γ−1
u,wσ

2
ηu +

(
γu,w

��as,w
��2 /Z · γd,w

)−1
σ2
ηd

ª®®¬
ª®®¬ . (3.8)

Using the downlink power constraint (2.6), the maximum allowed payload gains are
calculated as ��as,w

��2 /Z = Pd/Z ·
(
Pt/N · γu,w + σ

2
ηu

)−1
, ∀w. (3.9)

This ensures that the sum EIRP in the downlink does not exceed a certain limit Pd
while simultaneously the amplification in the payloads is maximized. Using (3.9)
in (3.8) it follows for the channel capacity that

C = log2
©­«

W∏
w=1

©­«1 +
(

Nσ2
ηu

Ptγu,w
+

Zσ2
ηd

Pdγd,w
·

(
1 +

Nσ2
ηu

Ptγu,w

))−1ª®¬ª®¬ . (3.10)

Defining additionally
ρu = Pt/σ

2
ηu , and ρd = Pd/σ

2
ηd (3.11)

as the (linear) ratios of the total radiated transmit power Pt and Pd to the noise
powers per receive antenna of the uplink and the downlink, respectively, the MIMO
capacity is calculated as

C = log2

(
W∏
w=1

(
1 +

(
N

ρuγu,w
+

Z
ρdγd,w

·

(
1 + N

ρuγu,w

))−1
))
. (3.12)

Equation (3.12) shows the well-known reciprocal sum of the uplink receive SNR
ρu/N · γu,w and the downlink receive SNR ρd/Z · γd,w of a transparent satellite
link. The total receive SNR of the w-th MIMO sub-channel is maximum if both
the uplink and the downlink receive SNRs are equal, but it can never be larger than
the minimum of both. The third term in (3.12) is a result of the downlink power
constraint (3.9). The amplification

��as,z
��2 /Z in the z-th payload is additionally
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3.1. Capacity of a MIMO Satellite System

Figure 3.1.: C for the case M = Z = N = 2 as a function of the eigenvalues 0 ≤ γu,1 ≤
γu,1 + γu,2 = 4 and 0 ≤ γd,1 ≤ γd,1 + γd,2 = 4, ρu = ρd = 2

scaled by the uplink noise power σ2
ηu due to the fact that ηu effectively contributes

to the downlink EIRP. As a consequence, the downlink SNR is reduced by the
factor of 1/

(
1 + N/

(
ρuγu,w

) )
. This effect vanishes for large SNRs but it cannot be

ignored if ρu and ρd are small.

3.1.3.1. Full Multiplexing System: Equal Antenna Numbers

The case M = Z = N is considered first, which is denoted as Full Multiplexing
System (FMS) in the following. The FMS constitutes the most economical config-
uration in terms of required hardware (number of antennas) related to bandwidth
efficiency. Since the logarithm is a monotonically increasing function, C is maxi-
mized by maximizing the product of the W non-negative terms in (3.12). Maximiz-
ing (3.12) is a parametrized optimization problem and can be formulated as

max
γu,n ,γd,n

N∏
n=1

(
1 +

(
N

ρuγu,n
+

N
ρdγd,n

·

(
1 + N

ρuγu,n

))−1
)

s.t. 0 ≤ γu,n ≤ |au |
2 N2

0 ≤ γd,n ≤ |ad |
2 N2.

(3.13)

To get a first estimate of the location of a maximum, Figure 3.1 shows a surface
plot of C based on the parameter setup M = Z = N = 2, 0 ≤ γu,1 ≤ γu,1 + γu,2 = 4,
0 ≤ γd,1 ≤ γd,1 + γd,2 = 4, and ρu = ρd = 2.
The surface shows an apparent maximum at the value pair γu,1 = 2, γd,1 = 2.

The second eigenvalues of the uplink and downlink must then also be γu,2 = 2,
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3. MIMO Channel Capacity

and γd,2 = 2, respectively. A detailed derivation of the maximum of (3.13) is given
in Appendix A. The approach is based on solving the gradient vector of (3.13)
with respect to the uplink and downlink eigenvalues. The result shows that equal
eigenvalues in the uplink and simultaneously equal eigenvalues in the downlink
maximizes (3.13).
Since ∑N

n=1 γu,n ≤ |au |
2 N2 and ∑N

n=1 γd,n ≤ |ad |
2 N2, the optimal eigenvalue profile

must therefore be γu,n = γu ≤ N |au |
2 , ∀n and γd,n = γd ≤ N |ad |

2 , ∀n. The
maximum channel capacity of the FMS is then given by

Copt = N log2

(
1 +

(
N
ρuγu

+
N
ρdγd

·

(
1 + N

ρuγu

))−1
)

(3.14a)

≤ N log2

(
1 +

(
1

ρu |au |
2 +

1
ρd |ad |

2 ·

(
1 + 1

ρu |au |
2

))−1
)
. (3.14b)

The value of (3.14b) is only achieved for ideal channel conditions, i.e. perfect align-
ment of all MIMO antennas and no additional attenuations in the atmosphere. The
total SNR at the receiving ground station is then given as

ρr =

(
1

ρu |au |
2 +

1
ρd |ad |

2 ·

(
1 + 1

ρu |au |
2

))−1
. (3.15)

It is equal for each sub-channel because all sub-channels are equally strong.

3.1.3.2. Different Numbers of Antennas in Up- and Downlink

The solution in (3.14) was derived for the FMS, i.e. a system with M = Z =
N antennas, which maximizes the multiplexing gain by minimizing the required
hardware effort. However, there might be practical scenarios in which unequal
numbers of antennas are necessary. A multi-user downlink of an HTS system, for
example, usually serves much more users than satellite beams are available. To this
end, asymmetric satellite systems in terms of antenna numbers is discussed next.
The following systems are defined.

Ground Diversity System: Asymmetric System with M ×W × N Antennas The
number of earth station antennas of the Ground Diversity System (GDS) is larger
than the number of satellite antennas, i.e. W < M,N. The maximum number of
non-zero eigenvalues equals W for both the uplink and the downlink. Therefore,
the optimal solution is still achieved for equally strong eigenvalues in the uplink
and the downlink. Applying Z = W to (3.7), the optimal eigenvalue profile is
γu ≤ N |au |

2 , ∀w and γd ≤ M |ad |
2 , ∀w. The maximum channel capacity of the
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GDS is then bounded by

Copt ≤ W log2

(
1 +

(
1

ρu |au |
2 +

W

ρdM |ad |
2 ·

(
1 + 1

ρu |au |
2

))−1
)
. (3.16)

As already shown in (3.6), the number of parallel sub-channels and, therefore,
the maximum multiplexing gain is limited to W = min {M, Z,N}. One or more
additional antennas on the ground cannot increase the multiplexing gain. However,
an additional earth station receive antenna increases the downlink SNR by a factor
of (1 + 1/M), which is a diversity gain. An additional transmit antenna instead
has no effect on the uplink SNR because the EIRP is normalized by the number of
antennas to ensure a fixed sum EIRP Pt .

Satellite Diversity System: Asymmetric System with W×Z×W Antennas In the
Satellite Diversity System (SDS) the number of satellite antennas is larger than the
number of earth station antennas. The number of transmit and receive antennas on
the ground is equal, i.e. Z > W,M = N. Since the number of non-zero eigenvalues
in the SDS is still the same in the uplink and the downlink, the optimal solution
is again equally strong eigenvalues in the up- and downlink. Applying N = W and
M = W to (3.7), the maximum channel capacity of the SDS is

Copt ≤ W log2

(
1 +

(
W

ρuZ |au |
2 +

1
ρd |ad |

2 ·

(
1 + W

ρuZ |au |
2

))−1
)
. (3.17)

An additional antenna in the space segment increases the uplink SNR by a factor of
(1 + 1/Z). The downlink SNR remains constant as the EIRP per satellite transmit
antenna has been normalized by Z.

Ground and Satellite Diversity System: Asymmetric System with M ≥ Z > N
or M < Z ≤ N Antennas This system is termed Ground and Satellite Diversity
System (GSDS). The number of non-zero eigenvalues differs between the uplink and
the downlink (Wu > Wd or Wu < Wd). Although theoretically possible, such a sce-
nario has only limited practical relevance, because only the first W non-zero singular
values in Γ1/2

u and in Γ1/2
d are exploited. If M < Z ≤ N, the last Wu −W non-zero

singular of the uplink, and if M ≥ Z > N, the last Wd −W non-zero singular values
of the downlink cannot be used. The optimal solution that maximizes (3.12) would
be to distribute the channel gains from the Wu −W (respectively, Wd −W) unused
uplink (downlink) eigenvalues as much as possible to the remaining W eigenvalues
of the channel. Although the capacity is slightly increased due to an increased
SNR compared to that of Wu and Wd equally strong eigenvalues, the respective

29



3. MIMO Channel Capacity

channel matrix would no longer be composed of orthogonal columns/rows. As a
consequence, the W signal streams spatially interfere in the channel and the compu-
tational complexity is increased since non-orthogonal matrices must be handled in
the receiver. In addition, the optimal relay matrix F̃ becomes non-diagonal, which
additionally increases the computational effort in the payload as shown next. The
preferred solution is, therefore, also in this case to design satellite channels with
equally strong eigenvalues in the uplink and the downlink.

3.1.3.3. Summary and Implications on the Payload Design

Combining the results of (3.14), (3.16) and (3.17), the maximum channel capacity
of a transparent MIMO satellite system is ultimately bounded by

Copt ≤ W log2

(
1 +

(
N

ρuVu |au |
2 +

Z

ρdVd |ad |
2 ·

(
1 + N

ρuVu |au |
2

))−1
)
. (3.18)

Equation (3.18) constitutes the capacity upper bound of an M × Z × N transparent
satellite system where both the up- and downlink channels have W non-zero eigen-
values. As long as W eigenvalues of the uplink and W eigenvalues of the downlink
are equal, the channel capacity is maximized according to (3.18), and H̃u as well
as H̃d are called optimal MIMO channels. For the GDS (respectively, the SDS), all
row (column) vectors of H̃u, and all column (row) vectors of H̃d are then pairwise
orthogonal and have equal norm. In the case of the FMS (Z = N and M = Z), H̃u
and H̃d are scaled unitary matrices having orthogonal row and column vectors, i.e.
H̃uH̃H

u = H̃H
u H̃u = N |au |

2 IN and H̃dH̃H
d = H̃H

d H̃d = M |ad |
2 IM .

Note that for an FMS and for a GDS, the optimal relay matrix F̃ defined in
(3.4) simplifies to the diagonal matrix F if H̃u has orthogonal row vectors and
H̃d has orthogonal column vectors. In this case, Vd and Uu can then be both
identity matrices because we get H̃uH̃H

u = Γu and H̃H
d H̃d = Γd. The capacity of an

optimal naive-amplify-and-forward (NAF) satellite system equals then the capacity
of optimal smart-amplify-and-forward (SAF) satellite system. The computational
effort in the payload is reduced. This benefit cannot be used by the SDS because
orthogonal row and column spaces of H̃u and H̃d, respectively, can only be achieved
if the number of satellite antennas Z is equal or less than the number of ground
station antennas N and M. If Z > N or Z > M, signal processing capabilities
must be available in the space segment to achieve the channel capacity in (3.6),
irrespective of the orthogonality of the rows of H̃u and the columns of H̃d.
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Figure 3.2.: Block diagram of a Low-Level Matched Filter (LLMF) digital transparent pay-
load implementing the smart-amplify-and-forward (SAF) relay concept (exam-
ple with Z = 2 MIMO branches).

The property of equal norm of all rows in H̃u and all columns in H̃d can always
be achieved in an optimal LOS satellite channel since all the coefficients have nearly
identical magnitude, but it can be lost if weather impairments and depointing losses
are introduced.4 Even with optimized pure LOS channels providing (on average)
equally strong eigenvalues, occasional fades of the signal amplitudes due to weather
effects cannot be avoided. The implementation of a digital signal processor (DSP)
in the payload is, therefore, generally advised so that Vd and UH

u can be adapted
and always optimal MIMO relaying according to (3.4) is achieved.
The necessary CSI can be obtained using existing channel sounding methods. One

solution consists in the transmission of training signals like the constant amplitude
zero autocorrelation (CAZAC) sequence [BC02]. Applying the method as described
in [HSSK16], the phase and amplitude information of the channel coefficients can
then be estimated via a cyclic cross-correlation of the receive signal with the known
training sequence. Based on this information, the matrices Vd and UH

u can be
computed (e.g. in a central processing unit on the ground) and transmitted to the
satellite. Since the tropospheric attenuation changes slowly, the update rate of Vd
and UH

u can be low (multiple seconds or even minutes). Obtaining this CSI to
realize modem features such as Uplink Power Control (UPC) is already common
practice. As long as the pure LOS up- and downlink channels are optimal, the
additional effort (computational complexity, update rate of CSI) to compensate
weather effects and antenna depointing is manageable.

A proposal of a MIMO payload is provided in Figure 3.2 showing the main build-
ing blocks with Z = 2 receive and transmit antennas. The core component is an

4The degrading effect of antenna depointing and weather impairments on the optimal MIMO
capacity will be discussed in the next chapter.
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on-board DSP5 that allows matrix operations on wideband signals to implement the
SAF relay concept, i.e. the optimal relaying matrix F̃ according to (3.4) [TH07].
After the input section, the signals are down-converted to an Intermediate Fre-
quency (IF) and channelized through the Input Multiplexer (IMUX) section. The
analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) per-
form direct sampling and conversion from IF to baseband. In the analog part of the
transmitting chain the signals are converted from the IF to the downlink frequency,
amplified and combined through the Output Multiplexer (OMUX) section.
In the DSP the receive signals are first matched to the left singular vectors of the

uplink matrix H̃u, weighted through the diagonal matrix F, and then matched to the
right singular vectors of H̃d before the analog signals are amplified through the high
power amplifiers (HPAs). This type of payload is called Low-Level Matched Filter
(LLMF) payload because the matching of the transmit signals to H̃d is performed
prior to amplification. Note that the multiplication of the signals with UH

u and
Vd potentially increases the peak-to-average power ratio (PAPR), an issue which
is known and subject of current research for MIMO systems relaying on precoding
[GYW16, MSD18].
As already briefly introduced in the basic example in Section 2.3, the benefit of

optimal MIMO channels emphasizes again the significance of the channel properties
to the design of a MIMO satellite system. Here, it has been shown in addition
that a proper MIMO satellite channel significantly reduces the complexity and
necessary computational effort in the system, not only in the satellite. An optimal
MIMO satellite channel requires particular antenna spacings. From a physical point
of view, channel orthogonality leads to superimposed receive signals that can be
perfectly resolved without residual interference at the receiver. The condition to
obtain such satellite channels will be derived in Chapter 4.

3.1.4. MIMO Capacity Lower Bound

Consider now the example where all receive signals at each receive antenna in the
uplink and the downlink are nearly phase aligned, i.e. the PWM can be applied. All
path lengths are approximately equal and a simple example of the channel matrices
in this case is H̃u ≈ au

[ 1 1
1 1

]
and H̃d ≈ ad

[ 1 1
1 1

]
. The received signals are equal and

cannot be distinguished by the receiver. This is the so-called “keyhole channel”
[JI05], which provides only one sub-channel. All eigenvalues are zero except for
one that is γu,1 = tr

{
H̃uH̃H

u

}
≤ WuVu |au |

2 for the uplink and γd,1 = tr
{
H̃dH̃H

d

}
≤

5Radiation tolerant on-board processors based on Field Programmable Gate Arrays (FPGAs) or
Application-Specific Integrated Circuits (ASICs) are market-available [HGF+17]. DSPs con-
stitute the state-of-the-art in modern HTSs to realize Digital Transparent Payloads (DTPs)
performing signal processing on the physical layer, such as filtering, channelization and routing,
predistortion, etc.
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WdVd |ad |
2 for the downlink. The keyhole capacity constitutes the lower bound for

MIMO systems at a given SNR and is given for the pure LOS channel by

Ckey = log2

(
1 +

(
N

VuWu |au |
2 ρu
+

Z

VdWd |ad |
2 ρd

(
1 + N

VuWu |au |
2 ρu

))−1
)
. (3.19)

It is interesting to note that system proposals relying on closely separated user
terminals (UTs) might simplify the precoding in the gateways of a MU-MIMO
scenario as discussed in [CCO15, JVPN17, GVCTM17]. However, this essentially
means (almost) equal channel vectors among the users and the capacity of this
system can never exceed the lower bound in (3.19). The keyhole capacity will be
used for comparison purposes in the following.

3.2. Capacity of a SISO Satellite System

The channel capacity of a SISO system is given by

CSISO = log2

(
1 +

(
|au |

−2 ρ−1
u + |ad |

−2 ρ−1
d

(
1 + |au |

−2 ρ−1
u

))−1
)
, (3.20)

if again the ideal pure LOS channel is assumed and depointing losses and weather
effects are neglected. Comparing (3.14b) with the capacity of a SISO system, the
potentials of a MIMO system in terms of a W times multiplexing gain becomes
obvious. Note again that for this comparison the radiated power per transmit
antenna has been scaled by the number of transmit antennas. Thus the total
transmit power in the uplink and the downlink remain equal for both the SISO and
the MIMO satellite system. In other words, the MIMO capacity gain comes with
no additional costs in terms of transmit power and/or bandwidth.
Note that the keyhole capacity in (3.19) is still higher than the capacity of an

equivalent SISO system as defined in (3.20). In fact, even though no multiplexing
gain is achieved in (3.19), at least an SNR gain of VuWu/N in the uplink and VdWd/Z
in the downlink is obtained.

3.3. Comparison

In Figure 3.3, the boundaries of the MIMO capacity of satellite systems with two,
three and five antennas are compared to the SISO capacity. The x-axis shows the
uplink receive SNR in decibel. All curves represent the optimal case of perfectly
aligned antennas (no depointing losses) without atmospheric attenuations. The
curves show the advantage of a MIMO system compared to a SISO system. The
slope of Copt is determined by W = min {M, Z,N}. One or more additional receive
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Figure 3.3.: Boundaries of the MIMO channel capacity in comparison to a SISO channel.

antenna(s) increase the downlink SNR, but the multiplexing gain remains equal
(compare red dashed with red dotted curve). The slope of Ckey equals that of
CSISO, even for higher antenna numbers. However, the SNR advantage of Ckey over
CSISO can be clearly observed.

3.4. Summary of the Key Results

The key results of this chapter are summarized as follows:
• The upper MIMO capacity bound Copt and the lower MIMO capacity bound
Ckey of a transparent MIMO satellite system are given by (3.18) and (3.19),
respectively.

• The upper bound is achieved if all the eigenvalues of the uplink channel and
all the eigenvalues of the downlink channel are equal. In this case, the uplink
and downlink channels are called optimal MIMO channels.

• The maximum multiplexing gain is limited to W = min {M, Z,N}, i.e. the
minimum of the number of the ground antennas and the satellite antennas.

• The optimal FMS maximizes the multiplexing gain by minimizing the number
of necessary antennas. The GDS and the SDS provide an additional diversity
gain (SNR increase) at the cost of one or more additional antennas.

• In the case of an optimal up- and downlink channel with orthogonal rows in
H̃u and orthogonal columns in H̃d, no signal processing is necessary in the
payload to achieve Copt. The complexity reduces to a NAF architecture, an
advantage that can only be used by the FMS and the GDS.

• If the signals are faded differently among the ground antennas, SAF relaying
must be implemented using (3.4) to achieve C according to (3.6). In other
words, F̃ constitutes the optimal relay matrix for arbitrary H̃u and H̃d.
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It has been shown that the properties of the MIMO channel determine the achiev-
able channel capacity. Only if both the uplink and the downlink channel are optimal
(i.e. the channel matrices have equally strong singular values), the satellite system
can take advantage of the maximum MIMO capacity gain. In this chapter, the
requirements to obtain such an optimal MIMO satellite channel will be derived. To
this end, the existing contributions from terrestrial LOS MIMO applications (see
the review again provided in Section 1.2.2) will be extended to the satellite chan-
nel. It has already been indicated in Section 2.3 that the locations of the MIMO
antennas are the key and particular attention must be paid to the signal phase of
the LOS component. The main contribution in this chapter is an analytic formula
that allows to optimally place the earth station antennas in relation to the satel-
lite antennas such that the maximum number of parallel sub-channels is achieved
(Section 4.3).
Since the uplink and the downlink channel matrices are mutually independent

both must be optimized separately. The discussion starts with the downlink in
Section 4.1. It will then be shown in Section 4.2 that the result can also be used to
derive optimal MIMO uplinks. The implications on the positioning of the antennas
are discussed in Sections 4.4 and 4.5. The achievable capacity gains under realistic
conditions including the impact of satellite motion in the GEO and the impact of
tropospheric disturbances are analyzed in Sections 4.6 and 4.7, respectively.
The focus will be on the FMS and the GDS, i.e. the number of ground station

antennas equal or exceed the number of satellite antennas. From a practical point
of view, this constitutes the most relevant case because the available space onboard
a satellite (or orbital slots in the GEO) is much more restricted compared to the
number of antennas that can be deployed on Earth.

4.1. Optimal MIMO Downlink Channel

4.1.1. General Criterion

As shown in Chapter 3, the MIMO downlink channel is optimal with respect to the
maximum multiplexing gain if all column vectors in case of M ≥ Z of the channel
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matrix H̃d are pairwise orthogonal. This requirement can be formulated as6

hH
c,khc,l = 0, k, l ∈ {1, . . . , Z} , k > l, if M ≥ Z, (4.1)

where hc,k denotes the k-th column vector of H̃.

Using (2.16) in (4.1), it follows that

|a|2
M∑
m=1
|ςm |

2 gmkgmle− j 2π
λ (rml−rmk ) = 0, k, l ∈ {1, . . . , Z} , k > l . (4.2)

Here, rml − rmk is the difference between the propagation paths from the m-th
earth station antenna to the l-th satellite antenna and from the m-th earth station
antenna to the k-th satellite antenna, respectively. An appropriate choice of the
various distances between the transmit and receive antennas is the key to satisfy
(4.2). In addition, the different weights of each of the M complex numbers in (4.2)
must be regarded, which is determined by the atmospheric attenuation and the
antenna depointing losses. While the free-space loss |a|2 is equal for each of the M
numbers in (4.2), different depointing losses and varying atmospheric attenuation
lead to different absolute values (see also the discussion in Section 3.1.3.3 again).

Whereas the distances between the transmit and receive antennas as well as
the antenna pointing are fixed parameters that can be controlled by the system
designer, the atmospheric attenuation is random and will change over time. At this
stage, it is, therefore, reasonable to assume that all antennas are perfectly aligned.
Furthermore, consider the case of ideal “clear sky” conditions first such that H̃ = H
according to (2.10). The effect of antenna depointing and atmospheric disturbances
will later be addressed in Sections 4.5 and 4.7, respectively. It follows that now

M∑
m=1

e− j 2π
λ (rml−rmk ) = 0, k, l ∈ {1, . . . ,M} , k > l, (4.3)

must be satisfied. To find a solution for (4.3), first consider the following condition:

M∑
m=1

e− j β(m+κ) = 0, β ∈ R \ {0} , κ ∈ R. (4.4)

The sum in (4.4) corresponds to the sum of M terms of a geometric series and can

6To simplify the notation in this section, the subscript d to indicate that the parameter corre-
sponds to the downlink will be omitted.
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be written as
M∑
m=1

p · qm = p · q ·
1 − qM

1 − q
= 0, p = e− j βκ, q = e− j β . (4.5)

The condition (4.4) is satisfied if 1 = e− j βM and 1 , e− j β. The solution that fulfills
both constraints is

β = 2πv/M, v ∈ Z, with v - M, (4.6)

where v - M means v must not be a multiple of M. Using the substitution
2π
λ (rml − rmk) = β (m + κ) in (4.4), we obtain

(rml − rmk) = λvkl (m + κkl) /M, (4.7)

with k, l ∈ {1, . . . , Z} , k > l, vkl ∈ Z, vkl - M and κkl ∈ R. Note that vkl and κkl can be
different for different value pairs of (k, l) because the M complex numbers in (4.3)
for one particular set of (k, l) are independent of any other value pair (k ′, l ′).
Eq. (4.7) is the very general condition to obtain an optimal MIMO satellite

channel with arbitrary antenna number under ideal LOS conditions. Particular
differences between the individual path lengths are required so that (4.7) is satisfied.
The other two system parameters are the number of antennas M and the carrier
wavelength λ. As already discussed in Chapter 2, the plane wave assumption to
model the wave propagation would ultimately fail since all path lengths are identical
in the PWM. Note that no particular constraints with respect to the geometrical
arrangement of the antennas on ground and in orbit have been assumed. Condition
(4.7) does not necessarily require any particular array geometry. In order to derive
practical constraints for the design of an optimal MIMO satellite link, the number
of possible solutions in (4.7) is now limited as follows.

4.1.2. Downlink Channels with Two Satellite Antennas

One possibility to find a more convenient solution for (4.7) is to limit the number of
the satellite antennas to two. As a consequence, the number of maximum parallel
sub-channels of H is also limited to W = min {M, Z} = 2. Thus, at most two out
of theoretically V = max {M, Z} singular values of H are different from zero. The
following derivation for M × 2 satellite links has first been published in [SKO+08]
starting the era of MIMO SATCOM.While it was only limited applicable to existing
systems, it paved the way for a bunch of MIMO-based applications, be it in the
uplink (e.g. the concept of smart gateways [DSSK18, DK18]) or in the downlink
(e.g. the MU-MIMO concept [SK17]).
Since Z = 2, the matrix HHH is a 2×2 matrix consisting of the entries

[
HHH

]
1,1 =
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[
HHH

]
2,2 = |a|

2 M on its main diagonal. The first sub-diagonal entries are

[
HHH

]
1,2 =

[
HHH

]∗
2,1 = |a|

2
M∑
m=1

exp {− j 2π/λ · (rm2 − rm1)},

which are required to be zero. In this case, the two eigenvalues of HHH are γ1 =

γ2 = |a|2 M. The eigenvalues are obtained through an eigenvalue decomposition of
HHH. Thus, the equation det

(
HHH − γIZ

)
= 0 has to be solved which leads to the

second order polynomial

γ2 − 2 |a|2 Mγ + |a|4 M2 − |a|4 ·
M∑
k=1

M∑
l=1

exp
{
− j 2π

λ
(rk2 − rk1 − (rl2 − rl1))

}
= 0, (4.8)

and the solution

γ1/2 = |a|2 M ± |a|2 ·

(
M∑
k=1

M∑
l=1

exp
{
− j 2π

λ
(rk2 − rk1 − (rl2 − rl1))

})1/2

. (4.9)

Recall that the MIMO channel is optimal if the two eigenvalues are equal, i.e.
γ1/2 = |a|2 M. Hence, the necessary condition can be expressed by

M∑
k=1

M∑
l=1

exp
{
− j 2π

λ
(rk2 − rk1 − (rl2 − rl1))

}
=

M∑
k=1

M∑
l=1
[E]k ,l

!
= 0. (4.10)

Equation (4.10) describes M2 unit complex numbers forming a matrix E with the
following properties:

1. The main diagonal entries of E are 1, as in this case k = l.
2. E is Hermitian, i.e. [E]k ,l = [E]∗l,k , for k , l.

For the location of these complex numbers on the unit circle, the following state-
ments are true:

1. [E]k ,k = 1, k = 1, . . . ,M, i.e. M out of M2 unit complex numbers are real-
valued.

2. In order to satisfy (4.10) the arguments of the remaining M2−M unit complex
numbers are the optimization parameters.

A possible arrangement of the M2 unit complex numbers, which fulfills the con-
dition in (4.10), is described next and illustrated for the case M = 3 in Figure 4.1a.
Essentially, the M complex numbers forming the main diagonal of E are identical
and equal to one. The remaining complex numbers can be equally distributed on
the unit circle in M tuples of M complex numbers. Two neighboring tuples are
then separated by a phase angle of 2π/M as illustrated in Figure 4.1a. Note that
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Figure 4.1.: Example of an optimal distribution of the unit complex numbers in matrix E on
the unit circle, which satisfies (4.11), and the corresponding practical solution
of an optimal antenna arrangement for M = 3 and Z = 2.

for M = 2 and for M = 3 this equidistant placement of the M tuples constitutes
the only possible solution that satisfies (4.10). To give an example, if M = 2, the
unit complex numbers must be [E]2,1 = [E]1,2 = −1 because [E]1,1 = [E]2,2 = 1 and,
therefore, the phase angle between both tuples has to be always 2π/2 = π. For
M ≥ 4 the equidistant placement of the M tuples of complex numbers constitutes
only one possible solution and still unlimited possibilities exist that fulfill (4.10).
Following the example of Figure 4.1a showing the equal distribution of all M tuples
across the unit circle, the location of the unit complex numbers on the unit circle
is described by

arg
{
[E]k ,l

}
= v · (k − l) · 2π/M, with k, l ∈ {1, . . . ,M} , k > l, v ∈ Z, v - M . (4.11)

Since E is Hermitian, it is sufficient to consider k > l because k < l is equivalent
and leads to the same solution. The simplification k > l has already been added to
(4.11). The parameter v ∈ Z is an integer and provides a further degree of freedom
to place the complex numbers on the unit circle. In the example of Figure 4.1a,
v = 1 has been chosen and, therefore, the unit complex numbers [E]1,3, [E]2,1, and
[E]3,2 are all located in the second quadrant. The value v = 2 would also lead to a
possible solution. In this case the unit complex numbers [E]1,3, [E]2,1, and [E]3,2,
which are located in the second quadrant, would change their location with the unit
complex numbers in the third quadrant. Note that v = 3 would not lead to a valid
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4. Capacity Performance of MIMO FSS Systems

solution because in this case all the unit complex numbers would be equal to One.
In other words, v must not be a multiple of the number of earth station antennas
M. This restriction is indicated by v - M, which means that v is indivisible by M.
The value of v = M + 1 = 4 would again lead to a valid solution. In general, all the
values of v = n · M + 1,n ∈ Z represent the periodicity of a valid solution in 2π.
Recall that, except for the case M = 2 and M = 3, this arrangement of the

unit complex numbers is one possible solution only, which fulfills condition (4.10).
In general, there exists an infinite number of solutions. Based on the example
arrangement in Figure 4.1a and applying (4.10) in (4.11), it follows as a further
generalization that

|rk2 − rk1 − (rl2 − rl1)| = v · (k − l) · λ/M, (4.12)

with k, l ∈ {1, . . . ,M} , k > l, v ∈ Z+, v - M,M ≥ Z = 2. This equation allows for the
calculation of a MIMO antenna setup with Z = 2 antennas at the transmitter and a
theoretically unlimited number of M antennas at the receiver. If (4.12) is fulfilled,
the eigenvalues γ1 and γ2 are equal, i.e. γ1 = γ2 = |a|2 M, and HHH becomes a
scaled unitary matrix. In this case the desired phase angle relations within the
channel matrix are obtained and, as stated before, the MIMO capacity becomes
maximal.
One application example of (4.12) in the two-dimensional space is shown in Figure

4.1b for the case M = 3 and v = 1, which exactly matches the placement of the unit
complex numbers on the unit circle of Figure 4.1a. The three antenna elements
on the right side of Figure 4.1b are arranged within a uniform linear array (ULA),
which means that all neighboring antennas have equidistant spacing and are placed
on a virtual line. The antenna arrangement and the resulting path lengths in this
example are such that

r11 = r32, r21 = r22, and r31 = r12.

For v = 1, it follows for the differences between the path lengths:

rk2 − rk1 − (rl2 − rl1) = 0 for k = l, k, l ∈ {1 . . . M}

rk2 − rk1 − (rl2 − rl1) = −
λ

M
for k = 2, l = 1, and k = 3, l = 2

rk2 − rk1 − (rl2 − rl1) = −2 λ
M

for k = 3, l = 1

rk2 − rk1 − (rl2 − rl1) =
λ

M
for k = 1, l = 2, and k = 2, l = 3
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4.1. Optimal MIMO Downlink Channel

rk2 − rk1 − (rl2 − rl1) = 2 λ
M

for k = 1, l = 3

Note that the antenna arrangement in Figure 4.1b is just one example that fulfills
(4.12). Theoretically unlimited solutions of antenna arrangements are still possible.
If a 2 × 2 MIMO link is considered, condition (4.12) simplifies to

|r22 − r21 − (r12 − r11)| = v · λ/2, v ∈ Z+, v - 2. (4.13)

In many practically relevant applications, the 2 × 2 MIMO satellite link is a basic
design foundation.

4.1.3. Downlink Channels with Arbitrary Numbers of Antennas

If more than two antennas are considered at both sides of the link, an assumption
must be made with respect to the antenna arrangement in order to find a practical
solution to (4.7) and to further simplify (4.12). One possibility is to assume a
linear antenna array on the satellite (like it is already the case in current antenna
accommodations, e.g. the design of the KA-SAT [FTA+16]) as well as on the ground.
If the antennas are assumed to be arranged as ULAs at both sides of a MIMO
channel, the introduced limitation of Z = 2 satellite antennas can be relaxed. In
this case, (4.12) can be simplified to achieve the result reported in [SN06] for short
range terrestrial MIMO networks.
If additionally a large distance between the transmitter and receiver compared to

the array dimensions is assumed7, it is revealed through geometrical analysis that

(rml − rmk) − (rm+1l − rm+1k) ≈ τ, ∀m ∈ {1, . . . ,M − 1} , k, l ∈ {1, . . . , Z} , k > l, (4.14)

where τ is any fixed value in R. Since the array elements at both link ends are
uniformly distributed, the following approximation is also valid:

(rml − rmk) ≈ (k − l) (rm2 − rm1) ,m ∈ {1, . . . ,M} , k, l ∈ {1, . . . , Z} . (4.15)

The two relations (4.14) and (4.15) can be graphically illustrated by means of the
unit complex numbers defined in (4.3) because any periodicity between the path
length differences directly relates to the phase of the complex unit numbers. To this
end, the unit complex numbers from (4.3) are graphically illustrated in Figure 4.2.
In this example Z = 4 transmit antennas and M = 4 receive antennas are arranged
as ULA forming a 4 × 4 MIMO system8. Therefore, the figure shows Z · Z = 16

7This is a valid assumption for GEO applications since the Earth-to-space distance is at least
35 786.1 km, while the array dimensions are assumed to be not larger than several tens of km.

8The aim of Figure 4.2 is to illustrate the location of the unit complex numbers from (4.3) on

41



4. Capacity Performance of MIMO FSS Systems

−1 0 1
−1

0

1

k
=

1

l = 1

−1 0 1
−1

0

1
l = 2

−1 0 1
−1

0

1
l = 3

−1 0 1
−1

0

1
l = 4

−1 0 1
−1

0

1

k
=

2

−1 0 1
−1

0

1

−1 0 1
−1

0

1

−1 0 1
−1

0

1

−1 0 1
−1

0

1

k
=

3

−1 0 1
−1

0

1

−1 0 1
−1

0

1

−1 0 1
−1

0

1

−1 0 1
−1

0

1

k
=

4

−1 0 1
−1

0

1

−1 0 1
−1

0

1

−1 0 1
−1

0

1

Figure 4.2.: Graphical illustration of the unit complex numbers from (4.3) and their respec-
tive location on the unit circle for the case of ULA antenna arrangements at
both link ends; example for the case Z = 4 and M = 4.

unit circles. Each unit circle contains M = 4 unit complex numbers. To give an
example, the lower left unit circle is associated to the case k = 4 and l = 1 and shows
the m = 1, . . . ,M = 4 unit complex numbers derived from (4.3) for this particular
parameter set k, l. The unit complex numbers that correspond to the m-th receive
antenna have identical color. In particular, the unit complex numbers for m = 1
are blue, for m = 2 are red, for m = 3 are yellow and for m = 4 are purple for all
k, l ∈ {1, . . . ,4}.
It is clear from (4.3) that all unit complex numbers are real for k = l, which is

also the case in Figure 4.2. The angular distance between neighboring unit complex
numbers in one unit circle (i.e. the unit complex numbers for one parameter set (k, l))
are indeed almost identical. This is expressed by (4.14). Furthermore, the phase
advance of the unit complex numbers between neighboring subplots with fixed m
is also virtually constant (in the example of Figure 4.2 approximately π/2). This

the unit circle when ULAs are applied. The detailed parameter setup (e.g. frequency, antenna
displacement, transmitter-receiver distance, etc.) to obtain this plot has no relevance.
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4.1. Optimal MIMO Downlink Channel

relation is expressed by (4.15). Thus, (4.14) and (4.15) hold for all combinations of
the indices k, l,m with k > l, and we can set w.l.o.g. k = 2, l = 1 and m = 1. Using
(4.7) in (4.14) finally yields

|(r21 − r11) − (r22 − r12)| ≈ vλ/M, v ∈ Z+, v - M,M ≥ Z . (4.16)

This result has first been published in [SKO+08] in 2008 for MIMO SATCOM
applications. Although the derivation has been slightly different and was limited
to Z = 2 satellite antennas, (4.16) tackles the solution presented in [SKO+08].
It satisfies (4.3) under the constraint that ULA geometries are used at both link
ends. Moreover, the result remains valid for M < Z by replacing M with Z on
the right hand side of the equation. Thus, the result in (4.16) can be generalized
to arbitrary antenna numbers on Earth and in orbit by using again the definition
V = max {M, Z}.

For the sake of compact notation, let denote by

rdiff = |(r21 − r11) − (r22 − r12)| (4.17)

the actual difference between the four path lengths r11, r12, r21 and r22. With (4.16),
it follows that

rdiff ≈ v · λ/V, v ∈ Z+, v - V . (4.18)

must be fulfilled so that an optimal antenna arrangement is obtained.
Note again that the derived results in (4.18) for a MIMO system with arbitrary

antenna numbers as well as in (4.12) for an M × 2 system assume uniform linear
array antenna configurations. Without this precondition on the equidistant antenna
displacement, a closed form solution of the general criterion in (4.3) is not possible.
An assessment of the approximation error in (4.18) is provided in Section B.1,
showing that (4.18) holds with negligible loss of accuracy for all relevant MIMO
satellite application scenarios.

4.1.4. Required Positioning Accuracy and Capacity Degradation

The degradation of the optimal capacity Copt is now analyzed if (4.18) is not exactly
fulfilled. To this end, the relative deviation of the actual antenna arrangement rdiff
from the optimal arrangement λ/V is defined as

εrdiff =
rdiff − v · λ/V

λ/V
. (4.19)
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Figure 4.3.: Capacity degradation relative to its optimum value 4C as a function of the
deviation from the optimal antenna arrangement εrdiff .

Its value is zero if the antennas are optimally placed for a specific value of v. It can
be positive or negative, depending on the actual difference between the path lengths
rdiff. For a fixed value of v, the deviation εrdiff can be larger than One meaning that
the actual antenna arrangement rdiff can be multiples of λ/V .
The capacity relative to its optimum value is defined by

4C = C/Copt. (4.20)

The relative capacity 4C of the downlink is shown in Figure 4.3 as a function of the
parameter εrdiff . The uplink is neglected. The receive SNR in decibel is then given
by ρr ,dB = 10 log10

(
ρ |a|2

)
, which is shown in the legend of Figure 4.3. The curves

apply for v = 1. The point εrdiff = 0 refers therefore to the first capacity optimum.
As expected, the higher the deviation of εrdiff from zero, the higher is the ca-

pacity degradation. As the number of singular values increases with the number
of antennas, the variation of the singular values is increased for the same value of
εrdiff . The slopes of the curves are steeper if more antennas are considered and,
hence, a higher positioning accuracy is required. Moreover, due to the decreased
slope of the logarithm for large values, a higher SNR reduces the sensitivity of the
capacity with respect to deviations from the optimal antenna arrangement.
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4.2. Optimal MIMO Uplink and Downlink

Furthermore, C oscillates for εrdiff > 0 (red and yellow curves in Figure 4.3a)
because the optimal antenna arrangement is periodic, which is described by the
parameter v. In addition, the curves for V > 2 antennas show local maxima (e.g.
the yellow curve at approximately εrdiff = 0.6) and are slightly asymmetric around
εrdiff = 0 because for V > 2 the channel provides more than two eigenvalues. As a
consequence, the possibilities of a particular eigenvalue profile are increased. This
leads to a local maxima if, for example, three out of four eigenvalues are equal.
The measure εrdiff as defined in (4.19) along with its relation to a specific capacity

degradation 4C will be used to analyze the required positioning accuracy and to
assess the capacity degradation if the antennas are not optimally placed.

4.2. Optimal MIMO Uplink and Downlink

4.2.1. Optimal MIMO Uplink Channel

To achieve the maximum channel capacity according to (3.18), the antenna ar-
rangement of both the uplink and the downlink must be optimized. The derived
solutions in (4.12) and (4.18) can equally be applied to find an optimal antenna
arrangement in the uplink because they only depend on the path lengths between
the antennas and the wavelength of the carrier. Therefore, applying the uplink
parameter notation to (4.18), it follows that�� (ru,21 − ru,11

)
−

(
ru,22 − ru,12

) �� ≈ v · λu/Vu, v ∈ Z
+, v - Vu, (4.21)

must be fulfilled to obtained an optimal antenna arrangement in the uplink. If the
differences between the path lengths satisfy (4.18) for an M×Z downlink and (4.21)
for a Z×N uplink, the MIMO LOS channel matrices Hd and Hu have equally strong
singular values. If, in addition, the antennas in up- and downlink are perfectly
aligned and the atmosphere has no additional attenuation, the maximum channel
capacity according to (3.18) is achieved.

4.2.2. Return Link and Non-Zero System Bandwidth

The carrier frequency differs between uplink and downlink. An optimal arrange-
ment can be found for a particular λu in the uplink and λd in the downlink. This
antenna arrangement is then optimal for one direction of transmission, e.g. the for-
ward link between two sites. If the same MIMO satellite system shall be used to
establish a return link, the antenna arrangement is no longer optimal.
Moreover, satellite systems utilize a certain portion of the frequency spectrum,

for example a bandwidth of 500 MHz in the downlink ranging from 19.7 GHz to
20.2 GHz. Since the antenna arrangement can only be optimized for one particular
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4. Capacity Performance of MIMO FSS Systems

carrier frequency fu = c0/λu (respectively, fd = c0/λd), a degradation of Copt is
expected if the system is operated at different frequencies than fu ( fd).
The relative deviation from the optimal value can be calculated by

εrdiff =

(
v

c0
f V
− v

c0
( f + 4 f )V

)
·
( f + 4 f )V

c0
= v · 4 f / f , (4.22)

where 4 f denotes the frequency separation from the carrier frequency f which the
satellite system has been optimized for. The deviation εrdiff is linear with respect
to 4 f having a slope of v/ f . The higher f , the higher frequency separations 4 f to
f are possible for the same εrdiff .
For example, consider a 2 × 2 uplink with fd = 30 GHz and a required frequency

range of 29 GHz to 31 GHz. Using (4.22) it follows that εrdiff = ±0.033. With the
curves of Figure 4.3b, the capacity loss is less than 0.05 % of Copt at an SNR of 13 dB.
In the return direction, this 2 × 2 MIMO uplink shall support additionally carrier
frequencies of 20 GHz (Ka-band downlink). Thus, 4 f = −10 GHz and it follows
that εrdiff = −0.33. Using the curves of Figure 4.3a (blue solid line) a capacity loss
of about 4 % of Copt must be accepted.

A small degradation of Copt must be considered in future satellite designs since
the MIMO satellite system cannot be optimized for all carrier frequencies that must
be supported. The total amount of capacity loss compared to the linear increase of
Copt with respect to CSISO remain low. Simulation results in Chapter 5 of an HTS
scenario utilizing up to 4 GHz of bandwidth will later show that still a huge data
rate advantage compared to the state-of-the-art is achieved.

4.3. Derivation of the Optimal Antenna Positions

The objective of this section is to derive an analytical equation that calculates the
optimal locations of the MIMO antennas of a GEO satellite link. To this end,
the path lengths ru,zn and rd,mz of the up- and downlink, respectively, must be
calculated, which are determined by the geographical locations of the antennas
on Earth and in space. A set of geometrical design parameters is introduced first
that exactly defines the geographical locations of the ground and satellite antennas.
The same model is used for uplink and downlink. The distinction in the notation
between uplink and downlink is, therefore, omitted in this section.

4.3.1. Analytical Description of the Antenna Positions

All the required parameters are illustrated in Figure 4.4. To analytically describe
the antenna positions on Earth and in orbit an Earth-centered Earth-fixed (ECEF)
reference frame [MB09, chapter 2.1.6] is used. The x-axis and the y-axis lie in the
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Table 4.1.: Definition of the required parameters to analytically describe the geographical
positions of the MIMO antennas.

Parameter Value/range Explanation
Earth station parameters:

φE −81.3° ≤ φE ≤ 81.3° latitude of earth station at center of ULA
θE −180° ≤ θE ≤ 180° longitude of earth station at center of ULA
δE −180° ≤ δE ≤ 180° orientation angle of earth station ULA
dE – antenna element spacing of earth station ULA

dE,m – distance of m-th antenna from center of earth
station ULA

Satellite parameters:
R⊕ 6378.1 km mean equatorial radius

rmin 35 786.1 km GEO satellite altitude above equator
Ro 42 164.2 km GEO radius, measured from earth center
θs −180° ≤ θs ≤ 180° orbit position (center) of the satellite ULA
4θs – antenna spacing (orbital distance) of satellite

ULA in degree
δs −90° ≤ δs ≤ 90° orientation of satellite ULA
ds – antenna spacing of satellite ULA in meter

ds,z – distance of z-th satellite antenna from center
of satellite ULA

equatorial plane with the x-axis in the direction of the Greenwich Meridian. The
y-axis has an angle of 90° to the x-axis, and the z-axis is perpendicular to the x-
and the y-axis in the direction from South to North in order to form a right-handed
coordinate system with the Earth’s center of mass in its origin. W.l.o.g. the angular
values of the geographical longitudes are positive in the case where the position is in
the eastern hemisphere, i.e. right hand from the Greenwich Meridian, and they are
negative in the case where the location is in the western hemisphere, i.e. left hand
from the Greenwich Meridian. In addition to the graphical illustration in Figure
4.4, in Table 4.1 a short explanation of each parameter and its respective value or
its valid range of values are indicated for easy reference.

4.3.1.1. Earth Station Antenna Positions

The M earth station antennas are arranged within a uniform linear array (ULA)
having an inter-antenna distance of dE. For the sake of simplicity the distance
between the Earth’s center and any point on its surface is set equal to the mean
equatorial radius R⊕ = 6378.1 km. Since the distance between the earth station
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maticallydescribetheantennapositions.

antennasdEissmallcomparedtoR⊕,theEarthcurvatureisneglected.Asshown

laterinSection4.3.3,thissimplificationisreasonableandhasanegligibleimpact

ontheoptimaldesignoftheMIMOsatellitelink.ThegeographicallatitudeφEand

thegeographicallongitudeθEspecifythecenteroftheULA.TheorientationδE
characterizestheanglebetweentheeast-westdirectionandtheantennaarray.For

example,ifδE=90°,theearthstationULAisorientedinthenorth-southdirection,

i.e.allantennasarelocatedatthesamegeographicallongitude.IfδE=0°,the

antennasareorientedintheeast-westdirection,i.e.allearthstationantennasare

locatedatthesamegeographicallatitude.Thissetofparametersfullydefinesthe

positionofthegroundantennas.ThepositioningvectoraE,m= xE,m,yE,m,zE,m
T

ofthem-thearthstationantennainthree-dimensionalCartesiancoordinatesis

givenby

aE,m=









R⊕cosφEcosθE−dE,m·(sinθEcosδE+sinφEcosθEsinδE)

R⊕cosφEsinθE+dE,m·(cosθEcosδE−sinφEsinθEsinδE)

R⊕sinφE+dE,m·cosφEsinδE









, (4.23)

withm∈{1,...,M}.Theparameter

dE,m=dE·(m−1/2−M/2),m∈{1,...,M} (4.24)

definesthedistancebetweenthecenteroftheearthstationULAandthem-th

antenna.NotethatdE,m≤0form≤M/2.
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4.3.1.2. Satellite Antenna Positions

At the satellite, the Z antennas are arranged as a uniform linear array (ULA). It is
assumed that the imaginary line of the ULA is perpendicular towards the satellite’s
yaw axis. Therefore, the satellite ULA lies in the roll-pitch plane of the satellite and
can be rotated normal to the yaw axis which is described by the orientation angle δs.
To simplify the mathematical description, an ideal geostationary Kepler orbit and
no orbit perturbations are assumed first. As a consequence, the eccentricity and
the inclination of the satellite are negligible small, and the yaw axis points ideally
towards the center of the Earth. The impact of satellite movements as a result of
non-ideal geostationary orbits will be analyzed later in Section 4.6. Denoting θs as
the longitude of the center of the antenna array, ds as the inter-antenna spacing,
and δs as the orientation of the linear array with respect to the equatorial plane,
the position of the z-th satellite antenna in three-dimensional Cartesian coordinates
is given as

as,z =


xs,z
ys,z
zs,z

 =

Ro cos θs − ds,z sin θs cos δs
Ro sin θs + ds,z cos θs cos δs

ds,z sin δs

 , z ∈ {1, . . . , Z} . (4.25)

The parameter Ro = 42 164.2 km is the ideal GEO radius. Similar to (4.24), the
parameter

ds,z = ds · (z − 1/2 − Z/2) , z ∈ {1, . . . , Z} (4.26)

defines the distance between the center of the ULA in the orbit and the z-th satellite
antenna. Recall that ds,z ≤ 0 for z ≤ Z/2.

4.3.2. Calculation of the Optimal Antenna Locations

Using the mathematical description of the antenna positions in (4.23) and in (4.25),
the distances between the antenna pairs can now be analytically expressed as fol-
lows. The path length rmz is defined as the distance between the position vectors
aE,m and as,z , i.e.

rmz =


aE,m − as,z



 , (4.27)

where ‖.‖ abbreviates the Euclidean distance and, thus, delivers the geometrical
length of a vector in Cartesian coordinates. The Euclidean distance leads to

rmz =
[ (

xE,m − xs,z
)2
+

(
yE,m − ys,z

)2
+

(
zE,m − zs,z

)2
]1/2

, (4.28)
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where the three square terms in (4.28) are given by(
xE,m − xs,z

)2
=

(
R⊕ cos φE cos θE − dE,m sin θE cos δE − dE,m sin φE cos θE sin δE

− Ro cos θs + ds,z sin θs cos δs
)2
, (4.29)(

yE,m − ys,z
)2
=

(
R⊕ cos φE sin θE + dE,m cos θE cos δE − dE,m sin φE sin θE sin δE

− Ro sin θs − ds,z cos θs cos δs
)2
, and (4.30)(

zE,m − zs,z
)2
=

(
R⊕ sin φE + dE,m cos φE sin δE − ds,z sin δs

)2
. (4.31)

Applying the binomial expansion of (a + b + c + d + e)2 in (4.29) and in (4.30),
and of (a + b + c)2 in (4.31), and using additionally the trigonometrical theorems
sin2 x + cos2 x = 1, sin x cos y − cos x sin y = sin (x − y) , and cos x cos y + sin x sin y =

cos (x − y), the distance rmz is then given by

rmz =
(
r2 + 2dE,mRoα − 2R⊕ds,zβ + 2dE,mds,zψ + d2

E,m + d2
s,z

)1/2
(4.32)

= r · (1 + ∆mz)
1/2 . (4.33)

In (4.33) the substitution

∆mz =
(
2dE,mRoα − 2ds,zR⊕β + 2dE,mds,zψ + d2

E,m + d2
s,z

)
/r2 (4.34)

is introduced. The parameter

r =
(
R2
o + R2

⊕ − 2RoR⊕ cos φE cos4θ
)1/2
= rmin · 4r (4.35)

denotes the geometrical distance between the center of the earth station ULA and
the center of the satellite ULA, where rmin = Ro −R⊕ = 35 786.1 km is the minimum
satellite-to-Earth distance, which is obtained when the earth station is directly at
the sub-satellite point. The parameter

4r = (1.42 − 0.42 cos φE cos4θ)1/2 ,4r ∈ [1,1.16] (4.36)

describes the relative increase of the satellite-to-earth station distance depending
on the geographical latitude φE and the parameter 4θ. The given value range of
4r results from 81.3° ≥ |φE | , |4θ | which considers the fact that the visibility of
the GEO arc is limited to elevation angles that are larger or equal to Zero. The
parameter 4θ = (θE − θs) denotes the relative longitude of the center of the earth
station ULA with respect to the orbit position of the satellite ULA. Furthermore,
for the sake of a compact notation in (4.33), the following substitutions have been
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4.3. Derivation of the Optimal Antenna Positions

introduced:

α = cos δE sin4θ + sin φE sin δE cos4θ, (4.37)
β = cos φE cos δs sin4θ + sin φE sin δs, and (4.38)
ψ = sin φE sin δE cos δs sin4θ − cos δE cos δs cos4θ − cos φE sin δE sin δs. (4.39)

In order to obtain a convenient analytical expression of the left side of (4.18),
the square root (1 + ∆mz)

1/2 in (4.33) needs to be solved. One possibility is to
approximate the square term (1 + ∆mz)

1/2 by a Taylor polynomial derived around
∆mz = 0. Denoting P(K)mz the K-th order Taylor polynomial of rmz , the differences
between the path lengths in (4.18) can be approximated by

rdiff =
���(P(K)21 − P(K)11

)
−

(
P(K)22 − P(K)12

)
+ 4R(K)

��� ≈ ���(P(K)21 − P(K)11

)
−

(
P(K)22 − P(K)12

)��� .
The parameter 4R(K) =

(
R(K)21 − R(K)11

)
−

(
R(K)22 − R(K)12

)
denotes the total remainder

due to the Taylor series approximation, and R(K)mz is the remainder such that rmz =

P(K)mz + R(K)mz . To keep the total approximation error below a certain threshold,
a minimum number of K partial sums of the Taylor series must be considered.
Simulation results will later show that K = 2 is sufficient and provides the necessary
accuracy for all practically relevant cases. Approximating rmz by its second order
Taylor polynomial results in9

rmz ≈ P(2)mz = r ·
(
1 + 1

2∆mz −
1
8∆

2
mz

)
. (4.40)

The difference between the path-lengths rmz in (4.18) is then given by

rdiff =
���(P(2)21 − P(2)11

)
−

(
P(2)22 − P(2)12

)
+ 4R(2)

��� (4.41)

≈

���(P(2)21 − P(2)11

)
−

(
P(2)22 − P(2)12

)��� (4.42)

= r ·

�����∆21
2 −

∆2
21
8 −

∆11
2 +

∆2
11
8 −

(
∆22
2 −

∆2
22
8 −

∆12
2 +

∆2
12
8

)����� (4.43)

≈
dEds

r

���ψ + R⊕Roαβ/r2 − 1/8
(
d2

E + d2
s

)
ψ/r2

��� (4.44)

≈
dEds

r

��ψ + R⊕Roαβ/r2�� = dEds
rmin

��ψ/4r + 0.21 · αβ/4r3�� . (4.45)

The full expression of (4.43) as well as the intermediate calculation steps to get

9The detailed derivation including a full expression of the second order Taylor polynomial is given
in Appendix C.1
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4. Capacity Performance of MIMO FSS Systems

from (4.43) to (4.44) are given in Appendix C.2. Using now (4.45) in (4.18) finally
results in the desired analytical solution for the Optimal Positioning of the MIMO
Antennas (OPA) on Earth and in orbit:

dEds/rmin ·
��ψ/4r + 0.21 · αβ/4r3�� ≈ v · λ/V, v ∈ Z+, v - V . (4.46)

The left part of (4.46) is a function of the introduced geographical design param-
eters, which clearly define the location of the MIMO antennas on Earth and in
orbit. This formula allows to calculate the optimal geographical locations of the
ground antennas in relation to the satellite antennas in the GEO. To summarize
the derivation of the OPA, the following steps have been performed:

1. The necessary phase relations in the channel matrix H have been identified
that lead to orthogonal row/column vectors (eq. (4.3)).

2. The required phase relations were then translated into particular differences
between the lengths of the LOS propagation paths (eq. (4.7)).

3. Assuming uniform linear antenna arrays, a solution for the optimal difference
between the LOS path lengths have been derived (eq. (4.18) and (4.21)).

4. A model to describe the antenna positions on Earth and in the GEO has been
introduced based on conventional geographical location parameters.

5. This model has been linked to the difference between the path lengths result-
ing in (4.46) that calculates the optimal antenna positions.

If the antennas in the uplink and downlink are placed such that the OPA criteria
in (4.46) is fulfilled, the resulting MIMO LOS satellite channels Hu and Hd provide
the maximum channel capacity Copt.

4.3.3. Assessment of Approximation Errors and Simplifications

4.3.3.1. Simplifications in Equation (4.45)

To express the differences between the path lengths rdiff as a function of geographical
parameters, multiple approximations from (4.41) to the result in (4.45) have been
applied. A thorough analysis of the approximation error is provided in Appendix
B.2, showing the accuracy to be sufficient for all practically relevant cases.
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4.3.3.2. Non-SphericalEarth

AnidealsphericalEarthwithmeanequatorialradiusR⊕=6378.1kmhasbeen

assumedin(4.35)tocalculatethedistancesbetweengroundantennasandsatellite

array. Withanoblatenessof1/298.257[NIM97],theradiusoftheEarthatthe

Polesisapproximately6356.8km,whichdiffersfromthemeanequatorialradius

by R⊕ =21.4km. Therelativedeviationεrdiff becauseofthiserrorbecomes

maximumforanearthstationarrayatthesub-satellitepointbecauseinthiscase

r=rmin =35786.1km.Themaximumdeviationεrdifffromtheoptimalgeometry

isthencalculatedas

εrdiff=
d(opt)
E
d(opt)s arf/(rmin− R⊕)−λ/V

λ/V
=

1

1− R⊕/r
−1=6×10−4,

whichissufficientlysmallandcanbeneglected.

4.3.3.3. DifferentAltitudesofGroundAntennas

TheintroducedmodelinSection4.3.1doesnotconsiderdifferentaltitudesbetween

theearthstationantennas. Whereasthisisavalidsimplificationiftheantennas

arecloselyspaced,thealtitudescansignificantlydeviateiftheantennasareseveral

tensofkilometersapart.

Figure4.5illustratesthiseffect.ReceiveantennaR2iselevatedwithrespectto

receiveantennaR1.Theactualdifferencebetweenthepathlengthsisgivenby

rdiff+ rdiff=|(r21−r22)+(r12−r11)|+r21−r22 −(r21−r22),
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4. Capacity Performance of MIMO FSS Systems

where 4rdiff =
(
r ′21 − r ′22

)
−(r21 − r22) denotes the deviation between (r21 − r22), which

is based on the theoretical model, and the term
(
r ′21 − r ′22

)
that accounts for real

local terrain at the location of R 2. The deviation from the optimal antenna array
geometry is calculated as

εrdiff =
rdiff + 4rdiff − v · λ/V

λ/V
= v
4rdiff
λ/V

.

The value of 4rdiff depends on the geometry between the satellite and the ground
antennas. If the earth station array is at the sub-satellite point (4θ = φE = 0°), an
elevation of R 2 results in a shift of this antenna along the transmitter-receiver di-
rection. Both r21 and r22 are similarly affected and (r21 − r22) remain approximately
constant. Thus, 4rdiff is approximately zero and huge differential altitudes between
the antennas are possible without a significant effect on C.

If the relative longitude 4θ is high and all MIMO antennas are in the equatorial
plane (δE = δs = 0° and φE = 0° as illustrated in Figure 4.5), the value of 4rdiff
becomes significant. Consider a pessimistic scenario with 4θ = 70° (results in an
elevation angle of only 11°) and an altitude difference of 3 km between R1 and
R2. A numerical calculation of the difference 4rdiff results in 4rdiff = 0.215 mm.
Assuming V = 2, v = 1 and a comparably high carrier frequency of f = 60 GHz, it
follows for εrdiff that

εrdiff = v · 0.215 mm/(λ/V) = 0.086.

Using the value of εrdiff = 0.086 in Figure 4.3b, Copt is degraded by approximately
0.3 % (blue solid curve), i.e. still 99.7 % of Copt is achieved. The simplification in
the model to specify the antenna locations on Earth is therefore a valid assumption.
Even with worst case parameter assumptions, the capacity degradation is very small
and (4.46) provides reliable results.

4.4. Implications on the Positioning of the MIMO Antennas

4.4.1. Minimum Required Antenna Spacing

The two key parameters of the solution in (4.46) are the antenna spacings dE
on Earth and ds in orbit. The spacing required is linearly proportional to the
transmitter-receiver distance r and the wavelength, i.e. dsdE ∝ rλ. Since r = rmin ·

4r ≥ 35 786.1 km, relatively large antenna spacings dsdE are required to satisfy
(4.46). The smallest array dimensions are generally obtained if both antenna arrays
are in broadside and the earth station is at the sub-satellite point. In this case, we
have |ψ/4r | = 1, α = β = 0, and r = rmin. If we set v = 1, the minimum spacing of
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Figure4.6.:Smallestoptimalantennaspacingd(opt)
E

versusantennaspacinginorbit,white
areasindicateusefulrangesrelatedtothecategories:(a)single-satelliteap-
plications,(b)co-locatedsatellitesapplications,(c)multiple-satellitesapplica-
tions(seeSection4.4.2).

theearthstationarraybecomesd(opt)
E
=rminλ/(Vds).Smallervaluesofthisspacing

leadtoseverespatialinterferencebecausethereceivearrayisnolongercapable

tospatiallyresolveeachtransmitantenna. Thetransmitsignalscannolonger

bedistinguishedatthereceiverandthe MIMOchannelconvergestothekeyhole

channelwithH≈a 11
11. AsimilarlimitisalsoknownastheRayleighcriterion

describingtheresolutionlimitofopticalsystems[Ray79].

Figure4.6showstherelationbetweendEandtheantennaspacinginorbitfor

differentcarrierfrequencies.Sinceawiderangeofvaluesisprovided,thecurves

areshownindouble-logarithmicscale.Forlargeantennaseparationsinorbit,itis

convenienttodefinetheorbitalseparation

θs=2·sin
−1(0.5·ds/Ro)≈ds/Ro, (4.47)

whichisgivenindegreesonthelowerx-axis.Theappliedapproximationoftheform

sinx≈xisvalidaslongastheanglesθsremainsmall.Assumingasatellitespacing

notlargerthan θs=5°,therelativeapproximationerrorisbelow0.032%. The

upperx-axisinFigure4.6showsdsinmeters.ThevaluesarevalidforM=Z=2,

butcaneasilybescaledtohigherantennanumbersusingtherelationdE∝1/V.

Since|ψ|=1andα=β=0,theantennaarraysareinbroadsideorientation,i.e.
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δE = 0°, and 4θ = 0°.

4.4.2. Definition of MIMO SATCOM Categories

As indicated by the shaded areas in Figure 4.6, it is proposed to classify MIMO
SATCOM systems into three basic categories. For each category, a particular range
of antenna spacing in orbit is basically feasible as follows:
(a) Single-Satellite Application: All MIMO antenna elements are on a single-

satellite and the useful antenna spacing is in the range of some centimeters up to
some meter, for example 1 m ≤ ds ≤ 10 m.
(b) Co-located Satellites Application: Multiple satellites occupy a single

orbital slot. Each satellite has one MIMO antenna element. A sufficient minimum
separation between the spacecrafts must be ensured to account for inaccuracies
of the tracking system and the thrusters [Soo94]. The upper bound is the station-
keeping window, which is typically ±0.05° in longitude. Practically feasible antenna
spacings are in the range of 0.01° ≤ 4θs ≤ 0.05° (or equivalently 7 km ≤ ds ≤

40 km). Applications of this category are very similar to the single-satellite case but
at increased complexity since additional requirements with respect to co-location
strategies are necessary [SK19].
(c) Multiple-Satellites Application: Multiple satellites with one MIMO an-

tenna each are located at different orbit positions resulting in a spacing of 4θs ≥

0.1°. If the orbital spacing is too large, a significant loss in SNR will be obtained due
to the use of directional antennas. Simulation results will later show that satellite
spacings of more than 1.5° are not of interest for FSS applications. As a gen-
eral remark, this category of applications requires non-directional antennas at the
ground segment because directional antennas cannot point at different orbital slots
at the same time. As a promising application, UHF SATCOM has been proposed
in [RCB16]. Moreover, measurements of the UHF MIMO satellite channel reported
in [HSK17, SVK+17] have shown that the channel capacity can be significantly
increased.

With respect to the required geometrical arrangement, Figure 4.6 emphasizes
which spacings of the earth station antennas are minimal required depending on the
MIMO SATCOM category considered. For example, in the single-satellite case, the
minimum antenna spacing on Earth is approximately between 10 km and 100 km.
Smaller antenna spacings dE require larger spacings in the orbit leading to co-
located satellite applications or to multiple-satellite applications. Note that larger
but still optimal values for dE can be obtained if v > 1, v - V , is chosen, because the
optimal antenna spacing scales with vλ/V, v - V .
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4.4.3.RelevantAntennaSpacingandArrayReductionFactor

Theterm

arf=ψ/r+0.21αβ/r
3∈[0,+1] (4.48)

in(4.46)canbeinterpretedasanarrayreductionfactorbecauseitreducesthe

effectiveantennaspacingdEandds,dependingontheparametersδs,δE, θand

φE.ThisparametercontrolstheorientationoftheULAswithrespecttoeachother

inthethree-dimensionalspace.IftheearthstationULAandthesatelliteULAare

notinbroadsideandtheearthstationULAisnotatthesub-satellitepoint,then

ψ/r+0.21αβ/r3<1,andtheantennaspacingshavetobeincreasedaccordingly

tostillsatisfy(4.46).TheearthstationULAandthesatelliteULAareinbroadside

iftherelativelongitude θandtheorientationanglesδE,δsarezero(seeFigure

4.7a).If,inaddition,theearthstationULAisatthesub-satellitepoint,then
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4r = 1 and the parameter ar f is equal to One.
The ability of the receiving array to spatially resolve the signals from each trans-

mit antenna is determined by the antenna spacings specified in the broadside of both
arrays. Figure 4.7b provides a graphical illustration of ar f ∈ [0,+1]. In this exam-
ple, the earth station array is at the sub-satellite point (φE = 4θ = 0°, tilted by 45°,
and the satellite antennas are located in the equatorial plane (δs = 0°). The relevant
antenna spacing, as seen from the satellite array, is then dE ·

��ψ/4r + 0.21αβ/4r3�� =
dE · |ψ | = dE · cos 45°, which is smaller than the actual antenna spacing dE. Since
the two satellite antennas are located in the equatorial plane, this two-antenna lin-
ear array can only resolve the earth station antennas with respect to the east-west
direction. The separation of the ground antennas in the north-south direction is
“invisible” for the satellite array.
The worst antenna array configuration is the keyhole orientation (Figure 4.7c).

In this case, no relevant spacing between the earth station antennas can be observed
from the satellite array (and vice-versa) because the earth station array is rotated by
90° with respect to the equatorial plane. Hence, ar f = 0 because α = β = ψ = 0. No
phase difference between the impinging signals at the receive antennas is observed
because the propagation paths are all equal, i.e. r11 = r12 and r21 = r22. Condition
(4.46) can no longer be satisfied and theoretically an unlimited antenna spacing
would be required.
The actual required antenna spacing between the earth station antennas and the

satellite antennas strongly depends on the orientation of the arrays with respect to
each other. If the arrays are not in broadside, the relevant spacing is reduced by ar f .
To compensate this reduction, either the antenna spacing on Earth or in orbit need
to be increased in order to still satisfy (4.46). This required adjustment is shown
in Figure 4.8 with respect to dE. The curves represent the graphical example of
Figure 4.7b (earth station ULA is rotated by δE, δs = φE = 4θ = 0° are fixed, earth
station ULA located at sub-satellite point). For both curves α = β = 0 is assumed
and, thus, the array reduction factor becomes ar f =

��ψ/4r + 0.21αβ/4r3�� = |ψ/4r |,
as shown on the upper x-axis.
The lower x-axis shows values of 0 ≤ δ ≤ 80°, because for δE → 90° all curves tend

to infinity since ar f → 0. In this case a keyhole array configuration is obtained and
the required antenna spacing becomes infinity. For angles around 0°, comparably
large angular ranges of δE are allowed for which the optimal spacing dE remains
approximately constant. This is due to the fact that the increment of dE relates
to the cosine of the respective angles. Taking the blue curve for ds = 6 m as an
example and assuming δE = 30°, the optimal dE has to be increased only by about
7 km compared to the minimum value of 50 km at δE = 0° because 1/|ψ | ·dE = 1/0.87·
50 km = 57 km. The rotation of δE = 30° results in a significant displacement of the
earth station antennas by 12.5 km to the North and to the South. If the antenna
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Figure 4.8.: Optimal antenna spacing d(opt)
E according to (4.46) as a function of δE, M =

Z = 2, v = 1, δs = φE = 0° and f = 20 GHz.

spacings in orbit are small, large displacements of the earth station antennas in
the range of several kilometers are possible without the need to adapt the optimal
antenna array geometry.

4.4.4. Displacement of the Antenna Arrays

4.4.4.1. Different Locations of the Ground Antenna Array

Once an optimal antenna spacing has been found, huge displacements of the ground
antenna array are possible without significant degradations of Copt. Any displace-
ment of the array with respect to θE and φE lead to a variation of ar f , as defined
in (4.48). Denoting this variation by 4ar f , the parameter εrdiff is given by

εrdiff =
vd(opt)

E d(opt)
s /rmin ·

(
ar f + 4ar f

)
− v · λ/V

λ/V
= v
4ar f
ar f

. (4.49)

Simulation results of
��εrdiff �� shown as equal contour lines are provided in Figure

4.9. The earth station array is displaced in longitude and latitude from the optimal
values θE and φE while the orientation δE of the array is fixed.
If ar f = 1 (Figure 4.9a), a shift of ±10° in longitude, for example, results in a

very small value of only
��εrdiff �� = 3 × 10−2. With respect to movements in the North-

South direction, the deviation εrdiff is even less sensitive because the antennas are
all aligned in East-West direction. Whereas movements from East to West affect
the relevant antenna spacing, movements from North to South increase r = rmin · 4r
only. Recall that ar f = f (4r) according to (4.48), where 4r, defined in (4.36),
denotes the increase of the minimum distance rmin if the earth station array is not
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Figure 4.9.: Deviation εrdiff from the optimal antenna arrangement due to displacements of
the ground antenna array in longitude and latitude (optimal parameter setup
is given in the caption, resulting in ar f = 1 (a), ar f = 0.4 (b), ar f = 0.3 (c),
and ar f = 0.6 (d)).

at the sub-satellite point. Similar results are observed in Figure 4.9d for the case
of North-to-South aligned antenna arrays (δE = δs = 90°).

The gradient of εrdiff is increased if the relative difference in longitude and the
latitude is increased (Figure 4.9b and 4.9c). However, a shift of ±2° in longitude
(equivalent to ±160 km at 45°N latitude) is still possible for

��εrdiff �� ≤ 0.1. The reason
for the generally small values of

��εrdiff �� is that ar f varies with the cosine of the angles
φE and θE. An increase or decrease of φE or θE by 2° only slightly changes the value
of ar f and, therefore, of 4ar f . The slope of the cosine function is maximum for
an angle of 45°. Hence, εrdiff is most sensitive if the earth station array has been
optimized for a geographical position at 4θ = φE = 45° (see Figure 4.9c). Taking
the value of

��εrdiff �� = 0.1 into Figure 4.3b (blue solid curve), the optimal capacity is
only degraded by 0.4 %, i.e. 4C = 0.996 is still achieved.
In all cases, huge displacements of the earth station array in longitude and lati-

tude in the range of several tens of kilometers are possible and still close-to-optimal
capacity values can be obtained. This provides a high flexibility in the choice of
the final location of the earth station array, which can be used to consider practical
constraints such as the local terrain or the borders of a country that prevent to
exactly place the antennas at its optimal location.
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4.4.4.2. Changing the Orbit Position of the Satellite

Once a MIMO ground station has been installed, the operator might be interested
in using different orbital locations with the same ground antenna installation. If the
MIMO satellite changes the orbit position, the relative longitude 4θ deviates from
its initial value which the system has been optimized for. The resulting deviation
εrdiff from the optimal antenna arrangement can again be analyzed by means of
(4.49) because a variation of 4θ only affects ar f .
As already discussed in Figure 4.9, the actual deviation of εrdiff from zero and, as a

consequence, the capacity degradation 4C strongly depend on the initial parameter
configuration. The results of 4C versus satellite movements are shown in Figure
4.10. All curves apply to a 2 × 2 MIMO satellite link at a receive SNR of ρr ,dB =

13 dB. Two generally different cases are considered as follows:

Case 1: δs = δE = 0°. The capacity degrades because the relevant antenna spacing
reduces if the satellite is moved from its nominal orbit position at θs = 10°.
The severity of the degradation depends on the relative longitude 4θ at which
the antenna arrangement has been optimized. If 4θ = 0° (blue curve), 4C
is only slightly reduced when the satellite is moved and a huge part of the
geostationary arc can be used (e.g. ±40° around the initial orbital location
while 4C ≥ 97 %). If the initial relative longitude differs from zero, the usable
geostationary arc can be further increased, e.g. between −15° ≤ θs ≤ 75° (red
curve) and between −10° ≤ θs ≤ 90° (yellow curve) while 4C ≥ 96 %.

Case 2: δs = δE = 90°. In this case, the entire visible geostationary arc can be used
without a significant capacity degradation (purple curve) because the relevant
antenna spacing does not change. Assuming the antennas can be oriented
from North to South on the earth deck of the satellite (δs = 90°), this con-
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figuration provides the highest flexibility with regard to later changes of the
orbit position.

A very large part of the GEO arc can generally be used without a significant ca-
pacity degradation. Once an optimal ground antenna setup has been implemented,
it can be used for a wide range of satellite positions. This is an important result
as the presented MIMO approach does not impose a flexibility disadvantage to the
system.

4.5. Channel Capacity versus Antenna Spacing

A deviation from the optimal antenna spacing d(opt)
E on the ground directly affects

the relevant antenna spacing. From condition (4.46) it is already clear that a
variation of d(opt)

E by 4dE linearly increases or decreases rdiff. The sensitivity of the
channel capacity with respect to such deviations strongly depends on the minimum
spacing d(opt)

E on the ground. The relative error in the optimal antenna array
geometry derived around the smallest optimal spacing d(opt)

E is calculated as

εrdiff =
v
(
d(opt)

E + 4dE
)

d(opt)
s /rmin · ar f − v · λ/V

λ/V
= v
4dE

d(opt)
E

, (4.50)

with 4dE being the deviation from the optimal antenna spacing on the ground.
Hence, the smaller the optimal spacing on the ground for v = 1, the larger is εrdiff
for the same displacement 4dE.

4.5.1. Capacity Analysis Assuming Isotropic Antennas

To analyze the effect of varying the antenna spacing on Copt, let first consider
the case of ideally isotropic antennas. This way, any variation of C can be solely
dedicated to phase variations in H and are not combined with amplitude variations
as a result of depointing from directional antenna patterns. The latter will later be
discussed in Section 4.5.3.

4.5.1.1. Single-Satellite with Two Antennas

To show the degradation of the MIMO capacity if the ground antennas are not
optimally spaced, simulation results of C as a function of dE are shown in Fig.
4.11. The curves apply to a 2 × 2 downlink at a Ka-band carrier frequency of
20 GHz. The antenna arrays are in broadside and the earth station ULA is at the
sub-satellite point, i.e. δE = δs = φE = 4θ = 0°. A fixed receive SNR of ρr ,dB = 13 dB
is assumed.
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Figure 4.11.: Channel capacity as a function of earth station antenna spacing dE for various
antenna spacing ds on the satellite (single-satellite application).

All curves show the expected periodic behavior. Each capacity maximum corre-
sponds to one particular value of v. For example, the first and second maxima of
the blue solid curve at approximately 44.8 km and 134.4 km correspond to v = 1 and
v = 3, respectively. The keyhole capacity is obtained for v = 2 at 89.6 km because in
this case v is a multiple of V = 2. A large deviation of the optimal spacing d(opt)

E on
Earth is possible without a significant loss of Copt. The curves reveal that for small
antenna spacings in orbit and large spacings on the ground very large deviations
even in the kilometer-range are possible and still close-to-maximum capacity values
are obtained.

4.5.1.2. Two Satellites at Different Orbit Positions

In Figure 4.12 the situation is now reversed and the channel capacity is computed
for the case of a large spacing in orbit and a small spacing d(opt)

E on the ground.
Different satellite spacings of 1°, 2° and 3° are considered.

Since the spacing in orbit is much larger compared to the single-satellite case,
the minimum required spacing on Earth is now in the decimeter range (see Figure
4.6 again). The first capacity maximum for the curve of 4θs = 3° is achieved for
approximately d(opt)

E = 21 cm. As a consequence, the required positioning accuracy
on the ground must be increased, and the antennas must now be positioned within
a few centimeters. Taking the blue curve for 4θs = 3° as an example, only about
4dE = ±8 cm around the optimal spacing are now allowed in order to still achieve
approximately 95 % of Copt.
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Figure 4.12.: Channel capacity as a function of earth station antenna spacing dE for various
orbital spacings 4θs between two MIMO satellites (multiple-satellites appli-
cation).

4.5.1.3. Single-Satellite with More than two Antennas

Simulation results of 4C = C/Copt for different antenna numbers at each link end
are provided in Figure 4.13. A 2 × 2 MIMO satellite downlink is now compared
to a MIMO link with three, four and five antennas at each side. Moreover, the
normalized eigenvalues γw/|a|2 of the 4 × 4 MIMO link are additionally provided
in the lower part of the figure. A fixed satellite antenna spacing of ds = 2.5 m is
assumed for all considered cases. The remaining simulation parameters are equal
to those of Figure 4.11. The shown values of the parameter v and its location on
the x-axis correspond to the 4 × 4 MIMO link. In particular, vdE = 1 · 54 km and
vdE = 3 ·54 km = 162 km are optimal spacings. v = 2 and v = 4 are no valid integers
because two and four are both a multiple of V = 4. For v = 2 a local minimum is
obtained and v = 4 results in the keyhole capacity.

Only the spacing dE = 215 km (and multiples of this spacing) results in the exact
keyhole channel capacity Ckey for all curves. At this spacing, the differences between
the path lengths rdiff in (4.17) equals the carrier wavelength λ because v = V , e.g.
v = 4 in the case of the 4 × 4 MIMO satellite link.
While for a 2 × 2 MIMO channel the capacity oscillates exactly between Ckey

and Copt, additional local capacity maxima and minima are observed for MIMO
systems with more than two antennas at each side. Again, to obtain the global
extrema of the MIMO capacity, a distinct eigenvalue profile is required. Only if all
eigenvalues of HHH are equal, i.e. γw = V |a|2 ,1 ≤ w ≤ W , the optimum capacity
Copt is obtained. In contrast, all eigenvalues have to be zero except of one which is
then given by γ = M Z |a|2 in order to achieve the keyhole capacity Ckey.
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Figure 4.13.: Normalized capacity 4C versus antenna spacing dE for various numbers of
antennas (upper sub-plot), and the four normalized eigenvalues γw/|a|2 cor-
responding to the 4 × 4 MIMO channel (lower sub-plot).

This can be verified by comparing the relative capacity 4C of the 4 × 4 channel
with its eigenvalue profile in the lower part of Figure 4.13. While Copt occurs multi-
ple times for M = Z > 2 between 0 km < dE ≤ 215 km, the keyhole capacity occurs
only once at 215 km. The reason is that for W > 2 the MIMO channel provides more
than two eigenvalues, and the possibilities to form a particular eigenvalue profile are
increased. Consider the 4× 4 channel at vdE = 2 · 54 km as an example. Two out of
four eigenvalues γw are zero while γ3 = γ4 = 8 · |a|2, which results in a local capacity
minimum. A local capacity maximum is achieved at approximately dE = 87 km.
At this spacing three out of four eigenvalues are equal, i.e. γ2 = γ3 = γ4 = 5 · |a|2 ,
whereas γ1 = 1.
This can be exploited in the system design where, for example, the antenna

locations are constrained by local terrain so that the exact optimal position cannot
be used. It can be seen as a further degree of freedom for the design of a MIMO
satellite system with more than two antennas, in which close-to-maximum capacities
are sufficient. However, it has to be emphasized that, if one out of W eigenvalues is
zero, the spatial multiplexing gain is reduced to W−1 instead of W for an orthogonal
MIMO channel. Since the sum of all eigenvalues is fixed, the magnitudes of the
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Figure 4.14.: Setup of the MIMO satellite measurement system comprising two uplink ter-
minals Tx 1 and Tx 2, two receive terminals Rx 1 and Rx 2, and two GEO
satellites at different orbital locations [HSSK16].

remaining W − 1 non-zero eigenvalues are increased resulting in an increased SNR
at the receiver.
Although the sensitivity against ground antenna mispositioning is slightly in-

creased for MIMO arrays with more than two antennas, large deviations from the
optimal antenna location are still possible. Taking the blue curve in Figure 4.13
again as an example, 4dE = ±10 km around the optimal spacing of 54 km are pos-
sible and approximately 95 % of Copt can still be achieved.

4.5.2. Verification through Channel Measurements

To confirm the theoretical results on the optimal positioning of the MIMO anten-
nas, a real MIMO satellite measurement campaign has been conducted. The mea-
surement setup, the channel estimation approach and the results are thoroughly
described in [HSSK16, SHK16]. The key results are repeated here again.

Since a single-satellite with two antennas, overlapping coverages in up- and down-
link, the same frequency bands and polarizations is not yet available, a special setup
has been developed comprising two existing satellites working in the same frequency
band. In particular, the two satellites “EUTELSAT 7B” (E7B) and “EUTELSAT
10A” (E10A) have been used, which have a small frequency range in common, pro-
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Figure 4.15.: Antenna farm showing the transmit and receive antennas of the MIMO satel-
lite measurement system (Rx 2 is moveable on a bar).

vide an overlapping downlink coverage, use identical polarization, and are only 3°
apart (see Figure 4.14). To realize a real MIMO downlink, small receive antennas
with a wide main lobe were used so that both satellites can be received simul-
taneously while the receive antennas point directly between E7B and E10A. The
antenna separation on the ground between Rx 1 and Rx 2 were adjustable (see
Figure 4.15) so that the influence of the antenna geometry on the channel capacity
can be verified.
To distinguish between the effect of the amplitude and of the phase on the channel

capacity, and in order to identify which property of the channel matrix is responsible
for a potential capacity degradation, two normalizations of the 2×2 channel matrix
H̃ are introduced as follows:

Hfro = 2 H̃


H̃



F

, and [Hnorm]m,n =
hmn

|hmn |
(4.51)

where



H̃




F
denotes the Frobenius norm of matrix H̃. The first normalization is

physically exact in amplitude and phase. The relative differences between the am-
plitudes in H̃ remain unchanged and any potential amplitude imbalance from the
measurements can be identified. The second normalization reduces the channel
matrix to its phase entries and neglect all amplitudes. All potential pointing in-
accuracies or even slightly different payload gains are vanished, and the calculated
capacity purely depends on the path lengths between the satellite transmit antennas
and the ground terminal receive antennas.
The 2 × 2 MIMO downlink satellite channel was measured for different receive

antenna separations. By moving the receive antenna Rx 2 on the bar, the antenna
spacing dE has been adjusted in steps of 1 cm. At each position the channel Ĥ was
measured and the estimated channel capacity Ĉ using one of the normalizations of
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Table 4.2.: Parameters of the MIMO downlink measurement system.
Parameter Value
Carrier frequency fd = 12.5 GHz
Orbit position E7B θs,1 = 7°
Orbit position E10A θs,2 = 10°
Latitude earth station ULA φE = 48.0796°
Longitude earth station ULA θE = 11.6378°
Earth station ULA orientation δE ≈ −20°
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Figure 4.16.: Capacity estimation of the measured MIMO satellite channel and comparison
with simulation results, assumed ρr ,dB of 13 dB.

Ĥ, i.e. Ĥfro or Ĥnorm according to (4.51) were calculated.
To compare the measurement results with the theoretical prediction, C has also

been calculated based on the normalized 2 × 2 LOS channel according to (4.51)
by applying the exact geographical data of the antenna positions (see Table 4.2).
Using these parameters in (4.46) and solving for dE, the optimal spacing of the
receive antennas is d(opt)

E = 21.8 cm. Since V = 2, odd multiples of this spacing
on Earth result in an optimal MIMO channel and we expect for such spacings to
obtain a capacity maximum.
The capacity results are shown in Figure 4.16. The theoretical prediction of
C is compared to the estimate Ĉfro and Ĉnorm. For all three curves an SNR of
ρr ,dB = 10 log10 (ρr ) = 13 dB has been assumed.
First of all, the measurement results match very well with the theoretical sim-

ulations. All curves show the expected periodicity. Since the smallest spacing at
which the capacity becomes maximal was calculated as d(opt)

E = 21.8 cm, the first
and second maximum shown in the figure correspond to v = 7 and v = 9 and are
found at 7 · d(opt)

E = 1.53 m and 9 · d(opt)
E = 1.96 m, respectively. The keyhole channel
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is obtained at a spacing of 8 · d(opt)
E = 1.74 m. The measured locations of the capac-

ity maxima and minima as a function of the antenna spacing excellently match the
theoretical predictions.
Comparing Ĉfro with C, however, a slight degradation can be observed with

respect to the maximum capacity at the point dE ≈ 1.55 m. The reason for the
small degradation of Ĉfro with respect to the maximum is a slightly degraded link
budget. At a spacing of dE ≈ 1.55 m the moveable receive antenna Rx 2 experienced
a slightly higher depointing. This can be verified by comparing Ĉfro with Ĉnorm.
Since the small imbalance of the link budget between the MIMO paths during
the measurements is now eliminated, the slight degradation with respect to the
maximum capacity has vanished. Thus, the misalignment of Rx 2 pointing not
exactly at 8.5°East has been identified as the main error source for the measurement
of the optimal MIMO channel10.
Moreover, the keyhole capacity of Ĉfro and of Ĉnorm compared to C at the point

dE = 1.74 m is a bit increased. An error analysis provided in [HSSK16] with respect
to AWGN and phase noise have shown that presumably the phase noise in the mea-
surement chain is responsible for this slightly increased capacity estimation. This
effect is constraint by the measurement system. It does not lead to a correction of
the theoretical model on the optimal positioning of the MIMO antennas as derived
in Section 4.3. As a matter of fact, the curves in Figure 4.16 prove the predicted
dependence of the channel capacity on the arrangement of the antennas.

4.5.3. Capacity Gains Considering Directional Radiation Patterns

The achievable capacity gains are now analyzed when taking the antenna patterns
additionally into account. The use of directional antennas in FSS scenarios leads to
further constraints in the positioning of the antennas. It turns out that especially
the feasibility of multiple MIMO satellites is limited if the orbital spacings between
the satellites are not sufficiently small to limit the depointing loss.

4.5.3.1. Single-Satellite Scenario

In single-satellite applications it is reasonable to assume that all the earth station
antennas exactly point to the MIMO satellite. Thus, no depointing from ground-to-
space needs to be considered and it follows g(E)d,zm = 1,∀ z,m. From space-to-ground,
the coverage of a satellite antenna is usually limited to a particular geographical
area, depending on the frequency band and the size of the antenna aperture. The
10Since no beacon at 8.5°East were available, it could not exactly guaranteed that the receive

antennas perfectly point in between the two satellites at all times. Because of the movement
of Rx 2 on a rail in order to adjust the antenna spacing dE, small inaccuracies and variations
in pointing during the measurements are unavoidable.
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limited coverage of high gain satellite antennas results in an additional design con-
strain for the positioning of the earth station antennas. Note that this constrain
does not originate from the MIMO technology itself. The receiving antenna(s) must
basically see the transmitting antenna(s) and vice-versa, in order to achieve a suf-
ficient link budget and to close the link with high throughput. This requirement is
likewise important for conventional SISO systems as for MIMO systems.

Figure 4.17.: Two-dimensional capacity contour of a 2× 2 MIMO satellite scenario over the
map of Europe.

In Figure 4.17, the capacity is shown as a surface plot on the map11. The following
parameters have been used: The two satellite antennas with 1.8 m in diameter
are located at θs = 10°E having a spacing of ds = 6 m in the equatorial plane
(δs = 0°). They point to 45°N, 8°E.At the center of coverage (CoC), a receive SNR
of ρr ,dB = 23 dB at 12 GHz is achieved. The first ground station antenna is fixed
at 48°N, 11°E (marked by a red cross in Figure 4.17). The second ground station
antenna has been moved across the map and C was calculated for each location.

The oscillation between Copt and Ckey is again observed, which confirms the one-
dimensional results from Figure 4.11 and Figure 4.13. The capacity is sensitive
for antenna movements in the East-West direction while from the North to the
South huge distances are possible without a significant variation of C. The reason
is again that the satellite ULA is oriented in the East-West direction and, therefore,
ground antenna movements from North to South are invisible by the satellite array.
High capacity values (yellow color) are only obtained in areas at which the antenna
arrangement is optimal in the sense of (4.46) and the depointing from the satellite
antennas is sufficiently small. The best position for the second antenna would be

11Country borders have been created using Matlab source code that is © 2015, by Chad Greene.

70



4.5. Channel Capacity versus Antenna Spacing

0.5 1 1.5 24

6

8

satellite separation 4θs in degree

C
op

t
in

b/
s/

H
z

D = 0.6 m, f = 12 GHz, 3 dB-beamwidth = 3.22°
D = 1.2 m, f = 12 GHz, 3 dB-beamwidth = 1.61°
D = 1.2 m, f = 20 GHz, 3 dB-beamwidth = 0.96°
D = 2.4 m, f = 20 GHz, 3 dB-beamwidth = 0.48°
D = 4.6 m, f = 20 GHz, 3 dB-beamwidth = 0.25°

CSISO

95 % of Copt at
ρr ,dB = 13 dB

Figure 4.18.: Copt as a function of 4θs of two MIMO satellites for various earth station
antenna diameter and carrier frequencies.

in this example somewhere between southwest of France and northeast of Italy.

4.5.3.2. Two Satellites at Different Orbit Locations

In the case of multiple satellites at different orbital positions a depointing from
Earth-to-space must be considered. Simulation results of C as a function of the
orbital spacing 4θs between two satellites are shown in Figure 4.18. From space-
to-Earth no depointing is assumed, i.e. g

(s)
d,mz

= 1, ∀m, z. The results apply to
a 2 × 2 MIMO downlink in which the two earth station antennas directly point
in between the two satellites. The earth station array is located at 48°N and
the relative longitude is 4θ = 0°. The depointing loss from one earth station
antenna is, therefore, equal to both satellites. Various antenna diameters and carrier
frequencies are compared. The curves are based on an equal receive SNR of 13 dB
at the point of boresight. The capacity maximum at 4θs = 0.01° is therefore equal
for all curves, irrespective of the considered antenna size and frequency. In all cases
an optimal antenna arrangement according to (4.46) is assumed. For increasing
4θs, dE is decreased accordingly such that εrdiff = 0 is always ensured. Hence, the
y-axis shows Copt according to (3.18) and the capacity decrease is purely dedicated
to a reduced link budget. The results are compared to CSISO according to (3.20).
As expected, the larger the antenna aperture and the higher the carrier frequency,

the higher is the capacity loss for increasing 4θs. Moderate capacity losses are only
observed for antennas that have a sufficiently wide main beam. Two examples are

71



4. Capacity Performance of MIMO FSS Systems

the 60 cm dish, a typical dish size that is installed on roof tops of housholds, and
the 1.2 m antenna. The 5 % loss of Copt is shown as a horizontal line. Taking this
value as a lower limit, the satellite spacings must not exceed approximately 1.4°
and 0.7° in the case of a 60 cm dish or a 1.2 m dish, respectively. In the Ka-band
the main lobes are narrower and even 0.5° satellite spacing is too large for a 1.2 m
antenna to stay above the 5 % loss of Copt.
If the spacing of the satellites in orbit is too large and the antenna’s main beam

is too narrow, the depointing loss of the ground station antennas becomes the
dominating factor. This limits the achievable MIMO capacity in the multiple-
satellites scenario, even if the antennas are optimally arranged. From the simulation
results it is concluded that satellite spacings of more than 1.5° are not of relevance
for FSS.
Apart from the capacity loss due to depointing, the issue of ASI in the transmit

mode of the ground antennas additionally constrain the practicability of this cat-
egory of MIMO satellite applications. Neighboring satellite(s) in between the two
MIMO satellites may suffer from interference from the ground or produce interfer-
ence into the ground terminals that directly point to the adjacent satellite. This
must be considered in the design of a multiple-satellites application and, in fact,
further constrains the feasibility of multiple satellites at different orbital slots for
FSS applications.
In contrast to FSS, this category of applications is perfectly suited for mobile

satellite applications with non-directional antennas at the ground segment. Note
that the land mobile satellite channel significantly differs from the channel for FSS
because multipath and various shadowing-states of the LOS component must be
considered [FVCC+01]. One promising application example is UHF SATCOM, as
it has been proposed in [RCB16]. The applied user terminals are easy to deploy and
have broad beamwwidths so that precise pointing to the satellite is not required.
The terminals are able to operate with any UHF satellite that is visible in the
geostationary arc. The frequency of the radiowaves is sufficiently low such that the
radiowaves penetrate into buildings and foliage. This makes UHF SATCOM per-
fectly suited for military mobile applications and has turned UHF communications
to be the workhorse of every military mission. A severe drawback is the very low
spectral efficiency since the frequency spectrum cannot be reused. Strict frequency
coordination is necessary to avoid the interference with UHF satellites from other
constellations. The MIMO approach seems to be a very promising solution since the
idea is based on a full frequency reuse and the gain requires sufficient interference
from the involved antennas [RCB16]. Measurements of the UHF MIMO satellite
channel reported in [HSK17, SVK+17] have shown that the channel capacity can
be significantly increased. However, the UHF band is not in the scope of this work
and this applications scenario is, therefore, no longer considered here.
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4.6.ImpactofSatellite Movements

4.6.1.Rangeof MotionintheStation-KeepingBox

Inpracticeitisimpossibletoplaceasatelliteexactlyinanidealgeostationaryorbit

andtokeepthesatellitefixedinthisorbitduetoinaccuraciesinthethrusters,

uncertaintiesinthetrackingsystemandorbitperturbations. Asaresult,the

inclinationandtheeccentricityarenolongerzero,eveniftheyareverysmall,

andthesatellitefollowsnotexactlyacircularorbitwithaconstantidealradius

ofRo=42164.2km.ThesesmalldeviationsfromtheexactKeplerorbitcausean

apparentmovementofthespacecraftarounditsidealposition(seeFigure4.19a).

Asaresultofanon-zeroinclinationandanon-zeroeccentricitythelongitude,the

latitudeandtheorbitradiusofthesatelliteoscillateasafunctionoftime(also

knownaslibration).Inaddition,asmalldeviationfromtheidealsemi-majoraxis

leadtoadriftofthesatellitetotheEast(ifthesemi-majoraxisissmallerthan

Ro)ortothe West(ifthesemi-majoraxisislargerthanRo).

Theamplitudeoftheoverallorbitalmotionofthesatelliteisspecifiedbythe

station-keepingbox(seeFigure4.19b),whoselimitsareusually±0.05°inlongitude

andlatitudeand4×10−4ineccentricity[MB09]. Theattitudeofthesatelliteis

describedbyalocalcoordinatesystemwiththecenterofmassinitsorigin.Typical

rangesofrotationalshiftsare±0.2°fortheyawaxisand±0.05°fortherollaxis

andthepitchaxis[MB09].
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Table 4.3.: Deviations from optimal antenna array geometry due to satellite movements
(assuming the maximum dimensions of station-keeping box)

Type of satellite motion
��εrdiff ��

radial shift of ±17.5 km 4.9 × 10−4

longitudinal shift of ±32.5 km 9.5 × 10−7

latitudinal shift of ±32.5 km 9.5 × 10−7

rotation of ±0.2° in yaw axis 6.1 × 10−6

rotation of ±0.05° in roll axis 3.8 × 10−7

rotation of ±0.05° in pitch axis 3.8 × 10−7

4.6.2. Capacity Analysis for Single-Satellite Applications

In the single-satellite case, capacity degradations due to changes of the satel-
lite’s attitude and movements around its ideal position can generally be neglected
[KSO+08], [SKO+09]. The deviation of rdiff from the optimal value v · λ/V is too
small in order to observe a significant effect on Copt. Since the MIMO antennas are
fixed with the satellite, movements of the satellite and variations of the attitude
only slightly change the orientation of the satellite array. The antenna spacing ds
remain constant.
Results of εrdiff due to satellite movements within the ranges as defined by the

station-keeping box in Figure 4.19b are shown in Table 4.3. The values of εrdiff are
computed based on the following parameter setup:

antenna number: M = Z = 2, ground location: θE = φE = 0°
carrier frequency: f = 20 GHz, array orientation: broadside, δE = δs = 0°
satellite position: θs = 0°, antenna spacing: ds = 3 m, dE = 89.5 km

The values in Table 4.3 confirm that, in the case of a single-satellite, satellite
movements in the station-keeping box and changes of the satellite’s attitude can be
neglected as a potential source of capacity degradation.

4.6.3. Multiple-Satellites and Co-Located Satellites Applications

4.6.3.1. Type of Station-Keeping Strategy

If the antennas are deployed on different spacecrafts,12 independent movements of
the satellites directly affect the antenna spacing and array geometry in orbit. The
12The relative motion of the satellites with respect to each other is similar for both the multiple-

satellites scenario and the co-located satellites scenario. Both categories of application are
treated here together.
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extent of this relative motion depends on the type of station-keeping that is applied
to keep the satellites in the desired orbits. Basically the following two types can be
distinguished [Soo94, Li14]:

a) Uncoordinated station-keeping: Each spacecraft is operated independently
and is presumably handled by different control centers.

b) Coordinated station-keeping: The station-keeping and orbit control of each
satellite depend on each other and are jointly performed by one operator in
a single control center.

Simulation results will later show that an important target is to maintain the ge-
ometry between the satellites, which ultimately requires coordinated station-keeping
in order to achieve a constantly high capacity gain. This objective is also treated as
a formation flying or cluster geometry maintenance problem in the literature, e.g.
in the context of distributed space systems [WN12]. Several possibilities already
exist [Kaw90, MAG+99, dB17], one example is the master/slave (or leader/follower)
station-keeping approach [dB17].

4.6.3.2. Modeling the Satellite Movements

The following analysis has partly been published in [SK19] investigating the MIMO
capacity of two co-located satellites in longitude separation. The method can simi-
larly be used to analyze scenarios with multiple satellites on different orbital slots.
The key results and the applied approach is therefore summarized here again.

To analyze the impact of satellite movements on Copt, the model in Section 4.3.1.2
is extended to consider small inclination and eccentricity values as well as deviations
from Ro = 42 164.2 km. The approach relies on the method of linearized relative
satellite motion [Soo94]. The three-dimensional Cartesian position vector of the
z-th satellite is then given as

as,z =
[
Rz cos φs,z cos θs,z, Rz cos φs,z sin θs,z, Rz sin φs,z

]T
. (4.52)

The parameters φs,z , θs,z and Rz denote the latitude, the longitude and the orbit
radius, respectively, which are now time-varying parameters. They are given as
[MB09, Har95]

φs,z = ixz sin (Ψ (t − t0)) − iyz cos (Ψ (t − t0)) , (4.53)

θs,z = θ0,z − 3/24Rz

Ro
Ψ (t − t0) + 2exz sin (Ψ (t − t0)) − 2eyz cos (Ψ (t − t0)) , (4.54)

Rz = Ro + 4Rz − Ro

[
exz cos (Ψ (t − t0)) + eyz sin (Ψ (t − t0))

]
, (4.55)

with Ψ = 7.292 115 × 10−5 rad/s being the angular velocity of the Earth. The pa-
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rameters θ0,z and 4Rz denote the mean longitude at the epoch t0 and the deviation
of the actual semi-major axis from the ideal value Ro, respectively. Moreover,
iz =

[
ixz , i

y
z

]T and ez =
[
exz , e

y
z

]T denote the two-dimensional inclination and eccen-
tricity vectors, respectively. The six parameters iz , ez , 4Rz , and θ0,z are known
as equinoctial elements and they fully define the time-varying position of the z-th
satellite in orbit. The relative motion of two satellites with respect to each other
can be described by the difference between their equinoctial elements, i.e.

4θ0 = θ0,k − θ0,l, 4R = 4Rk − 4Rl, 4e = ek − el, 4i = ik − il, (4.56)

with k, l = 1, . . . , Z, k , l. The total distance between two satellites is calculated by
ds,kl =



as,k − as,l


.

The accuracy with which the satellites can be maintained in its GEO is limited
because of the following two main reasons: Firstly, estimation errors of the orbit
determination system lead to inaccurate orbit parameters of the satellites. The ap-
proximate values are then the basis to determine station-keeping and cluster-keeping
maneuvers. Secondly, inaccuracies of the propulsion system must be considered,
which result in small positioning errors of the spacecrafts after a maneuver. To ac-
count for small inaccuracies in the positioning of the satellites, normally distributed
random errors on the equinoctial elements of the z-th satellite are introduced as
follows [Soo94], [Har95]:

ez = ēz + εe,z, εe,z ∼ N2
(
[0,0]T, σ2

e I2
)
∀ z,

iz = īz + εi,z, εi,z ∼ N2
(
[0,0]T, σ2

i I2
)
∀ z,

θ0,z = θ̄0,z + εθ,z, εθ,z ∼ N
(
0, σ2

θ

)
∀ z,

4Rz = 4R̄z + ε4a,z, ε4a,z ∼ N
(
0, σ2

4a

)
∀ z,

(4.57)

where ēz, īz, θ̄0,z and 4R̄z denote the exact values of the eccentricity vector, the
inclination vector, the mean longitude and the deviation of the semi-major axis,
respectively. The parameter ε denotes the random variable with zero mean and
standard deviation σ, where a proper subscript is chosen to distinguish the errors
between the six equinoctial elements. Since neither a particular orbit determina-
tion system is considered nor a specific type of thrusters is presumed, all random
variables are assumed to be mutually independent.

4.6.3.3. Capacity Analysis Assuming Ideal Orbit Elements

The impact of independent motion of two satellites on Copt is analyzed first assuming
ideal orbit elements, i.e. the errors ε as defined in (4.57) are zero. The parameter

76



4.6. Impact of Satellite Movements

Table 4.4.: Parameter setup to analyze capacity degradations of the multiple/co-located-
satellites scenario

Parameter Value
A) General Parameters: Number of antennas N = Z = M = 2

Total receive SNR 19.5 dB
Up-/downlink frequency fu = 14 GHz, fd = 12.5 GHz

B) Transmit Station: ULA center (φE, θE) 48°N, 13°E
ULA orientation δE = 0°
antenna spacing d(opt)

E = 10.75 m
uplink EIRP Pt = 80 dBW

C) Satellite: location cluster center θs = 13°E
satellite spacing 4θs = 0.05°
payload gain |as |

2 = 206 dB
D) Receive Station: ULA center (φE, θE) 36°N, 67°E

ULA orientation δE = 0°
antenna spacing d(opt)

E = 25.95 m

setup is summarized in Table 4.4. Note that at t0 the antenna arrangements in
the uplink and downlink are optimal. The optimal antenna spacings have been
calculated using (4.46). Thus, at the beginning of a station-keeping cycle (time
t = t0), the up- and downlink channels H̃u and H̃d are optimal and provide the
maximal number of two equally strong sub-channels.
Simulation results over five sidereal days are summarized in Figure 4.20. Figure

4.20a shows 4C as defined in (4.20) for three different equinoctial element setups.
Figure 4.20b illustrates the satellite spacing for the particular setup ‖4e‖ = 0, ‖4i‖ =
0.0012, which corresponds to the blue capacity curve in Figure 4.20a.
In all three cases of Figure 4.20a, the mean longitude drift between both satellites

differs because of 4R1 = 0.5 km,4R2 = 0 km. Hence, satellite one performs a drift to
the West while the mean longitude of the second satellite remains constant resulting
in an increased longitude spacing over time (see also the dashed curve in the lower
plot of Figure 4.20b). The mean capacity decreases for increasing t because the
channel in the uplink and the downlink are no longer optimal. The higher the
value of 4R = |4R2 − 4R1 |, the steeper the slope of Ro

(
θs,2 − θs,1

)
, and the more

rapidly the capacity degrades (not shown in the figure).
Moreover, the capacity oscillates if either the inclination vectors (blue curve)

or the eccentricity vectors (red curve) or both of the individual orbits are not in
parallel because the geometry between the satellites fluctuates (please also refer
to Figure 4.20b, in particular the variation of the total separation ds,21). Station-
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Figure 4.20.: MIMO capacity (a) of Z = 2 co-located satellites in longitude separation for
various inclination and eccentricity vectors; satellite separation (b) for the case
of parallel eccentricity and orthogonal inclination vectors; 4θ0 = 0.05°, i1 =
i2 = 0.05°, e1 = e2 = 0.0002,4R1 = 0.5 km,4R2 = 0 km

keeping of MIMO satellites must therefore target for correlated eccentricity and
inclination vectors. In addition, the relative longitude drift must also be similar
to keep the satellite spacing constant, which necessitates the implementation of a
coordinated station-keeping strategy. This result applies to both MIMO categories
of application, co-located satellites in longitude separation and multiple-satellites
at different orbital slots.

4.6.3.4. Capacity Analysis Including Orbit Parameter Errors

Coordinated station-keeping is now assumed and the station-keeping maneuvers
target to maintain fully correlated inclination and eccentricity vectors as well as
a zero difference in the mean longitude drift rates, i.e. ‖4e‖ = ‖4i‖ = 4R = 0.

78



4.6. Impact of Satellite Movements

7 8 9 10 11 12 130

0.2

0.4

0.6

0.8

1

C in b/s/Hz

P
( C

p
<
C
)

low accuracy, 4t = 3 d
high accuracy, 4t = 3 d
high accuracy, 4t = 7 d
high accuracy, 4t = 7 d, σ4a = 0

C
op

t

C
SI
SO

Figure 4.21.: Cumulative distribution function of C as a result of a Monte Carlo simulation.

However, due to the errors ε as introduced in (4.57), the actual differences between
the equinoctial elements will not be equal to Zero.
Monte Carlo simulations have been performed assuming the following two sets of

equinoctial variable errors as reported in [Soo94, Har95]:

Parameter high accuracy low accuracy
3σe ±0.9 × 10−5 ±4.5 × 10−5

3σi ±0.7 × 10−5 ±3.4 × 10−5

3σθ ±0.0014° ±0.0075°
3σ4a ±100 m ±500 m

While the errors in the column low accuracy constitute a conservative assumption
and can be easily achieved in practice, some additional effort (e.g. a second rang-
ing antenna) is necessary to achieve the error levels in the column high accuracy
[Soo94].13

The simulation results for both sets of error values are shown in Figure 4.21. Two
durations of station-keeping maneuver cycles are considered (4t = 3 d and 4t = 7 d),
after which potential longitude drifts are corrected. In all cases a minimum spacing
of 10 km between the satellites was assured, and the satellites were always kept
within the longitude deadband of ±0.05°.

13The actual error values can substantially differ because they strongly depend on the tracking and
the thruster system (to only name a few relevant parameters, one must generally distinguish on-
board vs. ground based tracking, number of tracking stations and their relative position to the
satellites, electrical vs. chemical propulsion, location and number of the thrusters and related
cross-coupling effects, etc.). However, the error values termed as low accuracy are construed
as a worst case scenario [Soo94, Har95]. Current state-of-the-art technologies such as Global
Positioning System (GPS) support on GEO satellites lead to much better orbit determination
and station-keeping accuracies [dB17, CB94] so that the error values stated as low accuracy
can easily be improved with manageable practical effort.
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As expected, the smaller the errors of the equinoctial elements the lower is the
capacity degradation. Even in the case of low positioning accuracy (blue curve),
more than 11 b/s/Hz (approximately 85 % of Copt = 13 b/s/Hz) is obtained in 90 %
of all observations. Compared to the state-of-the-art SISO satellite system with
CSISO = 6.5 b/s/Hz, this constitutes a capacity gain of 1.7. If the satellite orbits can
be maintained with high accuracy, the capacity loss is almost negligible. At least
C = 12.6 b/s/Hz (97 % of Copt) are achieved in 95 % of the time (red solid curve).
The capacity degradation depends on the station-keeping cycle 4t after which a

new longitude maneuver can be performed. Shorter cycle durations allow a more
frequent correction of a deviation of 4R from Zero (compare the red dashed curve
with the red solid curve). If we set, in an ideal case, the error of the semi-major
axis for both satellites to σ4a = 0, the mean longitude spacing remain constant
over time and is no longer affected by a difference in the satellite drifts. In this
case, the capacity degradation becomes independent of the longitude correction
cycle (red dot-dashed curve), which motivates the implementation of a longitude
station-keeping with high accuracy.
The simulation results show that for a constantly high MIMO capacity gain a

coordinated station-keeping strategy is necessary that includes the maintenance of
the geometry, in particular the longitudinal spacing between the satellites. This
constraint for future MIMO multi-satellite systems is not seen as critical since sev-
eral concepts with sufficiently high positioning accuracy and only small additionally
required propellant consumption already exist. For example, the authors in [CB94]
have proposed a GPS-based formation-keeping approach with which the position
deviations can be maintained within a fraction of a kilometer after 40 h of small
orbit control maneuvers. At the same time the additional fuel required to accu-
rately control the satellite motion to a predetermined ephemeris is small and does
not exceed 2.5 m/s per year [CB94].

4.6.3.5. Relation Between Positioning Accuracy and Satellite Spacing

It can be shown that the required accuracy to maintain the longitude spacing can
be relaxed when the nominal spacing 4θs is increased. To this end, the deviation
εrdiff from the optimal array geometry as a function of longitude satellite motion is
calculated, which is given as

εrdiff =
vd(opt)

E

(
d(opt)

s + 4ds
)
/rmin · ar f − v · λ/V

λ/V
= v
4ds

d(opt)
s

. (4.58)

The parameter 4ds denotes the deviation from the optimal spacing d(opt)
s ≈ 4θsRo in

meter and describes the (differential) longitude movements. The value of 4ds must
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Figure 4.22.: Deviation from the optimal antenna arrangement due to independent satellite
movements for various nominal orbital spacings 4θs.

be decreased when 4θs is decreased for the same deviation εrdiff . In other words,
the smaller 4θs the higher is the positioning accuracy. This linear dependence of
εrdiff on 4θs is intuitively clear as the same satellite movement appears small for
a large satellite array and their effect is enhanced if the satellite array is small.
While 4θs ≤ 1.5° has been identified as an upper bound to limit SNR losses due
to antenna depointing (see Section 4.5.3), equation (4.58) impose a lower limit for
4θs in dependence on 4ds.
Second, the linear dependence of (4.58) on v clearly suggest not to make use of the

periodicity of the solution (4.46). Since d(opt)
E in a multiple-satellite scenario is in

the decimeter range (see Figure 4.6 again), it seems to be an attractive possibility
for the system designer to exploit the periodicity by choosing valid multiples of
d(opt)

E . However, the slope of εrdiff linearly increases with v and the same magnitude
of satellite movements become, therefore, more severe.
Figure 4.22 shows the relation between εrdiff and 4ds for various nominal spacings
4θs. Consider the case of two MIMO satellites that are separated by nominally
4θs = 0.4° as an example (yellow curve). The link shall be operated with an SNR of
ρr ,dB = 13 dB. To limit the capacity degradation to 0.4 % of Copt,

��εrdiff �� ≤ 0.1 must
be ensured and, thus, the differential longitude librations must not exceed 4ds =

30 km. The results in Figure 4.22 show also the three-times increased positioning
accuracy if v is set from one to three (compare green solid with green dashed curve).
Instead of increasing v to increase v · d(opt)

E , the orientation of the earth station
ULA δE can be changed. If the arrays deviate from broadside, the antenna spacings
must be increased to still obtain Copt (see also Figure 4.8 in Section 4.4.3 again).
This possibility is illustrated in Figure 4.23, in which the channel capacity is shown
as a contour plot projected onto an image. While the first receive antenna is fixed
(red cross in the figure), the second receive antenna has been moved. Instead of
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Figure 4.23.: Capacity contour of a 2 × 2 MIMO dual-satellite scenario (satellite spacing
4θs = 0.5°, θs = 10°W, f = 11 GHz, ρr ,dB = 13 dB, background image © 2018
Google, map data © 2018 GeoBasis-DE/BKG (© 2009), Google).

increasing v, the second receive antenna can be moved on the first capacity maxima
next to the red cross to the North or to the South. The actual spacing between the
two receive antennas is then sufficiently large, whereas the relevant antenna spacing
with respect to the two satellite antennas in the GEO is still ar f · d

(opt)
E .

4.7. Impact of the Atmosphere

4.7.1. Impact of Atmospheric Phase Disturbances

It can be shown that the channel capacity remain unaffected by the phase distur-
bances ξu,n in the uplink channel and ξd,m in the downlink channel. To this end,
first rewrite (3.2) to

C = log2
©­«det ©­«IZ +

ρu
N

H̃uH̃H
u ·

IZ −
(
IZ +

σ2
ηu

σ2
ηd

FHH̃H
d H̃dF

)−1ª®¬ª®¬ . (4.59)

To analyze the impact of atmospheric phase disturbances, consider the case where
all MIMO antennas are perfectly aligned such that Gu = 1, Gd = 1. Applying the
channel matrices H̃u = HuDu and H̃d = DdHd as defined in (2.7) to (4.59), it follows
for the MIMO channel capacity

C = log2
©­«det ©­«IZ +

ρu
N

HuDuDH
u HH

u

IZ −
(
IZ +

σ2
ηu

σ2
ηd

FHHH
d DH

d DdHdF
)−1ª®¬ª®¬ . (4.60)
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The matrices DuDH
u and DH

d Dd are diagonal matrices having the elements
��ςu,n

��2 ,n =
1, . . . ,N and

��ςd,m
��2 ,m = 1, . . . ,M on their main diagonals, i.e.

DuDH
u = diag

{��ςu,1
��2 , . . . , |ςN |2} , and DH

d Dd = diag
{��ςd,1

��2 , . . . , ��ςd,M
��2} . (4.61)

Consider now the case that
��ςu,n

�� = 1 ∀n and
��ςd,m

�� = 1 ∀m, i.e. no additional path
attenuation is assumed in the uplink and the downlink. It follows that DuDH

u = IN
and DH

d Dd = IM . Hence, the MIMO channel capacity is not reduced by atmospheric
disturbances of the signal phase.

4.7.2. Verification through Channel Measurements

The model in (2.13) assumes that the phase disturbance of two LOS rays ending at
the same earth station antenna are identical because the horizontal separation of two
paths is less than 0.5 cm (see the example in Section 2.2.3.2 again). This assumption
has been verified through interferometric measurements in the Ku-band at 12.5 GHz
[SHK15a, SHK15b]. Two ground antennas pointed to one single-satellite and re-
ceived the same satellite signal (e.g. the beacon). The phase difference between
the two receive signals have been measured and recorded for several months. The
correlation between both receive signal streams reveal the desired phase difference.
After a correction of imperfections of the receiving equipment (e.g. temperature
drifts between the cables), a measurement sensitivity of better than 0.5° root mean
square (RMS) with a resolution of 1/100 Hz was achieved.
Note that this measurement setup constitutes a worst-case scenario because the

antennas on Earth were separated by a few meters. In this case, the horizontal
distance between the two LOS paths through the atmosphere was approximately
2 m. Since rmin � ha ≤ 20 km, this spatial separation of 2 m of the two LOS paths
through the turbulent atmosphere remain almost constant. In this respect, the
results reported in [SHK15a, SHK15b] constitute a worst-case scenario.
Figure 4.24 is reproduced from [SHK15a, SHK15b] and shows a three-days snap-

shot of the RMS phase difference σp between two paths (lower part of Figure 4.24).
The measured phase difference is related to local weather phenomena. The re-
sults indicate that the sun and the rise of the phase fluctuations between adjacent
LOS paths are correlated. The maximal observed RMS phase difference was only
slightly above 2°. A cumulative distribution function (CDF) of all the measurement
data within one month shows that 99 % of all observations were below σp = 2.8°
([SHK15a, Fig. 5]). These measurement results are basically in line with the results
reported from other campaigns, e.g. in [KCS+00, KIK86, KHL+12, MDAN13].14

14Note that it is very difficult to directly compare results from other measurements because the
scope, measurement setup and signal processing prior to the estimation process differ. Most
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Figure 4.24.: Analysis of phase difference within a three day period; clouds are given in
okta, wind in Beaufort, rain as a binary indicator and the visibility of the sun
in minutes per hour [SHK15b]

Based on these results, the potential capacity degradation due to phase pertur-
bations in the channel are now evaluated. To this end, the additional phase offset
4φm between two receiving paths at the m-th receive antenna is introduced. The
phase-impaired channel matrix of a 2 × 2 MIMO downlink can then be modeled as

H(p)d = ad


e− j

(
2π
λd

rd,11+4φ1
)

e− j 2π
λd

rd,12

e− j 2π
λd

rd,21 e− j
(

2π
λd

rd,22+4φ2
) .

Potential depointing losses are neglected, i.e. perfect alignment of all antennas is
assumed (Gd = 1). Furthermore, the relative phase offsets 4φm are statistically
modeled following a Gaussian distribution [Whe01] with variance σ2

p :

4φm ∼ N(0, σ2
p), ∀m.

of the interferometric measurements focus on celestial observations of stars or galaxies. The
received signals are averaged over long time spans to improve the results and reduce the noise.
Atmospheric phase fluctuations are effectively reduced, which contradicts the objective of the
measurements in [SHK15b]. The performance of the system described in [SHK15a] constitutes a
balanced compromise between measurement accuracy (better than 0.5° RMS phase difference)
and temporal resolution (1/100 Hz).
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Figure 4.25.: Empirical CDF of the capacity Cp due phase impairments in the channel for
different σp (reproduced from [SHK15b]).

Applying the same model in the uplink, the instantaneous channel capacity Cp is
calculated by using H(p)u and H(p)d in (3.1).

The results of a Monte Carlo simulation of Cp are shown as an empirical CDF
in Figure 4.25. To calculate the capacity for each observation a receive SNR of
ρu |au |

2 = ρd |ad |
2 = 16 dB has been assumed. The result based on the highest re-

ported value measurement result of σp = 2.8° from [SHK15a, SHK15b] is compared
to the values of σp = 5.25°, which has been reported in [KHL+12], and of σp = 36°
reported in [KCS+00]. The values of σp = 5.25° and σp = 36° have been measured
for an antenna distance of 33 m and 100 m at a carrier frequency of 12.4 GHz and
11.7 GHz, respectively.

The results for σp = 2.8° and σp = 5.25° show no significant loss in the channel
capacity. Only for the very high value of σp = 36°, a capacity loss can be observed.
However, for 80 % of all observations at least 0.92 · Copt = 8 b/s/Hz is obtained.
Recall that the measurement results apply for carrier frequencies around 12 GHZ.
Measurement results for higher frequency bands, like for example the Q/V-band,
are not yet available. Further campaigns are necessary to validate the model as-
sumptions also for higher frequencies. Particularly the Q/V-band is of interest and
a promising candidate for future MIMO HTS scenarios.
Since Q/V-band measurements are not yet available, it is assumed that the phase

disturbances at those frequencies are comparable to the perturbations at 12.5 GHz.
If the worst-case value of σp = 2.8° from the measurements in [SHK15a] are applied
to a 60 GHz carrier, the RMS phase difference between two LOS paths must be
scaled according to 60 GHz/12.5 GHz · 2.8° < 14°. The simulation results for the
value of σp = 14° are additionally presented in Figure 4.25. The curve for σp = 14°
show that the capacity degradation remain very low.
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Figure 4.26.: Capacity degradation due to tropospheric attenuation at the transmit and
receive antennas.

4.7.3. Impact of Atmospheric Attenuation

The diagonal matrices DuDH
u and DH

d Dd in (4.61) contain the additional path at-
tenuation in the uplink and downlink channel, respectively. While

��ςd,m
��2 reduces

the receive SNR ρd |ad |
2 individually at the m-th ground antenna, the values of��ςu,n

��2 reduce the radiated power of the n-th transmit antenna.
Figure 4.26 shows the impact of tropospheric attenuation on Copt. The relative

capacity of a SISO system is compared to a 2× 2× 2 FMS and a 3× 2× 3 GDS. The
case of one antenna in the uplink and downlink is faded (black, blue and red curves)
is compared to the case that two out of three ground antennas in the uplink and
downlink are faded (yellow curve). The curves show that the capacity degradation
of a MIMO system relative to the respective optimum Copt is always less than that
of the SISO system. Only if all MIMO antennas are faded simultaneously, the slopes
of the MIMO curves equal then the slope of the SISO curve [SKL09, KSL10] (not
shown in the figure). This gain is a result of a site-diversity effect. An additional
attenuation of, for example, 4 dB at one antenna does not result in a 4 dB lower
SNR in one of the two equivalent sub-channels because all MIMO ground antennas
contribute equally to the total receive SNR. Finally, the capacity advantage of the
SAF over the NAF relay system can be observed when the orthogonality is lost
between the row and column vectors in H̃u and H̃d, respectively.

4.8. Key Results and Main Contribution

The key results and the main contribution of this chapter are summarized as follows:
1. Optimal Positioning of MIMO Antennas (OPA): The requirements for

optimal MIMO satellite channels were derived. The lengths of the LOS propa-
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gation paths must have a particular difference so that the signals at the receive
antennas are combined with a distinct offset in phase. This requirement of
different path lengths leads to specific geometrical arrangements of the anten-
nas. The criterion of the Optimal Positioning of the MIMO Antennas (OPA)
is presented in (4.46) that allows to optimally place the antennas on Earth in
dependence on the locations of the antennas in the GEO. The OPA has been
verified through real MIMO channel measurements.

2. Applicable to uplink and downlink: The OPA criterion is valid for the
uplink and the downlink. It can be used to calculate the optimal transmit
antenna positions and the optimal receive antenna positions on the ground in
relation to the satellite antennas.

3. Antenna Spacing: The antenna spacing is a key design parameter. Because
of the very large distance of around 36 000 km between the earth stations and
the GEO, comparably large antenna spacings are required, either on ground
or in orbit. Figure 4.6 provides an excellent overview of the necessary spacing
on the ground in relation to the antenna spacing in the GEO. As a general
rule, the larger the spacing in orbit, the smaller is the spacing on ground and
vice-versa.

4. The orientation of the antenna arrays with respect to each other is a
further important parameter that directly affects the required antenna spac-
ing. The smallest spacing is generally obtained if the antenna arrays are in
broadside. If instead the earth station array is perpendicular to the axis of
the satellite array, no difference in the phase of the receive signals can be
observed. In such a keyhole configuration the available spatial sub-channels
reduce to one, and only the minimum MIMO capacity is achieved.

5. Definition of MIMO Application Categories: The possibility to differ-
ently deploy the antennas in the GEO has led to the definition of three basic
categories of MIMO SATCOM applications: the Single-Satellite Application,
the Co-Located Satellites Application and the Multiple-Satellites Application.

6. Depointing Loss and Antenna Patterns: The maximum antenna spac-
ing is constrained by the depointing loss of high-directional antennas. This
limits the achievable capacity of the Multiple-Satellites Application. If the
satellites are more than 1.5° apart, the depointing loss dominates the capacity
degradation making this scenario impracticable for FSS applications.

7. Positioning Accuracy on the Ground: The necessary positioning accu-
racy with respect to the optimal antenna spacing on the ground depends on
the category of MIMO applications. If the minimum spacing on the ground
is large (Single-Satellite Application), huge deviations in the kilometer-range
are possible and still the close-to-maximum channel capacity can be achieved.
The required positioning accuracy increases to the decimeter range for Co-
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Located Satellites Applications and to the centimeter range for Multiple-
Satellites Applications.

8. Longitude Reacquisition of a Single Satellite: Once an optimal arrange-
ment of the ground antennas has been installed, a huge part of the GEO can
be used with this fixed installation without entailing a significant capacity
loss. Depending on the orientation of the antenna arrays with respect to each
other, the part of the geostationary arc that can be covered ranges from some
tens of degrees up to the entire visible arc.

9. Non-ideal GEO and Station-Keeping Requirements: No capacity degra-
dation is observed if a single-satellite moves within the limits of a typical
station-keeping box. In the case multiple satellites in different orbits (co-
located or in different orbital slots), coordinated station-keeping and cluster
maintenance maneuver are necessary to limit the capacity variation due to
independent satellite movements. State-of-the-art techniques are sufficient to
achieve the necessary positioning accuracy.

10. Impact of the Troposphere: The results of interferometric channel mea-
surements reveal that differential phase perturbations in the troposphere are
very small such that the optimal capacity is not significantly degraded. Tropo-
spheric attenuation at the transmit antenna and at the receive antenna leads
to a attenuation of the effective EIRP and the receive SNR, respectively.

The results in this chapter indicate that the Single-Satellite Application is the
most promising candidate application for MIMO over satellite. The complexity
in the space segment and the expected capacity losses under real conditions are
significantly lower compared to the case of multiple satellites (co-located or on
different orbit positions). An example of a LLMF payload has been proposed in
Figure 3.2. The main advantages of the Single-Satellite Application are summarized
as follows:

• simplified station-keeping, no additional requirements
• no capacity degradation due to satellite motion
• implementation of the SAF architecture is possible (assuming DTP)
• no ground antenna depointing losses
• low requirements on positioning accuracy of ground antennas

The MIMO category of the Single-Satellite Application is the perfect candidate
to address the data rate demands in future high-throughput satellite (HTS) ap-
plications. A MIMO system proposal based on a HTS scenario is presented next
revealing the great advantage of spatial MIMO compared to the state-of-the-art.

88



5. MIMO HTS System Proposal

The proposed concept of spatial MIMO based on distributed antennas is now ap-
plied to a high-throughput satellite (HTS) system. HTS systems represent the most
recent and powerful satellite architectures for high-data rate multicast and unicast
communications. The aim of this chapter is to show how greatly state-of-the-art
satellite systems can benefit from spatial multiplexing in both their uplink and
their downlink if the design requirements derived in Chapter 4 are appropriately
considered. In the following example, the theory from Chapter 4 will be used to
maximize the sum throughput of an HTS system. This system proposal and the
following results have recently been published in the journal paper [SDSK19].

5.1. System Description

The considered FSS scenario belongs to the class of single-satellite MIMO appli-
cations since one HTS equipped with several antennas is considered. The MIMO
HTS system architecture is shown in Figure 5.1. The focus is on the forward link
from the gateway to the users.
The Earth portion of the MIMO feeder link consists of N = 2 gateway antennas,

separated by several kilometers (30 km to 50 km) and inter-connected via a central
processing unit which supervises the generation of the transmit signals. Time and
phase synchronization of the antennas is ensured. RF-over-fiber transport can, for
example, be used for this purpose [LLT14]. This technology has been successfully
applied at the NASA deep space network, where antennas separated by more than
10 km must be synchronized for deep space communications. In the following, it is
assumed that the inter-connection between the gateway antennas is perfect.
At the satellite, Zr = 2 receive antennas are positioned ds = 3 m apart, consti-

tuting the receive array of the MIMO feeder link. To operate this feeder link, the
bands 42.5-43.5 GHz and 47.2-50.2 GHz are exploited such that a total bandwidth
of 4 GHz per polarization state is available. The receive antennas cover the same
geographical region centered in the middle of the gateway array, and the assump-
tion is made that their beamwidth is sufficiently large. In that way, the antennas
are relatively close to the beam center, and the receive antenna gain is maximum
for all transmit-receive antenna links.
The satellite payload relies on a bent-pipe architecture with cross-strapping from
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Figure 5.1.: Proposed system architecture [SDSK19]: (a) Block diagram of the payload. (b)
Two gateway antennas are fed with signals by a common gateway station (cen-
tral processing). (c) Illustration of the 16 spot beam footprints (3 dB contours).
Source feed and reflector are labeled inside every footprint.
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Figure 5.2.: Single polarization frequency plan for up- and downlink [SDSK19]. FFR in the
Ka band downlink. The multiplexing gain enables a parallel transmission of
two feed signals by the feeder link within the same frequency segment of the V
band. The numbers indicate the corresponding beam according to Figure 5.1

.
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the V band feeder uplink to the Ka band user downlink (see Figure 5.1a). No signal
processing is considered in the payload to keep the satellite complexity low. The
payload translates all incoming frequency bands to the same frequency band in the
Ka band to enable FFR (see Figure 5.2). Colored bandpass filters in Figure 5.1a
indicate the corresponding frequency range according to Figure 5.2
The downlink part of the HTS system is made of Zt = 16 Ka band user beams

(see Figure 5.1c) delivering different data contents to fixed single antenna UTs. On
the satellite a single-feed per beam (SFPB) architecture with Zrefl = 4 multibeam
reflectors is considered. The reflectors are geometrically arranged as a uniform
circular array with a diameter of 3 m. On Earth a total of Ktot UTs are uniformly
distributed over the area covered by the Zt beams. A downlink bandwidth of
500 MHz within the range of 19.7-20.2 GHz is available in the service zone. Since
an FFR scheme is addressed, this frequency band is jointly utilized by all beams.
The achievable multiplexing gain offered in the downlink is limited by the number

of downlink feeds. Hence, a group of up to Zt = 16 UTs can be served simultaneously
via space division multiple access (SDMA). Thus, the user downlink forms at most
a 16 × 16 MIMO channel. Since Ktot � Zt, additional user scheduling is necessary
to build groups of UTs that will be served in different time slots based on a time
division multiple access (TDMA) scheme. The approach from [SK17] will be applied
to schedule the Ktot users.

5.2. Channel and System Model

5.2.1. MIMO Feeder Uplink and Multibeam Downlink Channel

The MIMO feeder link channel for the MIMO HTS scenario is modeled in the
equivalent baseband using a block diagonal matrix

H̃u = diag
{
H̃u,1, . . . , H̃u, Zt

2

}
∈ CZt×Zt, (5.1)

where H̃u,l is a 2 × 2 channel matrix between the N = 2 gateway antennas and the
Zr = 2 satellite receive antennas. The index l distinguishes the Zt/2 different center
frequencies required due to the use of frequency division multiple access (FDMA) in
addition to SDMA in the feeder uplink. Each entry h̃(u)

l,zn
corresponds to the channel

coefficient from the n-th gateway antenna to the z-th satellite receive antenna at the
l-th center frequency and takes both the free space propagation and the atmospheric
impairments into account as well as the antenna patterns into account. Thus, the
entries of H̃u,l are modeled according to (2.15).
In case of FFR, an arbitrary UT can potentially receive signal portions from all

feeds. The antenna patterns of the multibeam antennas play an important role to
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B H̃u +

ηu

as · IZt H̃d +

ηd
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Gateways Feeder link Satellite User links Receivers

Figure 5.3.: Block diagram of the transmission chain

assess the achievable gains and must carefully be taken into account. Similar to
the uplink, the downlink channel matrix H̃d ∈ C

K×Zt is modeled according to (2.16)
with the antenna patterns given by (2.9).
As stated before, only up to K = Zt users can be simultaneously served within

a single time slot. In order to supply all users with individual data, scheduling is
necessary, i.e. the Ktot UTs must be divided into groups of at most Zt users. Hence,
in addition to spatial multiplexing, a further multiple access scheme like TDMA
is necessary to support all users with individual data. Note that without spatial
multiplexing, Ktot time slots would be necessary while with MIMO the number of
necessary time slots reduces to Ktot/K.
The results of Chapter 4 have shown that the achievable data rate of any MIMO

SATCOM scenario crucially depends on the location of the involved antennas. Since
the locations of the users are arbitrary and do not follow any regular placement,
an analytic solution for the optimal placement, like the one that has been derived
in (4.46) for ULA arrangements, cannot be found here. However, the requirement
of pairwise orthogonal channel vectors as formulated in (4.1) still holds. Assuming
an optimal setup in the sense of (4.1), then all K UTs of a group have orthogonal
channel vectors. However, the probability that such a set of UTs exists is zero for
a finite number Ktot [SUBW04]. The idea of the proposed user grouping algorithm
in [SK17] is, therefore, to combine UTs with channel vectors that are at most
orthogonal. The orthogonality between two UTs is quantified by means of the
scalar product of the two channel vectors according to (4.1). Since equality in
(4.1) cannot be obtained for a finite set of channel vectors, the algorithm allows a
small deviation from exact zero. This threshold is a design parameter and controls
the entire system performance in terms of throughput [SK17]. The user grouping
algorithm in [SK17] is applied here to schedule all users into NG disjoint groups.

5.2.2. MIMO HTS System Model

The equivalent baseband model of the HTS system under study is now introduced.
Figure 5.3 shows a block diagram of the transmission chain with the associated
notations. Let s = [s1, . . . , sK ]T ∈ CK×1 be the vector of data symbols to be trans-
mitted in a given time slot to a group of K non-cooperative single-antenna UTs,
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where sk is the symbol for the k-th user. These symbols are chosen from a constella-
tion alphabet15 A with unit variance, and are uncorrelated such that E

{
ssH}

= IK .
In the central processing unit of the gateway, a linear transformation of the data
vector s is performed using a precoding matrix B ∈ CZt×K . This matrix aims to
mitigate the interference between the symbols transmitted in the same frequency
channel in the uplink as well as in the downlink. For its computation full CSI of the
uplink and the downlink is assumed in the central processing unit of the gateway.
Recall that the focus here is not on the design of the precoding matrix. The applied
approach to derive B is thoroughly explained in [SDSK19].
Denoting by Pu/N the maximum EIRP per gateway antenna, the following con-

dition must be fulfilled

tr
{
BHQ̄nB

}
≤ Pu/N , n = 1,2. (5.2)

The matrix Q̄n = diag {Qn, . . . ,Qn} is a Zt × Zt block diagonal matrix where Qn is
a 2 × 2 matrix containing zeros in all entries except for the n-th diagonal element
which is equal to 1. That is, in Q̄1 all odd and in Q̄2 all even diagonal entries are 1
while the remaining entries are zero. Condition (5.2) corresponds to a per-antenna
power constraint and takes into account that the gateway antennas are equipped
with their own HPA each. After the transmission over the MIMO feeder link, the
symbols received by the satellite are

yu =
[
yu,1, . . . , yu,Zt

]T
= H̃uBs + ηu. (5.3)

The vector ηu =
[
ηu,1, . . . , ηu,Zt

]T is the vector of uplink circularly-symmetric com-
plex Gaussian noise and is uncorrelated with the data symbols. In the sequel, the
variance per real dimension of the complex uplink noise process is equal for all Zt
receive branches and is denoted by σ2

ηu/2. In the satellite payload, the coefficient as
models the amplification of the HPAs. The vector of channel inputs to the downlink
is then given by

xd =
[
xd,1, . . . , xd,Zt

]T
= as · H̃uBs + as · ηu (5.4)

with xd,z being the downlink signal transmitted by the z-th feed. The downlink
EIRP in each beam should not exceed a maximum value of Pd such that[

Rxd

]
z,z
≤ Pd, z ∈ {1, . . . , Zt} , (5.5)

where Rxd = E
{
xdxH

d
}
is the autocorrelation matrix of xd. The gain as is conse-

quently chosen to fulfill the constraint (5.5) with equality for at least one of the
15Modulations are chosen according to the DVB-S2X standard [Eur14].
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feeds. At least one downlink beam provides the maximum downlink EIRP Pd while
the EIRP of the remaining beams can be lower or, in the best case, equal to Pd.

In the user links, the receive symbols are obtained as

ŝ = [ŝ1, . . . , ŝK ]T = as · H̃dH̃uBs + as · H̃dηu + ηd, (5.6)

where ηd =
[
ηd,1, . . . , ηd,K

]T is the vector of downlink circularly-symmetric complex
Gaussian noise. This noise is uncorrelated with both the data symbols s and the
uplink noise ηu. Assuming similar receiving equipment for all users, the variance
per real dimension of the noise process at each UT is identical and represented by
σ2
ηd/2. The downlink receive SNR at the center of a spot beam is defined as

(C/N)bc = |ad |
2 · Pd/σ

2
ηd, (5.7)

where ad is the free space downlink gain as defined in (2.10).

5.3. Simulation Results

5.3.1. Performance Criterion

To assess the performance of the proposed MIMO HTS system, the sum achievable
rate is used. The sum achievable rate can be obtained by first computing for each
user its input-output mutual information. To this end, we define an auxiliary model
from (5.6). Using C = asH̃dH̃uB, we can write

ŝ = diag {C} s + (C − diag {C}) s + asH̃dηu + ηd = diag {C} s + η̄, (5.8)

where η̄ is a vector gathering the contributions of the uplink and downlink noise as
well as the inter-stream interference if C is non-diagonal. We note that the matrix
C will not be diagonal if H̃u or H̃d are rank deficient, i.e. that no zero forcing is
possible. In practice, a satellite link will be designed to avoid such a configuration.
In the uplink, this is ensured if the gateway antennas are located following the
design criteria of (4.46). In the downlink, this is ensured if the users who are
jointly considered have nearly or at most orthogonal channel vectors according
to (4.1). Assuming a circularly-symmetric complex Gaussian distribution for the
inter-stream interference, the channel law for the k-th user in a given time slot is

P (ŝk |sk) =
1

2πσ2
η̄,k

· exp
{
−
| ŝk − ckk sk |2

2πσ2
η̄,k

}
(5.9)
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Table 5.1.: Positioning parameters of the MIMO HTS example.
Parameter Value
Center frequency uplink f = 46.35 GHz
Orbit position HTS θs = 115°W
Spacing satellite receive antennas ds = 3 m
Geographical position gateway ULA φE = 38°N, θE = 98°W
Array orientation gateway / satellite δE = δs = 0°
Optimal gateway antenna spacing d(opt)

E = 43 km

with ckk the k-th diagonal element of C and 2σ2
η̄,k the variance of the k-th entry

of the complex vector η̄. With the knowledge of (5.9), the input-output mutual
information in bit per channel use for the k-th user is given by

Ik = E
{
log2

(∑
s∈A P (ŝk |s)
P (ŝk |sk)

)}
. (5.10)

The achievable rate in bit s−1 is obtained from the mutual information Ik by nor-
malization with the symbol duration Ts. This duration is assumed to be given by
Ts = 1/Wd such that Rk = Wd · Ik . The sum achievable rate is then given by

R =
1

NG

NG∑
g=1

Kg∑
k=1
R

g
k
, (5.11)

where the superscript g is introduced to take into account the fact that several user
groups are considered. Finally, the rate per user beam R is defined as R = R/Zt.
The sum achievable rate R defined in (5.11) together with the rate per user beam
R allow to assess the performance of the proposed MIMO HTS system.

5.3.2. MIMO HTS Simulation Results

The proposed MIMO uplink and downlink architectures will now be evaluated for
a satellite positioned at the longitude θs = 115°W. The feeder uplink operates
in the V band, and the user downlink is in the Ka band. The gateway array
has an orientation of δE = 0°. It is located at latitude φE = 38°N and longitude
θE = 98°W. With a center frequency of f = 46.35 GHz in the uplink, the optimal
antenna spacing is calculated according to (4.46) as d(opt)

E = 43 km (see Table 5.1 for
a summary of all relevant parameters). Finally, the Zt = 16 user beams in an SFPB
architecture cover the U.S. West Coast where a total of Ktot = 4000 households
have to be served.
To emphasize the benefits of spatial multiplexing for an HTS system, the up-
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Table 5.2.: Parameters for the feeder link evaluation
SISO MIMO

Frequency bands 42.5 GHz-43.5 GHz, 47.2 GHz-50.2 GHz
Number of downlink feeds Zt 16

Usable bandwidth per downlink beam 250 MHz 500 MHz
Gateway antenna gain 61.4 dBi

Transmit power per gateway antenna 22 dBW 19 dBW
Downlink configuration

Architecture MU-MIMO FFR
SNR at the center of a beam (C/N)bc 10 dB

link and the downlink of the system described in Section 5.1 will be successively
replaced by a state-of-the-art approach. Here, the two following configurations will
be investigated in terms of the sum achievable data rate:

• A 2 × 2 MIMO feeder link is compared to a SISO feeder link with single-
site diversity, i.e. one SISO gateway antenna is active while the second SISO
gateway antenna is in stand-by.

• A MU-MIMO downlink is compared to a conventional FR4 SISO approach.

5.3.2.1. Feeder Link Performance

The system parameters for the analysis of the feeder link are provided in Table 5.2.
The objective is to assess the performance of a 2 × 2 MIMO feeder link in terms
of the sum achievable data rate. The available bandwidth in the feeder uplink is
4 GHz. Due to the 2 × 2 spatial multiplexing in the MIMO feeder link, a total of
8 GHz usable bandwidth is available in the user downlink. Zt = 16 downlink feeds
should be supported and, thus, the users in each downlink beam can be served with
500 MHz of bandwidth.
The SISO feeder link instead can only support a bandwidth of 4 GHz in total, and,

therefore, the user bandwidth Wd is set for this benchmark system to 250 MHz. In
order to still meet coordinated power density limits, the EIRP of the MIMO feeder
link must be the same as of the SISO feeder link. Therefore, the transmit power
per gateway antenna is 3 dB less in the case of a MIMO gateway antenna. Assume
a gateway antenna gain of 61.4 dBi, and, together with a Figure of Merit (G/T) of
26 dB K−1 per satellite antenna, the feeder link budget is fully defined. Under clear
sky conditions an uplink receive SNR of 24 dB is achieved.

For the user links a MU-MIMO FFR approach with a receive SNR of 10 dB at
the center of the spot beams is always assumed. It ensures that the differences in
terms of sum achievable rate between the SISO and the MIMO feeder links are, in
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Figure 5.4.: Sum rate vs. gateway antenna spacing dE for two different weather conditions
at gateway antenna one while gateway antenna two experience clear sky, i.e.
A2 = 0 dB

this case, only influenced by the uplink design.
In Figure 5.4, the influence of the gateway separation dE on the sum achievable

rate is shown for two different weather conditions. In one scenario, the first gateway
antenna does not experience any rain attenuation, i.e. A1 = 0 dB, while the other
scenario assumes a medium rain attenuation of A1 = 6 dB. The second gateway
antenna benefits in both scenarios from clear-sky conditions, i.e. A2 = 0 dB. For
the benchmark SISO feeder link, the second gateway is the only active antenna.
The sum achievable rate is maximized for a separation of around d(opt)

E = 43 km
but a large range of 4dE = ±15 km relative to the optimal position can be accepted
without entailing serious performance degradations. By using (4.50), the huge range
of 4dE = ±15 km results in a deviation from the optimal antenna arrangement of
εrdiff = 4dE/d

(opt)
E = ±15 km/43 km = ±0.35. Since the uplink SNR with 24 dB

is comparably high, only a small capacity degradation of 4C ≈ 99.5 % must be
accepted (see dot-dashed curve for ρr ,dB = 24 dB in Figure 4.3). This explains the
wide plateau of the blue curve in Figure 5.4.
The improved sum data rate of the MIMO solution is the result of spatial mul-

tiplexing in the feeder uplink. Although 4 GHz of bandwidth is allocated in the
feeder uplink, 8 GHz of user link bandwidth instead of 4 GHz for the state-of-the-
art can be used to serve the 4000 users in the downlink. It can be noted that the
minima for values of dE near 80 km and 90 km are due to the presence of close-to-
singular MIMO channel matrices in the bands 47.2-50.2 GHz and 42.5-43.5 GHz,
respectively. However, distances of more than 80 km do not belong to the region of
interest for a practical system design.
Moreover, although the uplink exploits a huge part of the frequency spectrum

ranging from 42.5 GHz to 50.2 GHz with a center frequency at f = 46.35 GHz, only

97



5. MIMO HTS System Proposal

a small capacity degradation must be accepted at the band edges. Using (4.22), the
deviation from the optimal antenna arrangement is calculated as εrdiff = 4 f / f =
±3.85 GHz/46.35 GHz = ±0.08, which is too small to observe a significant capacity
degradation at an SNR of 24 dB.

The curves show also that an additional atmospheric attenuation does not severely
degrade the data rate performance of the MIMO feeder link. Even for a rain attenu-
ation of A1 = 6 dB at gateway antenna one, the MIMO feeder link still outperforms
the state-of-the-art SISO approach even in clear-sky. One reason for this small
degradation is clearly the 14 dB higher uplink SNR compared to the downlink SNR
(24 dB in the uplink vs. 10 dB in the downlink). However, an additional attenua-
tion of 6 dB at one antenna does, nevertheless, not result in a 6 dB lower SNR in
one of the two equivalent SISO sub-channels. In fact, since in an optimal MIMO
channel both gateway antennas contribute equally to the receive SNR, an attenu-
ation of 6 dB at one gateway antenna results only in a 3 dB lower SNR per receive
antenna. Apart from the multiplexing gain, the additional spatial domain usage of
the MIMO approach inherently provides a higher robustness against weather effects
[KSL10, SKL09]. In other words: The results clearly suggest to avoid so-called cold
redundancy with respect to gateway antennas, i.e. it is better to switch all avail-
able antennas on and operate them as a MIMO feeder link instead of preserving
antennas for outage redundancy only.

The results presented in this section illustrate the potential of the spatial MIMO
concept for the feeder links of HTS systems. The possibility to distribute spatially
multiplexed signals containing individual content for multiple users perfectly sup-
ports the resort of the conventional TV broadcast scenario to unicast transmission.
Please note again that the goal of this simulation example was to illustrate how
spatial multiplexing can generally be realized in a single feeder link. Several tens
of spatially separated feeder links are necessary in practice [VVL+12b], and, in this
case, the advantage of the MIMO approach lies in the reduction of the interfer-
ence between neighboring feeder links [DSSK18]. Less geographically separated
MIMO feeder links than SISO feeder links are required to provide a given amount
of data to serve all users with different content in a practical HTS. Therefore, if
the feeder links have to be deployed in a certain country or continent, interference
can be more easily avoided by guaranteeing a larger angular separation between
the beams [DK18]. This is especially advantageous in terms of system availability
as better link budgets reduce the probability of experiencing an outage when rain
events affect the link quality [DK18].
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Table 5.3.: Parameters for the user link evaluation
SISO FR4 MU-MIMO FFR

Number of downlink feeds Zt 16
Bandwidth per beam 125 MHz 500 MHz

Downlink EIRP per beam Pd 51 dBW to 65 dBW
User terminal G/T 16.9 dB K−1

SNR at beam center (C/N)bc 6 dB to 20 dB 0 dB to 14 dB
Uplink configuration

Architecture MIMO feeder link with dE = 40 km

Frequency bands 42.5-43.5 GHz 42.5-43.5 GHz
47.2-50.2 GHz

5.3.2.2. User Link Performance

The second simulation aims to investigate the data rate performance of the pro-
posed multiuser MIMO downlink. The objective is to show the advantage of having
multiple spatially separated antennas on the satellite in combination with full fre-
quency reuse among the user beams. The result is compared to a contemporary
SISO scheme that is based on a single-reflector with four color frequency reuse. To
highlight the importance of spatially separated antennas to benefit from a MIMO
gain, the multiple-reflector approach is also compared to a MIMO downlink based
on a single-antenna with multiple beams and FFR.
The system parameters for this simulation are provided in Table 5.3. As already

introduced in Section 5.1, four reflectors form a circular array with a diameter
of 3 m, and four feeds illuminate each reflector. Each reflector has a diameter of
D = 2.6 m. The feed and reflector geometry is based on a satellite that is currently in
orbit [FTA+16]. The service zone of the Zt = 16 spot beams is over North America,
and we assume 250 independent and fixed single-antenna receivers per beam. The
location of an individual user is randomly chosen; all users are uniformly distributed
over the entire service zone. Hence, in total Ktot = 16 · 250 = 4000 users need to be
served with data16. An equal G/T of 16.9 dB for each UT is assumed.

In order to show the benefit of spatial MIMO for different signal-to-noise ratios,
various downlink EIRP values Pd are simulated in each beam ranging from 51 dBW
to 65 dBW. Please note again that, in the case of MIMO, Pd constitutes the maxi-
mum power in at least one of the MIMO beams while the power in the remaining
beams can actually be equal to or lower than Pd. This is the result of the power
constraint as defined in (5.5). In the SISO case instead, each beam provides the
maximum downlink EIRP Pd. Thus, the sum power over all beams of the SISO
16This simulation scenario and the parameter setup have also been used in [SK17]. An illustration

of the antenna geometry on the satellite is shown in Figure 1 of the paper [SK17].

99



5. MIMO HTS System Proposal

52 54 56 58 60 62 640

0.5

1

1.5

+110%

−6.6dB

Pd in dBW

R
in

G
b/

s

FFR - Zrefl = 4
FFR - Zrefl = 1
FR4

Figure 5.5.: Achievable rate per beam as a function of the downlink EIRP using a MIMO
feeder link with d(opt)

E = 40 km and clear-sky conditions at both gateway sta-
tions.

downlink is always higher or at most equals the sum power of the MIMO downlink.
This ensures a fair comparison between MIMO and SISO.
Moreover, in the FFR scheme the entire bandwidth of 500 MHz within the range

of 19.7 GHz to 20.2 GHz is available in each beam. In the case of the four-color
scheme instead, only 125 MHz per beam can be used. To ensure a fair comparison,
the transmit power per beam is equal for both, the FFR and the FR4 scheme. As
a consequence, the resulting receive SNR is even 6 dB higher for the FR4 scheme
than for the FFR scheme.
Since the focus is now on the performance of the multiuser downlink, the feeder

uplink configuration is identical for all considered cases. In particular, a 2×2 MIMO
feeder link in the V band is assumed, and the gateway antennas have a spacing of
d(opt)

E = 40 km. Please note that, to support the aggregated bandwidth in the user
link, the occupied bandwidth in the feeder link is adjusted accordingly. While for
the FR4 scheme 1 GHz of bandwidth is sufficient, 4 GHz of bandwidth is necessary
to support the FFR approach. A constant uplink receive SNR of 24 dB is achieved
in all cases.
Figure 5.5 provides the simulation results of the sum achievable rate per user

beam as a function of the downlink EIRP Pd. The blue curve corresponds to the
proposed MU-MIMO FFR strategy with Zrefl = 4 reflectors. The yellow curve shows
the result of the state-of-the-art FR4 approach with Wd = 125 MHz per user beam.
As mentioned earlier, the result of a MIMO downlink with a single-reflector that
generates all the user beams is also provided (red curve). The difference in the sum
achievable rate depends on the downlink EIRP Pd.

The MU-MIMO downlink with four separated antennas offers the highest sum
achievable data rate in all considered cases. To give an example: Comparing the
blue and the yellow curves at Pd = 61 dBW, the MU-MIMO downlink achieves
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1.2 Gb/s per beam compared to 0.55 Gb/s only for the SISO FR4 approach. This
constitutes an increase of 110 %. The satellite operator has now various options
how this gain can be exploited:

1. Provide simply higher data rates to the users,
2. keep the sum data rate constant and reduce the necessary downlink EIRP,
3. exploit the gain as an additional link margin to increase the availability of

the downlink.
For example, keeping the sum achievable data rate constant would allow for a
reduction of the required downlink EIRP by 6.6 dB. This reduction could be trans-
ferred into a lower payload weight and power budget and, finally, cost reduction.
As an alternative, the interference potential in terms of downlink adjacent satellite
interference can be reduced.
Moreover, the MIMO downlink with four spatially separated reflectors indeed

outperforms the multibeam MIMO approach based on a single-reflector. The reason
is simply that the spacing of the feed elements is much smaller (in the centimeter-
range) for the single-reflector approach compared to the four separated reflectors (in
the meter-range). As a consequence, the spacing between two users who are part
of the same group needs to be much larger17, e.g. more than 1000 km compared
to around 50 km. Since, in addition, the 3 dB-contour of one beam footprint is
≈ 500 km, the signal energy that can be received from neighboring MIMO beams is
comparably low. In other words, the interference from neighboring MIMO beams,
which we are seeking to exploit as information bearing signal, is very low due to
this large separation of two users who are jointly served with data. Low signal
interference results in a MIMO downlink channel matrix with small values, and the
multiplexing gain is ultimately limited.
The simulation results have shown the data rate advantage of spatial multiplexing

in both, the uplink and the downlink. Through multiplexing of different data
streams, multiple users can be served simultaneously over the same channel. The
gain of the considered HTS system relies on the spatial separation of the MIMO
antennas.

17Recall the linear relation dsdE ∝ rλ between the antenna spacing as a function of the wavelength
λ and the UT-satellite distance r, which has been introduced in Section 4.3. As a result, the
smaller the spacing in orbit the larger must be the spacing on Earth.
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6. Conclusion

The potentials of the spatial multiple-input multiple-output (MIMO) technology
and its applicability to fixed satellite networks were investigated. The MIMO chan-
nel capacity was used as the metric to reveal the gains that can be expected in
practice. The spatial distribution of multiple antennas offers an additional degree
of freedom that can be used to realize the MIMO gains, be it an increased power ef-
ficiency through beamforming, an increased link reliability through spatial diversity
or an increased bandwidth efficiency through spatial multiplexing. The actual gain
that can be achieved by spatial MIMO strongly depends on the wireless channel.
Whereas terrestrial mobile systems can usually take advantage of a large scattering
environment with multipath in the channel, the satellite channel for fixed satellite
services (FSS) is dominated by a strong Line-of-Sight (LOS) component.
The requirements for maximum-capacity MIMO channels over geostationary satel-

lites were derived. It was shown that the physically correct modeling of the signal
phase using the spherical wave model (SWM) is of utmost importance. The lengths
of the LOS propagation paths must have a particular difference so that the signals
at the receive antennas are combined with a distinct offset in phase. Based on this
finding the criterion of the Optimal Positioning of the MIMO Antennas (OPA) was
derived that allows to optimally place the antennas on Earth and in orbit. The an-
tenna spacing is a key design parameter. Due to the large Earth-to-space distance
of about 36 000 km in geostationary earth orbit (GEO) applications, relatively large
antenna spacing either on the ground or in orbit is required. If all MIMO antennas
are deployed on a single satellite having a spacing in the meter range, the antenna
spacing on the ground must be in the range of several tens of kilometers. It was
shown that, if the OPA criterion is satisfied in the uplink and the downlink, the
MIMO satellite system achieves the maximum MIMO capacity gain. The approach
was validated through real satellite channel measurements. With the possibility
to differently deploy the antennas in orbit, three categories of MIMO over satellite
were defined: the Single-Satellite Application, the Co-Located Satellites Application
and the Multiple-Satellites Application.
Assuming optimized satellite links, the capacity performance of MIMO FSS net-

works was analyzed taking real impact factors into account. Since the OPA is
based on a particular geometrical antenna arrangements, the necessary positioning
accuracy and potentially degrading effects were analyzed, including the impact of
satellite motion or longitude reacquisition. The influence of the troposphere as well
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6. Conclusion

as the impact of antenna radiation pattern on the optimal MIMO link were consid-
ered. The results show the feasibility of spatial MIMO to fixed satellite networks.
In particular the Single-Satellite Application has been shown to be a promising
candidate for future high-throughput satellite (HTS) and very high throughput
satellite (VHTS) realizations. An example of a MIMO HTS system concept was
proposed using MIMO in the feeder uplink and full frequency reuse (FFR) with
multibeam antennas in the multiuser MIMO (MU-MIMO) downlink. Simulation
results show the significantly improved throughput compared to the current state-
of-the-art single-input single-output (SISO) feeder link with four color frequency
reuse (FR4) in the user links.
Utilizing the spatial dimension as a further physical resource besides time, fre-

quency and polarization is the perfect solution to cope with the interference in the
satellite channel as well as to address the data rate requirements in future HTS ap-
plications. With OPA, a profound framework was provided to design multi-antenna
satellite communication (SATCOM) systems that achieve the maximum capacity
gain. This way, the interference issue in modern FSS networks can be solved by
actively exploiting the interference as an information bearing signal, which is then
part of a MIMO satellite network.
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A. Detailed Derivation of Equation (3.14)

Using the substitutions x = γu,1, y = γd,1, a = ρu/N and b = ρd/N, and considering
the case W = 2, the optimization problem in (3.13) can be formulated as

max
x,y

f (x, y) =

(
1 +

(
1

ax
+

1
by
+

1
abxy

)−1
)
·(

1 +
(

1
a(c − x)

+
1

b(d − y)
+

1
ab(c − x)(d − y)

)−1
)

s.t. c > x > 0, d > y > 0,a > 0, b > 0.

(A.1)

The parameters c and d are the sum of the two uplink and downlink eigenvalues.
To find the maximum of f (x, y), the two-dimensional gradient vector ∇ f (x, y) has
been computed. The two entries of ∇ f (x, y) are given as

−
ab(by+1)·(bd−by+1)(

ax+by+1
)2
·
(
a(c−x)+b(d−y)+1

)2 ·

[
(d − 2y)

(
1 + a2x2) + 2a(dx − cy)

+ (c − 2x)
(
aby2 − abdy − a2cy

) ]
−

ab(ax+1)·(ac−ax+1)(
ax+by+1

)2
·
(
a(c−x)+b(d−y)+1

)2 ·

[
(c − 2x)

(
1 + b2y2) + 2b(cy − dx)

+ (d − 2y)
(
abx2 − abcx − b2dx

) ]


,

which are required to be zero. Since the fractional terms in front of the square
brackets can never be zero, the following system of equations must be solved[

(d − 2y)
(
1 + a2x2

)
+ 2a(dx − cy) + (c − 2x)

(
aby2 − abdy − a2cy

) ]
= 0[

(c − 2x)
(
1 + b2y2

)
+ 2b(cy − dx) + (d − 2y)

(
abx2 − abcx − b2dx

) ]
= 0

By inspection, one solution is x = c/2 and y = d/2. To verify that this solution
gives a maximum, the Hessian matrix is computed at this particular point, which
is given as

H f

(
x =

c
2, y =

d
2

)
=


−2a2bd (bd+2)2(2ac+bd+4)

(ac+bd+2)4 2ab (ac+2)2(bd+2)2
(ac+bd+2)4

2ab (ac+2)2(bd+2)2
(ac+bd+2)4 −2ab2c (ac+2)2(ac+2bd+4)

(ac+bd+2)4

 .
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A. Detailed Derivation of Equation (3.14)

Figure A.1.: f (x, y) for a = b = 2, c = d = 1 showing two maxima at x = y = 0 and
x = c, y = d in addition to x = c/2, y = d/c

If x = c/2, y = d/2 shall be a maximum, the determinant of H f must be positive
because

[
H f (x = c/2, y = d/2)

]
1,1 < 0. Therefore, we require that

det
(
H f

(
x =

c
2, y =

d
2

))
= 8a2b2 ·

(abcd − 2) (ac + 2)2 (bd + 2)2

(ac + bd + 2)6
> 0,

which can be simplified to abcd > 2. In other word, if the signal-to-noise ratio
satisfies the condition abcd > 2, the solution of two equally strong eigenvalues in
the uplink and two equally strong eigenvalues in the downlink provides a maximum
of the problem in (3.13).

However, abcd > 2 is not a sufficient condition to ensure that x = c/2, y = d/2
leads to the global maximum of f (x, y). To this end, f (x, y) is shown in Figure A.1
for the parameters a = b = 2, c = d = 1 such that abcd = 4 > 2 is satisfied. It can be
observed that the two points x = c, y = d and x = 0, y = 0 provide a local maximum
as well.18 To ensure that f (x = c/2, y = d/2) provides the global maximum, the
inequality f (x = c/2, y = d/2) > f (x = c, y = d) = f (x = 0, y = 0) must be satisfied,
which results for N = 2 antennas in the stronger condition

(ac + 2)2 (bd + 2)2 (ac + bd + 1)
(ac + 1) (bd + 1) (ac + bd + 2)2

> 4.

18Please note that x = c, y = d and x = 0, y = 0 are not valid points for the problem in (A.1)
because (A.1) requires two non-zero eigenvalues. These boundary points could, therefore, not
have been found with the approach of (A.1).
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capacity

This condition can be generalized for arbitrary N as follows:

f
(
x =

c
N
, y =

d
N

)
> f (x = c, y = d)

©­«1 +
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1
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N
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>
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1
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+

1
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)−1
)

N∑
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(
N
k

) (
1
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N

+
1

b d
N

+
1

ab cd
N2

)−k
>

(
1
ac
+

1
bd
+

1
abcd

)−1
(A.2)

In other words, the total signal-to-noise ratio ρr at the receiving ground station
must be sufficiently large. Figure A.2 shows the minimum receive SNR ρr as defined
in (3.15) that is at least required in order to fulfill (A.2). All curves show negative
values with a maximum of around −4 dB for a satellite system with M = Z = N = 2
antennas. Receive SNR values of −4 dB and less are not operationally relevant (the
DVB-S2X waveform with the lowest spectral efficiency requires an SNR of at least
−2.9 dB to close the link [Eur14]). Therefore, it is concluded that condition (A.2)
can be fulfilled in all practically relevant scenarios such that solution x = c/2, y =
d/2 provides the global maximum of the problem in (A.1).

107





B. Approximation Error Assessment

B.1. Approximation Error Analysis of Equation (4.18)

The condition in (4.18) is an approximation for arbitrary antenna numbers with
W = min {M, Z} > 2. In the following, it will be shown that the approximation
in (4.18) holds with negligible loss of accuracy for all practically relevant MIMO
SATCOM application cases.

Denoting by eM×Z the absolute error in (4.18) such that

rdiff = v · λ/V + eM×Z, (B.1)

the relative approximation error in (4.18) is then expressed by

εM×Z = |eM×Z/(v · λ/V + eM×Z )| . (B.2)

Comparing (4.12) with (4.18) it follows that eM×Z = 0 if M = Z = 2, and the
optimal capacity is obtained exactly at rdiff = vλ/Z. For W ≥ 3 and large uniform
linear array (ULA) dimensions compared to the transmitter-receiver distance, the
absolute value of |eM×Z | increases and rdiff must deviate from vλ/Z in order to still
achieve Copt. To analyze this deviation, the parameters to describe the dimensions
of the ULAs are introduced as follows:

Ls,Z = (Z − 1) · ds, and LE,M = (M − 1) · dE, (B.3)

where ds and dE denote the antenna spacing at the transmit ULA and the receive
ULA, respectively.

The relative error εM×Z versus LE,M normalized by transmitter-receiver distance
r is provided in Figure B.1a. The ratio Ls,Z/r was fixed and set to Ls,Z/r = 1 × 10−3,
which is sufficiently small compared to the range of 0 < LE,M/r ≤ 0.4 on the x-
axis to ensures that εM×Z is only determined by LE,M/r. Note that all curves in
Figure B.1a satisfy condition (B.1). As expected, the error generally increases for
larger ratios LE,M/r. The more antennas are deployed, the higher are the slopes
of the curves. However, the error is generally very small. In the case of three
antennas at each side (dark blue curve) the error is εM×Z ≈ over the entire range
of 0 < LE,M/r ≤ 0.4. An error of 1 % for arrays with four antennas (red curve)
requires a very high ratio of LE,M/r = 0.4, which has no practical relevance in GEO
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Figure B.1.: Analysis of the approximation error in (4.18).

applications. In order to not exceed array dimensions of 2000 km, the maximum
ratio is LE,M/r ≤ 0.05.
To prove that even the small values from Figure B.1a do not significantly affect
Copt, the relative capacity error

εCM×Z = 1 − CM×Z/Copt, (B.4)

is provided in Figure B.1b. Here, CM×Z denotes the channel capacity for which
the differences between the path lengths is exactly vλ/V . The parameter setup in
Figure B.1b matches that of Figure B.1a. The curves reveal that the capacity error
due to the approximation in (4.18) can be neglected.

B.2. Approximation Error Analysis of Equation (4.46)

The accuracy of the analytical solution in (4.46) to calculate the optimal locations
of the MIMO antennas is discussed. Denoting by er the total approximation error
in (4.45), it follows for (4.45) that

rdiff = |(r21 − r11) − (r22 − r12)| = dEds/r ·
��ψ + 0.21 · αβ/4r2�� + er . (B.5)

The absolute error er is composed of two parts. One part is the total remainder
4R(2) due to the Taylor series approximation in (4.42). The second part of er is the
error due to the simplifications that have been applied from (4.43) to (4.45). Using
the full expression of (4.43) as given in (C.6), the absolute error er is then given by
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er = 4R(2) +
dEds
8r3 ·

((
3M2 − 12M + 13

)
d2

Eψ +
(
3Z2 − 12Z + 13

)
d2

s ψ

+ (2M Z − 4M − 4Z + 8) dEds
(
1 + 2ψ2

)
− (8M − 16) dERoαψ

+ (8Z − 16) dsR⊕βψ − (4Z − 8) dsRoα + (4M − 8) dER⊕β
)
. (B.6)

For M = Z = 2, (B.6) reduces to er (2 × 2) = 4R(2) + dEds/
(
8r3) · (d2

E + d2
s
)
ψ. In

addition to 4R(2), the value of er depends on the number of antennas M, Z, the
antenna spacings dE and ds, and the positioning of the antennas relative to each
other (represented by α, β and ψ). The total remainder 4R(2) is composed of the
individual parts according to

4R(2) =
(
R(2)21 − R(2)11

)
−

(
R(2)22 − R(2)12

)
, (B.7)

where R(2)mz is the remainder so that rmz = P(2)mz + R(2)mz . Using (C.3), an explicit
expression of this remainder in the Lagrange form is given by [Kli98]

R(2)mz =
f (3) (cmz)

3! ∆
3
mz =

r
16 · (1 + cmz)

− 5
2 · ∆3

mz,

with cmz being some number between 0 and ∆mz . It follows for the total remainder

4R(2) =
r
16 ·

(
(1 + c22)

− 5
2 ∆

3
22 − (1 + c12)

− 5
2 ∆

3
12 + (1 + c11)

− 5
2 ∆

3
11 − (1 + c21)

− 5
2 ∆

3
21

)
.

An analytical expression of a sharp upper bound of
��4R(2)

�� is not possible because
the actual values of cmz are unknown and can be different for different antenna pairs
m, z. In addition, the parameter ∆mz can be positive, negative or zero, depending
on the configuration of the geometrical parameters φE, 4θ, δE and δs. The sign
and the value of ∆mz determine the range of cmz and consequently 4R(2) making
an analytical derivation of an upper bound of 4R(2) cumbersome. To this end,
computer simulation are preformed to assess er .
Figure B.2 shows the results of the relative error

εer = |er/(λ/V)| . (B.8)

For all curves the optimal difference between the path lengths is assumed, i.e.
rdiff = λ/V with v = 1. The geographical longitude of the earth station ULA was
fixed at θE = 0°, while θs was varied from −60° to 0°. The remaining parameter
setup is as follows: ds = 1 m, δs = 0°, f = 10 GHz.
As expected from (B.6), the error εer generally increases for increasing 4θ because

the antenna spacing dE must be enlarged to still satisfy (4.46). The slope of each

111



B. Approximation Error Assessment

0 10 20 30 40 50 60
0.00

0.05

0.10

0.15

4θ in degree

re
la
tiv

e
er
ro
r
ε
e
r 2 × 2, φE = 0°, δE = 0°

2 × 2, φE = 60°, δE = 20°
2 × 5, φE = 60°, δE = 20°
5 × 2, φE = 0°, δE = 0°
5 × 2, φE = 60°, δE = 20°
5 × 5, φE = 0°, δE = 0°
5 × 5, φE = 60°, δE = 20°
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Figure B.3.: Relative capacity error εCer due to the approximations in (4.46).

curve now depends on the particular parameter setup that affects the increment of
dE. For example, εer is almost identical for both the 5 × 2 and the 5 × 5 setup.
The impact of Z on εer is negligible because ds � dE. The slopes increase if
the orientation δE of the ground station ULA significantly differs from that of the
satellite ULA because dE must be increased accordingly (recall the discussion of
the array reduction factor in Section 4.4.3 along with Figures 4.7 and 4.8).

The relative capacity error

εCer = 1 − Cer /Copt (B.9)

is shown in Figure B.3, where Cer is the capacity when the antennas are ar-
ranged according to (4.46). The uplink is neglected and a receive SNR of ρr ,dB =

10 log10

(
ρ |a|2

)
= 13 dB was assumed. The setup of the remaining parameters in

Figure B.3 matches that of Figure B.2. The results confirm that the capacity error
due to the approximations in (4.46) can be neglected.

112



C. Detailed Derivations

C.1. Detailed Derivation of Equation (4.40)

In the following the Taylor polynomial approximation given in (4.40) of the path-
lengths

rmz = r · (1 + ∆mz)
1/2

is derived. The Taylor series of the function rmz = f (∆mz) expanded around ∆mz = 0
is also known as the Maclaurin series and is given by [AS83]

rmz = f (∆mz) = f (0) +
∞∑
k=1

f (k) (0)
k! ∆

k
mz . (C.1)

Here, k! denotes the factorial of k and f (k) (0) denotes the k-th derivative of f
evaluated at the point ∆mz = 0. An approximation of rmz is then given by its K-th
order Taylor polynomial P(K)mz as

rmz ≈ P(K)mz = f (0) +
K∑
k=1

f (k) (0)
k! ∆

k
mz . (C.2)

The approximation error is given by the remainder term R(K)mz = rmz − P(K)mz . An
explicit formula of this remainder in the Lagrange form is given by [Kli98]

R(K)mz =
f (K+1) (cmz)

(K + 1)! ∆
K+1
mz , with cmz ∈

{
{R,0 ≤ cmz ≤ ∆mz} , if ∆mz ≥ 0
{R,∆mz ≤ cmz ≤ 0} , if ∆mz < 0

(C.3)

The parameter cmz is some number between 0 and ∆mz . Applying K = 2 in (C.2),
the second order Taylor polynomial of (C.1) is then given by

P(2)mz = f (0) + f (1) (0) · ∆mz + f (2) (0) · ∆2
mz/2

With f (0) = r, f (1) (0) = r/2, and f (2) (0) = −r/4 it follows that

P(2)mz = r
(
1 + ∆mz

2 −
∆2
mz

8

)
, (C.4)
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which is the result given in eq. (4.40). Using (4.34) in (C.4) finally yields

P(2)mz = r ·

(
1 +

d2
E,m + d2

s,z

2r2 +
RoαdE,m − R⊕βds,z + dE,mds,zψ

r2 −
d4

E,m + d4
s,z

8r4

−
d2

E,md2
s,z + R2

oα
2d2

E,m + R2
⊕β

2d2
s,z + d2

E,md2
s,zψ

2

4r4

−
Roαd3

E,m − R⊕βd3
s,z + dE,md3

s,zψ + d3
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r4

)
. (C.5)

C.2. Full Expression of Eq. (4.43)

Applying the substitution ∆mz as defined in (4.34) to (4.43), the full expression of
the differences between the second order Taylor polynomials is given by���(P(2)21 − P(2)11

)
−

(
P(2)22 − P(2)12

)��� = dEds
8r3 ·

���8R⊕Roαβ + 8ψr2 −
(
3M2 − 12M + 13

)
d2

Eψ

−

(
3Z2 − 12Z + 13

)
d2

s ψ − (2M Z − 4M − 4Z + 8) dEds
(
1 + 2ψ2

)
+ (8M − 16) dERoαψ

− (8Z − 16) dsR⊕βψ + (4Z − 8) dsRoα − (4M − 8) dER⊕β
���. (C.6)

Considering the Full Multiplexing System (FMS) (M = Z), (C.6) can be further
simplified to���(P(2)21 − P(2)11

)
−

(
P(2)22 − P(2)12

)��� = dEds
8r3 ·

���8R⊕Roαβ + 8ψr2

−

(
3M2 − 12M + 13

) (
d2

Eψ + d2
s ψ

)
− 2 (M − 2)2 dEds

(
1 + 2ψ2

)
− 8 (M − 2) (dsR⊕β − dERoα)ψ − 4 (M − 2) (dER⊕β + dsRoα)

���. (C.7)

If additionally M = Z = 2 is assumed, (C.7) finally results in���(P(2)21 − P(2)11

)
−

(
P(2)22 − P(2)12

)��� = dEds
r

���ψ + R⊕Roαβ/r2 − 1/8
(
d2

E + d2
s

)
ψ/r2

��� , (C.8)

which equals (4.44) in Section 4.3.
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