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Fakultät für Elektrotechnik und Informationstechnik

Enhancing the Performance of Few-Mode

Fiber Systems Impaired by

Mode-Dependent Loss

M.Sc. Adriana Patricia Lobato Polo
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Abstract

The demand for the transport of vast amounts of information in long-haul op-

tical communication has driven the research into spatial-division multiplexing. A

promising subcategory of spatial-division multiplexing, mode-division multiplexing

employing few-mode fibers, uses the modes for transmitting parallel streams of infor-

mation. Despite the complexity escalation due to mode-multiplexers and additional

digital signal processing (DSP) to unravel the inter-modal effects, mode-division

multiplexed systems show in early studies energy saving potential compared to par-

allel single-mode-based systems. However, dealing with multiple modes has shown

so far the occurrence of the undesirable effect of mode-dependent loss (MDL). In

the extreme case, losses may affect selectively certain modes causing system outage.

Current approaches to reduce the MDL focus either on improving the design of single

inline components or balancing the modal gains and losses throughout the optical

link. Although both approaches aid to improve the system performance, significant

amount of MDL remains in the system. By means of simulations and experiments,

this thesis describes an innovative approach to further improve the system toler-

ance towards MDL. The approach combines an improvement in the optical domain

and the use of alternative DSP schemes. For the former enhancement, the impact

of mode coupling on MDL is first studied with simulations. With three- and six-

spatial-mode transmission, it is shown that inducing strong mode coupling along

the fiber or using mode scramblers helps to increase the tolerance towards MDL.

Next, the use of alternative receiver DSP schemes such as near maximum-likelihood

(ML) detection and their combination with different levels of mode coupling is eval-

uated. It is demonstrated that strongly coupled modes and ML techniques greatly

improve the performance of MDL-impaired systems. At this point, the complexity

of such algorithms is also computed and analyzed. Finally, experiments with fiber

supporting six spatial modes in single and multiple wavelength-division multiplex-

ing channels are described. The experiments clearly show performance degradation

caused by MDL, which is improved through a near-ML detector.
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Kurzfassung

Die Nachfrage nach dem Transport großer Informationsmengen in der optis-

chen Langstreckeübertragung hat die Forschung nach Raummultiplexverfahren vo-

rangetrieben. Eine vielversprechende Unterkategorie davon, Modenmultiplexen mit

Wenigmodenfasern, verwendet die Modi zur Übertragung paralleler Information-

sströme. Trotz der Komplexitätssteigerung durch Modenmultiplexer und zusätzliche

digitale Signalverarbeitung (DSP) zum Entzerren der intermodalen Effekte zeigen

Modenmultiplexen-Systeme in frühen Studien Energieeinsparpotenziale im Vergle-

ich zu parallelen Singlemode-Systemen. Der Umgang mit mehreren Modi hat jedoch

bisher das Auftreten des unerwünschten Effekts eines modenabhängigen Verlusts

(MDL) gezeigt. Im Extremfall können Verluste selektiv bestimmte Modi beeinflussen

und damit einen Systemausfall verursachen. Aktuelle Ansätze zur Reduzierung des

MDL konzentrieren sich entweder auf die Verbesserung des Designs einzelner Inline-

Komponenten oder auf das Ausbalancieren der modalen Verstärkungsgrade und Ver-

luste über die gesamte optische Verbindung. Obwohl beide Ansätze zur Verbesserung

der Systemleistung beitragen, verbleibt eine erhebliche Menge an MDL im System.

Diese Arbeit beschreibt anhand von Simulationen und Experimenten einen innova-

tiven Ansatz zur weiteren Verbesserung der Systemtoleranz gegenüber MDL. Der

Ansatz kombiniert eine Verbesserung im optischen Bereich und die Verwendung al-

ternativer DSP-Schemen. Zuerst wird der Einfluss der Modenkopplung auf MDL mit

Simulationen untersucht. Bei der Übertragung mit drei und sechs räumlichen Moden

wird gezeigt, dass das Induzieren einer starken Modenkopplung entlang der Faser

oder die Verwendung von Moden-Scramblern dazu beiträgt, die Toleranz gegenüber

MDL zu erhöhen. Außerdem wird die Verwendung alternativer Empfänger-DSP-

Schemen wie near maximum-likelihood (ML) Detektion und ihre Kombination mit

verschieden starker Modenkopplung bewertet. Es wird gezeigt, dass stark gekoppelte

Modi und ML-Techniken die Leistung von MDL-beeinträchtigten Systemen erhe-

blich verbessern. Hier wird auch die Komplexität solcher Algorithmen berechnet und

analysiert. Schließlich werden Experimente mit Fasern beschrieben, die sechs räum-

liche Moden beim einfachen und mehrfachen Wellenlängenmultiplexen untersützen.

Die Experimente zeigen deutlich eine Leistungsverschlechterung durch MDL, die

durch einen near -ML Detektor verbessert wird.
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1. Introduction

Communication systems based on fiber optics plays a fundamental role in today’s

transport network. Already in 1950s optical waveguides started to be considered an

alternative medium to replace coaxial cables and microwave systems used mainly

for worldwide telephone networks [1]. However, in order to use optical waveguides,

transmission impairments from the optical medium needed to be overcome. Over the

years, research has gradually overcome obstacles to reach today’s vast and complex

optical network. In 1960 the laser was invented, which signified the origin of a

suitable optical source [1]. At that time, parallel investigations in optical waveguide

manufacturing delivered a fiber loss of 1000 dB/km. It was only until 1979 that the

scientific community proofed a fiber attenuation close to today’s values of 0.2 dB/km

[1].

Another breakthrough in the field was constituted by the erbium-doped fiber ampli-

fiers (EDFA), which were developed to overcome the power-budget limitations and

became a mature technology in 1994 [2]. Thanks to this invention, from this point on

long-haul optical communication was feasible. EDFAs enabled the implementation

of the first transatlantic commercial optical link in 1995, named as TAT-12/13 cable

network, where TAT stands for Trans-Atlantic Telephone [2,3]. In the following year

the first transpacific optical link was completed [2, 4].

In 1996 the commercial breakthrough of the wavelength-division multiplexing

(WDM) occurs [2]. This technology consists of simultaneously transmitting informa-

tion through several channels at different frequencies, analogous to the well known

frequency-division multiplexing (FDM) in wireless communications. Before, for en-

abling WDM systems there was a need of placing a repeater for every channel, which

is very costly. The invention of the flat gain EDFA made WDM a cost-effective de-

ployable technology [2, 5].

Transmission over fiber optics has become a mature technology, which facilitated

communication featuring low-loss, low-latency and high bandwidth [6,7]. Nowadays,

fiber optics networks are organized as a hierarchy in three categories depending on

9



10 1. Introduction

the transmission reach: long-haul, metro and access networks [8–10]. Fig. 1.1 illus-

trates the optical network structure with their corresponding transmission reaches.

Long-haul networks, also called backbone networks, are in charge of the submarine

or terrestrial communication between countries and continents reaching distances

longer than 1000 km [10]. Networks carrying the data traffic over 3000 km are called

ultra long-haul. For distances between 100 km and 1000 km the metro network

is employed interconnecting the long-haul and access networks [10]. It aggregates

data to the long-haul network or demultiplexes the data for distribution [8]. In the

metro network layer, there are more exchange points of information and, therefore,

the main challenge in such networks is to design a cost-effective switching architec-

ture [10]. Access or ‘last mile’ networks provide connectivity to an extensive number

of costumers comprising distances smaller than 100 km [9, 10]. Recently, fiber-to-

the-x connections are becoming popular enabling higher data rates, this includes all

possible ‘x’, e. g., fiber-to-the-curb, fiber-to-the-node, or fiber-to-the-home [8].

Long-haul network

≥ 1000 km

Metro network

< 1000 km

Access network

< 100 km

residential
enterprise

mobile

storage

Figure 1.1.: Optical network hierarchy [5, 10].

Nowadays, fiber optic communication carry over 137 Tb/s of data rate [11]. Figure

1.2 suggests that this value is about to increase in the next years. The reasons for

this phenomenon are diverse: bandwidth-intensive applications, such as Netflix [12],

Youtube [13], Facebook [14], the introduction of new markets from emerging nations,
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the growing number of Internet-enabled devices, increasing volumes of web-based

storage and cloud computing, amongst others [11]. Figure 1.2 also shows that the

annual growth rate has been decreasing over the years. According to the Internet

traffic report in Fig. 1.2 the growth has slowed down due to the tendency of different

applications to store the content close to the end-users causing little impact on the

international data traffic.
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Figure 1.2.: International Internet bandwidth data rate and annual growth rate [11].

This dampening effect on long-haul data rates is also present in research. Since

the deployment of WDM there has been the need of occupying the approximately

5 THz of bandwidth covered by the flat gain of the optical amplifiers with the high-

est possible spectral efficiency (SE), defined as the ratio between the information

rate and the used spectral bandwidth [6]. To increase the SE in single-mode fibers

(SMFs), which is the current medium of transmission for long-distance optical com-

munications, information is transmitted in two orthogonal polarizations, high-level

modulation formats and advanced digital signal processing (DSP) techniques are

being investigated. However, the higher the SE, the lower is the achievable trans-

mission reach. On the one hand, optical fiber systems are limited by the Gaussian

noise introduced by optical amplifiers. On the other hand, the channel is limited

by the nonlinearities generated from high optical launch powers, as shown in [6].

In [6, 15] the authors predict that in the near future the capacity of long-haul com-

munications reaches its fundamental limit leading to the so-called capacity crunch.

Even recent experiments are already close to this limit by a factor of two [16].

Spatial-division multiplexing (SDM) has emerged as a possible solution to overcome
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the capacity crunch. In the past years, all other physical dimensions available in the

optical channel have been studied [17]. By transmitting on two orthogonal polariza-

tion, this dimension allows for increasing the transmission capacity by a factor of two

compared to single-polarization transmission. The time dimension is being exploited

not only by transmitting symbols one after another at a certain symbol rate, but

also by advanced techniques of pulse shaping that allow for an efficient bandwidth

utilization [18]. The carrier of the transmitted symbols can be modulated in phase

and amplitude, which give rise to high-level quadrature-amplitude modulation for-

mats and therefore, exploiting the amplitude and phase dimension. The frequency

dimension is being employed for transmission since the 1990s with the WDM tech-

nology. SDM aims to exploit the dimension of space and consists of achieving a

linear increase in the capacity by transmitting parallel paths of information through

fiber bundles, multiple cores or multiple modes [6, 16,17,19].

Transmitting information in multiple modes, referred as mode-division multiplexing

(MDM), is particularly interesting since it differentiates from other solutions by

a possible integration of inline optical components. Developing optical components

that operate simultaneously on all modes shows an advantage with respect to savings

of cost per bit [20,21]. Additionally, the system tolerance to nonlinear impairments

in the fiber increases since the fiber utilized for MDM systems has a higher core

diameter in order to support several modes [22,23].

However, for developing deployable MDM systems there are several challenges that

need to be addressed. Although until now MDM-based experiments have achieved

transmission over only few modes, namely over few-mode fiber (FMF), the differ-

ent modes propagate at quite different speeds and interact exchanging power with

each other. These phenomena, namely the differential mode delay (DMD) and mode

coupling, cause longer channel impulse responses than conventional single-mode sys-

tems. This has a negative impact on the receiver (RX) DSP complexity for recovering

the transmitted data streams.

Additionally, there is mode-dependent loss or gain, commonly referred as loss,

(MDL). MDL originates from all kind of inline optical components as the signal

experiences different losses on every mode. It is a performance-limiting factor, that

in extreme cases might lead to systems outage or the partial loss of the information

carried over one or several modes [19]. Amplifiers, mode (de)multiplexers and the

fiber itself are some of the elements that introduce MDL to the system.

This thesis describes the study of different conditions present in the optical link and

the RX DSP that contributes to enhance the reach of FMF transmission systems in
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the presence of MDL. Both simulations and experiments were carried out in order

to observe the different factors that increase the transmission reach.

1.1. Structure of this dissertation

This thesis is structured in seven chapters. Chapters 2 and 3 compile the necessary

theoretical concepts to develop this thesis. Chapter 2 describes the properties of

the transmission channel, which is the optical fiber. The third chapter aims to ex-

plain the different parts of optical systems: transmitter (TX), RX and inline optical

components excluding the fiber.

Chapter 4 presents the investigation on the impact of mode coupling on the system

tolerance towards MDL. Here, mode coupling is studied and classified mainly in two

categories: distributed and discrete mode coupling. The former referring to the one,

which is inherently produced constantly in the fiber itself; the latter, to the one

introduced in specific parts of the link.

Chapter 5 studies different RX DSP configurations that contribute to an enhanced

system performance, i.e. an increase in the transmission reach, in the presence of

MDL. Apart from their performance, its computational effort is computed and com-

pared. Here, trade-offs are analyzed.

Chapter 6 shows experimental results on a system supporting six spatial modes. The

system performance is compared with different equalization and detection schemes.

Single and multiple WDM channels are transmitted. In Chapter 7 the conclusions

are drawn and possible future research is discussed.





2. Few-mode fiber optical channel

The evolution of the transmission losses in fiber optics from 1000 dB/km in the

1960s to current loss coefficients lower than 0.2 dB/km and their posterior world-

wide deployment replacing copper coaxial cable for terrestrial communications has

demonstrated that optical fibers are a suitable medium for long-distance transmis-

sion.

This chapter is devoted to the description of the optical medium properties of few-

mode fiber systems. A review of different phenomena existing in the fiber is presented

at this point in order to understand the dynamic of signal propagation and mode

multiplexing. The fundamentals described here are the basis for the next chapters

explaining the link components in Chapter 3 and the results in Chapters 4 to 6. First,

the principles of light propagation inside a fiber are explained. Afterward, starting off

from the Maxwell’s equations, the origin of the modes in the fiber is explained and

exemplary field distributions with their corresponding phase and intensity profile

are shown. Next, the linear and nonlinear mechanisms of distortions are described.

The fiber impairments description is considered fundamental for the fiber modeling

used in the simulations (Chapters 4 and 5) and for understanding the measurement

setup (Chapter 6) presented in this thesis.

2.1. Propagation principle in optical fibers

Fibers are cylindrical dielectric waveguides composed of the low loss material silica

(SiO2) glass, which are structured as illustrated in Fig. 2.1. They are mainly com-

posed of a core, which is surrounded by a cladding and protective coatings. The

primary coating depicted in Fig. 2.1 is already applied at the manufacturing process

of the fiber (commonly referred as drawing) and its functionality is to protect the

fiber from damage during manufacturing and installation process. Furthermore, the

primary coating provides stability over a temperature range and in moist environ-

ments. Secondary coatings can also be employed to protect the fiber from corrosion

15



16 2. Few-mode fiber optical channel

and damage, when fibers are exposed to natural and man-made hostilities (e.g. wind,

animals, torsion, earthquakes) [24].

Secondary 

coating

Primary 

coating
Cladding Core

Figure 2.1.: Optical fiber structure.

In order to guide the light rays inside the fiber, the core has slightly higher refractive

index than the cladding. The desired refractive index profile is realized by using

dopants in different regions of the fiber, as Germanium-Oxide (GeO2) for increasing

the refractive index in the core or, fluoride (F ) or boron (B) for decreasing the

refractive index in the cladding [25]. Because of this refractive index difference the

light remains confined in the core.

Generally, the fiber refractive index profile can be classified in two categories: step-

index and graded-index profile. In the former category, the refractive index takes a

constant value in the core region. Whereas the graded-index corresponds to a refrac-

tive index, which monotonically decreases from the core center towards the cladding.

The refractive index profile n(r) in both cases can be characterized with Eq. (2.1),

where r is the radial coordinate, nco, nclad, α, and ∆n, are the core refractive index

at the center of the fiber, the cladding refractive index, the core refractive index

decay factor and the relative refractive index profile (see Eq. (2.2)), respectively [1].

The radial coordinate is specified as in Fig. 2.4, where r = 0 corresponds to the

center of the fiber and r = a to the radius of the fiber core.

n(r) =

nco

[
1−∆n

(
r
a

)α]
, for r < a

nclad, for r ≥ a
(2.1)

∆n =
nco − nclad

nco

(2.2)

If α = ∞ the refractive index profile has an abrupt change at the core-cladding

interface, thus, the refractive index corresponds to a step-index profile. Otherwise the

refractive index is graded. When α = 2 the refractive index is said to be parabolic.

This is illustrated in Fig. 2.2 for different values of decay factor α.
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Figure 2.2.: Refractive index profile for different values of α with nco = 1.47 and

nclad = 1.465.

2.1.1. Comparison between step-index and graded-index profile

According to Snell’s law if a ray of light passes through two isotropic media of

refractive indexes n1 and n2, the light is refracted following the relation

n1 sin θ1 = n2 sin θ2, (2.3)

where θ1 and θ2 are the angles of incidence in medium one and two, respectively.

Given that n1 > n2, if the angle of incidence θ1 increases, θ2 also increases, but

there is a maximum angle that θ2 can take, which is π/2. If θ2 = π/2, θ1 in Eq. (2.3)

is called critical angle θc. For θ1 > θc, Eq. (2.3) does not hold anymore, thus, the

incident ray is reflected into the originating medium with high efficiency (approx-

imately 99.9 % [26]) and total internal reflection takes place. These phenomena is

illustrated in Fig. 2.3.

The principle of propagation in step-index fibers relies on the total internal reflection

of the rays at the interface between the core and the cladding. As shown in Fig. 2.4,

the light is confined in the cladding if the angle θ1 is greater than the critical angle

θc. For angles lower than θc the light is refracted to the cladding, therefore, there is

loss. In order to fulfill the condition for total internal reflection, there is a maximum

angle θ0max that the fiber can accept for guiding light into the core. Associated to

the angle θ0max is the numerical aperture (NA), which is defined in Eq. (2.4). The



18 2. Few-mode fiber optical channel

n2

n1

θ2

θ1

θc θ1 >
θ1

θ1

(a) (b) (c)

θcincident

partial internal

exit
ray

ray

reflection

Figure 2.3.: Principle of reflection and refraction [26]. Three cases are illustrated:

(a) incident light is reflected and refracted (θ1 < θc), (b) refraction at

critical angle (θ1 = θc) and (c) total internal reflection (θ1 > θc).

derivation of the right part of Eq. (2.4) can be found in Appendix A.1. NA is a

dimensionless number that represents the light acceptance or gathering capability

of the fiber.

no
nclad

θco

n(r)

r
−
a

a

ncladnco

0 θ0

nco

θ1 > θc

θ1 > θc

Figure 2.4.: Total internal reflection in a step-index fiber.

NA = n0 sin θ0max =
√
nco − nclad (2.4)

In graded-index fibers, total internal reflection also takes place, but not necessarily

at the core-cladding interface. The ray propagation in graded-index fibers can be

schematically depicted as in Fig. 2.5. The refractive index profile of the fiber in

Fig. 2.5 has been sliced in several steps, in order to show how the ray is refracted in

such fibers. Note that as the ray propagates, the refracted angle constantly increases,

as indicated in Fig. 2.5 with the exemplary angles θ4 and θ5, until the incident ray

in the next refractive index region is totally reflected.
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n1n4n5

n(r)

r
−
a

a
0

n0

θ0 θ1

θ4 θ5

Figure 2.5.: Light propagation in graded-index fibers.

When there is more than one ray propagating along the fiber, multipath dispersion

takes place, as a consequence of rays arriving at the end of the fiber at different times.

In the step-index fiber case the rays have the same velocity of propagation or group

velocity vgr = c/nco, where c is the speed of light in the vacuum (c ∼= 2.998×108 m/s),

since the refractive index is constant. In the case of graded-index fibers the velocity

of propagation changes depending on the region where the ray is propagating. Rays

traveling along the fiber axis experience lower propagation velocity, but propagate

through a shorter path. The opposite happens with those oblique rays that travel

a longer path close to the cladding, however, they propagate faster. Therefore, by

designing a suitable refractive index profile and adjusting its curvature, the delay

between the rays can be reduced.

Consequently, step-index fibers are generally used for single-mode long-haul trans-

mission, since their flat refractive index profile in the core is relatively simple to

fabricate, and graded-index fibers are preferred when the fiber allows more than

one ray to be guided, namely multimode. Currently, multimode graded-index fiber

are used for high speed data transferring between computers and Ethernet applica-

tions [1]. Furthermore, graded-index multimode fibers are also preferred for MDM,

where the data from several beams are multiplexed and a RX is able to demultiplex

the transmitted information. For MDM a low modal delay is beneficial, since it is

directly related with the complexity of the RX digital signal processing. Accordingly,

the equations that described the modal propagation assume that there is a radial

dependency of the core refractive index.



20 2. Few-mode fiber optical channel

2.2. Modal propagation

As any electromagnetic phenomenon, the wave propagation inside optical fibers is

governed by the well known Maxwell’s equations. Modes in a fiber are solutions of the

Maxwell’s equations constrained to a set of assumptions and boundary conditions

given by a certain refractive index profile. The set of Eqs. (2.5a) to (2.5d) are the

Maxwell’s equations, where E, H, D and B are the electric field vector in [V/m],

magnetic field vector in [A/m], electric displacement vector in [C/m2] and magnetic

induction vector in [Wb/m2], respectively. Additionally, in Eqs. (2.5b) and (2.5c), J

and ρ are the electric current density vector in [A/m2] and electric charge density

[C/m3], respectively.

∇× E +
∂B

∂t
= 0 (2.5a)

∇×H− ∂D

∂t
= J (2.5b)

∇ ·D = ρ (2.5c)

∇ ·B = 0 (2.5d)

As optical fibers are made of a dielectric material, no electric current can flow (J is

zero) and there are no free charges (ρ is zero). Thus, making use of the relations in

Eqs. (2.6a) and (2.6b), Eqs. (2.5a) and (2.5b) can be transformed into Eqs. (2.7a)

and (2.7b), where ε, ε0 = 8.854× 10−12 C2/Nm2 and µ0 = 4π× 10−7 Ns2/C2 are the

dielectric permittivity of the medium, permittivity and permeability of a vacuum,

respectively.

B = µ0H (2.6a)

D = εE = ε0n
2(r)E (2.6b)

∇× E = −∂B

∂t
= −µ0

∂H

∂t
(2.7a)

∇×H =
∂D

∂t
= ε0n

2(r)
∂E

∂t
(2.7b)
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As shown in the previous equations, the refractive index profile n(r) is assumed to be

longitudinal invariant, therefore independent from the z coordinate. The refractive

index profile n(r) is assumed to be symmetric with respect to the core axis, therefore

having no azimuthal dependency. Thus, by using the cylindrical coordinate system,

where r corresponds to the radial, azimuthal and longitudinal components (r, ϕ, z),

the refractive index is reduced to n(r) = n(r).

In order to have separated expressions for the electric and magnetic field, Eqs. (2.7a)

and (2.7b) are further treated. Applying the curl ∇× at the right and left sides of

Eq. (2.7a), Eq. (2.8a) is obtained and further extended in Eqs. (2.8b) and (2.8c) by

using Eq. (2.7b) and the identity ∇× (∇× E) = ∇ (∇ · E)−∇2E.

∇× (∇× E) = ∇×
(
−µ0

∂H

∂t

)
(2.8a)

∇ (∇ · E)−∇2E = −µ0
∂

∂t
∇×H (2.8b)

= −µ0ε0n
2(r)

∂2E

∂t2
(2.8c)

As for the left side of Eqs. (2.8b) and (2.8c), an equivalent expression for ∇ · E is

derived in Eqs. (2.9a) and (2.9b) by employing Eqs. (2.5c) and (2.6b).

0 = ∇ ·D = ε0∇ ·
(
n2(r)E

)
= ε0

(
∇n2(r) · E + n2(r)∇ · E

)
(2.9a)

∇ · E =
−∇n2(r) · E

n2(r)
(2.9b)

The resulting differential equation for the electric field is obtained by replacing the

derivation of Eq. (2.9b) in Eq. (2.8c), yielding to

∇2E−∇
(
−∇n2(r) · E

n2(r)

)
− µ0ε0n

2(r)
∂2E

∂t2
= 0 (2.10)

The treatment of the magnetic field is similar to the one developed for the electric

field. As shown with Eq. (2.11a), the starting point is Eq. (2.7b) to which the curl of

both sides is applied. Then, in Eqs. (2.11b) to (2.11d), the curl properties, Eqs. (2.7a)

and (2.7b) are applied.
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∇× (∇×H) = ∇×
(
ε0n

2(r)
∂E

∂t

)
(2.11a)

∇(∇ ·H)−∇2H = ε0
∂

∂t

[
∇× n2(r)E

]
(2.11b)

= ε0
∂

∂t

[
∇n2(r)× E + n2(r) (∇× E)

]
(2.11c)

= ε0∇n2(r)× ∂E

∂t
+ ε0n

2(r)
∂

∂t
(∇× E) (2.11d)

= ε0∇n2(r)× ∂E

∂t
− µ0ε0n

2(r)
∂2H

∂t2
(2.11e)

=
∇n2(r)

n2(r)
× (∇×H)− µ0ε0n

2(r)
∂2H

∂t2
(2.11f)

In the same way as for the electric field, the term ∇·H at the left side of Eqs. (2.11b)

to (2.11f) is expanded as presented in Eq. (2.12) by employing Eqs. (2.5d) and (2.6a).

Eq. (2.12) evidences that the term ∇ ·H is null.

0 = ∇ ·B = ∇ · (µ0H) = µ0∇ ·H (2.12)

Therefore, reorganizing Eq. (2.11f) and taking into account that the divergence of

H is null, the following differential equation is obtained for the magnetic field

∇2H +
∇n2(r)

n2(r)
× (∇×H)− µ0ε0n

2(r)
∂2H

∂t2
= 0 (2.13)

For both electric and magnetic field in Eqs. (2.10) and (2.13), the second term

involving ∇n2(r)
n2(r)

can be neglected because of the weakly guiding approximation,

which states that for practical fibers the core and cladding refractive index are very

similar, i.e. ∆n is much smaller than one [27], yielding

∇2H− µ0ε0n
2(r)

∂2H

∂t2
= 0 (2.14a)

∇2E− µ0ε0n
2(r)

∂2E

∂t2
= 0 , (2.14b)

for the magnetic and electric field, respectively. With this approximation, Eqs. (2.10)

and (2.13) have the same structure and so their solution. It can be identified that the

equations are composed of one part dependent on the transverse components and
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the other part on the time. Additionally, as mentioned before, taking into account

that the n(r) is longitudinal invariant the electric or magnetic field can be expressed

as the product of a transverse component ψ(r, ϕ) and a propagation phasor ej(βz−ωt)

as

Ψ(r, ϕ, z, t) = ψ(r, ϕ)ej(βz−ωt) , (2.15)

where ω = 2πf = 2πc/λ, β, f and λ are the angular frequency in [rad/s], propagation

constant in [rad/m], frequency in [Hz] and wavelength in [m], respectively.

By replacing Eq. (2.15) into Eqs. (2.14a) and (2.14b), taking into account that the

speed of light c can be expressed as 1/
√
µ0ε0 and the Laplacian operator ∇2 is

decomposed into its transversal and longitudinal part as in Eq. (2.16), Eqs. (2.17a)

and (2.17b) are obtained for the electromagnetic field where κ = ω/c = 2π/λ is the

wavenumber in [rad/m].

∇2 = ∇2
t +

∂2

∂z2
, ∇2

t =
∂2

∂r2
+

1

r

∂

∂r
+

1

r2

∂2

∂ϕ2
(2.16)

[
∇2
t + κ2n2(r)− β2

]
ψ(r, ϕ) = 0 (2.17a)

∂2ψ(r, ϕ)

∂r2
+

1

r

∂ψ(r, ϕ)

∂r
+

1

r2

∂2ψ(r, ϕ)

∂ϕ2
+
[
κ2n2(r)− β2

]
ψ(r, ϕ) = 0 (2.17b)

Equation 2.17b can be solved by the method of variable separation taking advantage

of the fiber azimuthal symmetry [28,29]. Accordingly, the solution corresponds to the

multiplication of a radial-dependent function with an azimuthal-dependent function:

ψ(r, ϕ) = R(r)Φ(ϕ). Using this product and rearranging Eq. (2.17b), Eq. (2.18) is

obtained, where ` is a constant.

r2

R

(
∂2R

∂r2
+

1

r

∂R

∂r

)
+ r2

(
kn2(r)− β2

)
= − 1

Φ

∂2Φ

∂ϕ2
= `2 (2.18)

In order to guarantee that the azimuthal part Φ has angular consistency, i.e.

Φ(ϕ + 2π) = Φ(ϕ), the constant l has to be an integer or zero. Hence, the har-

monic functions cos lϕ, sin lϕ or the complex representation ejlϕ represent possible

solutions for the azimuthal part, Φ. In the case l = 0, there is no azimuthal de-

pendency, thus, the electromagnetic field is two-fold degenerate accounting for two
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states of polarization. If l ≥ 1, the electromagnetic field has azimuthal dependency

becoming four-fold degenerate: two polarizations and two degenerate spatial modes

(one solution involving cos lϕ and another involving sin lϕ). The spatial degenerate

modes have the same field distribution with the only difference that they are ro-

tated from each other π/(2l), as the relation between the cos lϕ and sin lϕ solutions

suggest.

The solution for the radial part of ψ, R, are Bessel functions in the case of step-index

fibers and, in the general case, a linear combination of first-kind and second-kind

Bessel functions, which are characterized by a radial mode number m. However, the

radial part of the solution has to satisfy also the azimuthal part. Therefore, there is a

set of {l,m} mode pairs that make up the solution as ψl,m(r, ϕ) = Rl,m(r)Φl(ϕ). The

set of modes can be summarized in Eq. (2.19), where the first term corresponds to

the so-called discrete, guided or bounded modes, and the second term, to the contin-

uum, radiation or unbounded modes. The latter category corresponds to modes that

are not confined in the fiber core, i.e. they can propagate in the cladding. Neverthe-

less, radiation modes are strongly attenuated by the fiber coating. In Eq. (2.19), the

constants clm and c(βr) are proportional the the power carried by the correspond-

ing mode and, ψβr and βr are the transverse field component and the propagation

constant of the radiation modes, respectively.

Ψlm(r, ϕ, z) =
∑
lm

clmψlm(r, ϕ)e−jβlmz +

∫ κnclad

−∞
c(βr)ψβr(r, ϕ)e−jβrzdβr (2.19)

Note that each one of the guided modes is characterized by field distribution and a

related propagation constant βlm, which satisfy the relation Eq. (2.20a) or, in terms

of the effective refractive index n̄lm = βlm/κ, Eq. (2.20b).

κnco > βlm > κnclad (2.20a)

nco > n̄lm > nclad (2.20b)

Guided modes also satisfy the orthonormality condition Eq. (2.21) [28], where * is

the complex conjugate operator, δll′ and δmm′ are Kronecker delta functions, i.e. its

value is one for l = l′ or m = m′, otherwise is zero. The orthogonality of the modes is

an important property and is the principle of signal multiplexing and demultiplexing

for MDM as explained in Chapter 3.
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∫ ∞
0

∫ 2π

0

ψ∗lm(r, ϕ)ψl′m′(r, ϕ)rdrdϕ = δll′δmm′ (2.21)

As mentioned before, the previous derivation is based on the the weakly guiding

approximation first introduced by Gloge [27] with the assumption that ∆n <<

1. If this was not the case, the solution of the scalar wave equations Eqs. (2.10)

and (2.13) would yield the true or exact mode solutions TE0m (transverse electric),

TM0m (transverse magnetic), HElm (hybrid electric) and EHlm (hybrid magnetic).

The TE0m and TM0m modes have a null component along the longitudinal axis

for the electric and magnetic field, respectively. In contrast, the hybrid modes have

a non-zero longitudinal component and are classified in EHlm or HElm depending

weather the electric or magnetic field is dominant, respectively. The weakly guided

approximation enables to group the exact modes with virtually equal propagation

constants in approximate linear combinations to form the linearly polarized modes,

LPlm. Table 2.1 shows which true modes are superimposed to form each LPlm mode

and the degeneracy accounting for polarization and spatial modes.

Table 2.1.: Exact-mode content in LP modes and their degeneracy.

LP modes Exact modes
Degeneracy (Number of spatial

and polarization modes)

LP0m HE1m 2

LP1m HE2m, TM0m, TE0m 4

LPlm (l > 1) HE(l+1)m, EH(l+1)m 4

As an example, a graded-index fiber with nco = 1.46,
n2

co−n2
clad

2n2
co

= 0.01, at λ =

1550 nm is considered. In [28] an approximation of the propagation constants βlm

and the radial field distributions Rlm(r) are given. These relations are used to de-

pict Fig. 2.6, where V is a dimensionless number called normalized frequency or V

number. V relates the wavelength, core radius and the core and cladding refractive

indices as in Eq. (2.22). The normalized frequency is an indicator of the number

of guided modes supported by the fiber. Figure 2.6 indicates the so-called cutoff

normalized frequency Vc for single mode operation. In general, Vc is the normalized

frequency up to which the propagation of certain number of modes can be guaran-

teed. Furthermore, it can be seen from Eq. (2.22) and Fig. 2.6 that the guidance

of multiple modes is directly related to the core radius: the greater the core radius,

the more modes that can be guided. Note that Fig. 2.6 graphically shows that the
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effective refractive indices n̄lm of the guided modes are bounded by the core and

cladding refractive indices, as also shown in Eq. (2.20b).

V = aκ
√
n2

co − n2
clad =

2πa

λ

√
n2

co − n2
clad (2.22)
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Figure 2.6.: n̄lm vs. V for a graded-index fiber.

The field distributions of the graded-index fiber are also illustrated in Fig. 2.7 for the

first four mode groups, also following [28]. Note that l is related to two properties of

the field distributions. First, there are 2l maxima around the circumference of the

fiber core; and second, there is a π/(2l) rotation between degenerate modes. The con-

stant m corresponds to the maxima along the radial axis. Although Figs. 2.6 and 2.7

represent the field characteristics for a graded-index fiber, the distributions are very

similar to other profile variations. Therefore, these exemplary field properties can

be considered as typical.
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Figure 2.7.: Intensity, phase profile and 3D representation of the first six spatial

modes for a graded-index fiber.
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2.3. Fiber impairments

This section reviews the different effects that causes distortion during pulse propaga-

tion including attenuation, different kinds of dispersion, propagation delay between

modes, mode coupling and fiber nonlinearities.

2.3.1. Fiber losses

Any physical medium, except for vacuum, has power losses depending on the ma-

terial they are constituted of. In the case of optical fibers, the power after certain

distance can be described as an exponential decrease along the distance, as defined

in Eq. (2.23), where the Pin, αp, L and Pout, are the fiber input power in [W], at-

tenuation coefficient in Neper per kilometer [Np/km], the transmission distance in

[km] and the fiber output power after the distance L [W], respectively [30].

Pout = Pine
−αpL (2.23)

It is also possible, and more usual, to describe the fiber attenuation coefficient in

[dB/km] as in Eq. (2.24), where the relation between the coefficient in [Np/km] and

[dB/km] is given. These loss relations are for both single-mode and multimode fibers,

for the total power or for each one of the modes when there is no power interchange

between the modes, namely mode coupling (see Section 2.3.4).

αdB = −10

L
log10

(
Pout

Pin

)
= −10

L
log10(e−αpL) = 10αp log10(e) ≈ 4.343αp (2.24)

The attenuation in optical fibers is frequency dependent and its origin can be clas-

sified in three categories: intrinsic, extrinsic and bending losses. The first category,

intrinsic losses, originates from the silica glass itself, whose molecules interacts with

the light yielding absorption in the ultraviolet and infrared region. In the ultrav-

ilolet region, close to 0.1 µm, there is an electronic resonance, and in the infrared

region molecule oscillation takes place, centered between 7 and 9 µm, both with tails

extending to the visible region of the spectrum [30].

The second category, extrinsic losses, originates from imperfections in the fabrication

process. As during the manufacturing process the silica glass is exposed to thermal
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diffusion, it can be contaminated with water vapor, i.e. OH-ions. The OH-ions have

a vibrational resonance centered between 2.7 µm and 3 µm, although is far from

the wavelength range of interest, they have harmonics at 1.383, 1.24, and 0.95 µm.

With the current technology the tones produced by these impurities can be lowered,

which has given origin to the so-called dry fiber [24]. On the other hand, also during

the melting process of the glass, silica molecules move randomly and take some

place during solidification. Consequently, fluctuations in the density of the silica

molecules and of the refractive index can take place. Due to this random variations

of the material density, scattering of some of the propagation light occurs, giving

rise to the so-called Rayleigh scattering.

The last category, bending or radiation losses, are determined after installation and

can be divided in micro- and macrobending losses. Microbending results from ir-

regularities in the core-cladding interface, such as diameter fluctuations and axis

misalignment. These are also called waveguide imperfections. Furthermore, it can

also be originated from external mechanisms such as pressure, twist and tension [31].

Macrobending is caused by bending the fiber on a larger scale. Normally, for total

internal reflection the rays have an angle of incidence, which is greater than the crit-

ical angle. However, bending the fiber might cause that the incident angle becomes

smaller than the critical angle, thus, causing some power to be refracted into the

cladding.

The different contributions to the fiber loss and its frequency dependance can be

observed in Fig. 2.8. Note that the optical frequency is related to wavelength accord-

ing to f = c/λ. Figure 2.8 also shows the wavelength bands for transmission over

fiber optics according to the International Telecommunication Union (ITU) [24].

There are six transmission bands ranging from 1260 nm to 1675 nm: original- (O),

extended- (E), short wavelength- (S), conventional- (C), long wavelength- (L) and

ultralong wavelength-band (U). For long-haul communications the C-band, some-

times extended to L-band, are generally used since those frequency bands have the

lowest loss.

2.3.2. Dispersion

This section reviews the effect of fiber dispersion, which plays a very important role

in the study of optical transmission systems. In general, dispersion is defined as the

frequency dependance of a quantity [33]. In this case, the dispersive medium is the

fiber and the frequency dependent quantity is the propagation constant βlm.
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Figure 2.8.: Fiber losses as a function of the frequency [32].

Dispersion can be classified in intra-modal and inter-modal dispersion, when it arises

within a mode or relates more than one mode, respectively. Only for single-moded

fibers no inter-modal dispersion takes place. In the following, these two varieties of

dispersion are described.

Intra-modal dispersion

Consider the transmit electrical field Elm for a specific mode LPlm, which is mod-

ulated by the data signal slm(z, t). In the frequency domain, the modulated data

signal corresponds to Slm(z, ω − ωc), where ωc is the carrier angular frequency. The

angular frequency ωc can be also written as ωc = 2πfc, where fc is the carrier

frequency. The propagating field can be written as Eq. (2.25a), where β0lm is the

propagation constant at the carrier frequency and Êlm is the transverse component

of the electrical field [30, 34]. A single spectral component of Slm(z, ω) propagating

through the fiber can be expressed in terms of the input signal Slm(z = 0, ω), the

corresponding propagation constant βlm and the term representing the attenuation

in the fiber e−
αp
2
z as in Eq. (2.26) [34]. Based on Eq. (2.26), Eq. (2.25a) can be

expressed as Eq. (2.25b).
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Elm(r, z, ω) = Êlm(r)Slm(z, ω − ωc)e
jβ0lm

z (2.25a)

Elm(r, z, ω) = Êlm(r)Slm(z = 0, ω − ωc)e
jβlmze−

αp
2
z (2.25b)

Slm(z, ω) = Slm(z = 0, ω)e−j(β0lm
−βlm)ze−

αp
2
z (2.26)

As the spectral occupancy of Slm(z, ω) is much smaller than the carrier frequency,

βlm can be expanded in a Taylor series as

βlm(ω) = β0,lm(ωc)+(ω − ωc) β1,lm(ωc)+
1

2
(ω − ωc)

2 β2,lm(ωc)+
1

6
(ω − ωc)

3 β3,lm(ωc)+... ,

(2.27)

where

βg,lm(ωc) =

(
dgβlm(ω)

dωg

)
ω=ωc

for g = 1, 2, 3, ... (2.28)

The source of intra-modal dispersion is this frequency dependance of βlm, as observed

in the previous equations. Usually, it is sufficient to represent βlm(ω) up to the third-

order term in the Taylor series, higher order terms can be neglected.

Each one of the terms in Eq. (2.27) is associated to a quantity having a physical

meaning. The first term, β0,lm(ωc), corresponds to a constant phase shift, which is

therefore irrelevant for the study of pulse distortion. The second term, proportional

to β1,lm(ωc), is related to the time delay of the signal envelope, i.e. to the group

velocity vgr,lm. This implies that vgr,lm is frequency-dependent. The group velocity

is defined as the inverse of β1,lm(ωc), as shown in Eq. (2.29).

vgr,lm = (dβlm/dω)−1 (2.29)

As a consequence of vgr,lm being frequency-dependent, after propagation different

frequency components of the signal arrive at the end of the fiber with different

delays. This phenomenon is known as chromatic dispersion, group velocity dispersion

(GVD) or simply dispersion. The latter term is adopted in this thesis. The dispersion
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is responsible for the pulse broadening and, consequently, inter-symbol interference

(ISI) between neighboring symbols.

Furthermore, the change of βlm(ω) with the frequency evidences that the effective

refractive index n̄lm = βlm/κ is also frequency-dependent. By using this relation and

expressing κ in terms of ω and c, Eq. (2.29) can be further expanded as shown in

Eqs. (2.30a) and (2.30b). The quantity n̄gr,lm is the group effective refractive index

for the mode LPlm, which is the sum of n̄lm and a term related to the slope of n̄lm

with respect to the frequency, as indicated in Eq. (2.30b).

vgr,lm =

(
dn̄lmκ

dω

)−1

= c

(
dn̄lmω

dω

)−1

= c

(
n̄lm + ω

dn̄lm
dω

)−1

(2.30a)

vgr,lm =
c

n̄gr,lm

(2.30b)

The third term in Eq. (2.27), the second order term proportional to β2,lm(ω), is

related to the rate of change of the group velocity vgr,lm with the frequency. Here,

it is useful to introduce the dispersion parameter Dlm(λ) defined for a particular

mode LPlm, usually in [ps · nm−1 · km−1]. The dispersion parameter is an important

quantity to calculate the pulse broadening and precises the rate of change of the

group velocity with the frequency. Consider a signal that propagates over a fiber

of length L in [km] with a spectral width of ∆λ in [nm], the pulse broadening ∆T

produced by the dispersion is defined as in Eq. (2.31).

∆T = LDlm(λ)∆λ = LDlm(λ)
−λ2

2πc
∆ω (2.31)

The dispersion parameter is defined as

Dlm(λ) =
d

dλ

(
1

vgr,lm

)
=
dω

dλ

d

dω

(
1

vgr,lm

)
=
−2πc

λ2

d

dω

(
1

vgr,lm

)
=
−2πc

λ2
β2,lm .

(2.32)

Equation 2.32 can be further expanded by replacing vgr,lm from Eq. (2.30a) in terms

of the effective refracted index as

Dlm(λ) =
−2πc

λ2

d

dω

(
n̄lm + ω

dn̄lm
dω

)
=
−2π

λ2

(
2
dn̄lm
dω

+ ω
d2n̄lm
dω2

)
. (2.33)
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Zero dispersion is possible at a certain wavelength. However, even if Dlm(λ) is equal

to zero, the wavelength dependance of Dlm(λ) leads to dispersive effects in the

transmission over the optical fiber. These dispersive effects are contributed by the

higher-order terms in Eq. (2.27). Usually the terms up to the third order in the Taylor

expansion are considered. Third-order dispersive effects are characterized by the

dispersion slope Slo,lm(λ), which describes the change of Dlm(λ) with the wavelength

as evident in its definition in Eq. (2.34). The units of Slo,lm(λ) are [ps ·nm−2 ·km−1].

Slo,lm(λ) =
dDlm(λ)

dλ
=
dω

dλ

dDlm(λ)

dω
=
−2πc

λ2

dDlm(λ)

dω
=
−ω2

2πc

dDlm(λ)

dω
(2.34)

As β2,lm is the second derivative of βlm with respect to the angular frequency ω, it

is convenient to expand Eq. (2.34) in terms of ω as in Eqs. (2.35a) to (2.35d). By

using the definition of Dlm(λ) in Eq. (2.32), Eq. (2.34) can be further developed in

Eqs. (2.35a) to (2.35d).

Slo,lm(λ) =
−ω2

2πc

d

dω
Dlm(λ) =

−ω2

2πc

d

dω

(
−2πc

λ2
β2,lm

)
(2.35a)

Slo,lm(λ) =
−ω2

2πc

d

dω

(
−ω2

2πc
β2,lm

)
=

ω2

(2πc)2

d

dω

(
ω2β2,lm

)
(2.35b)

Slo,lm(λ) =
ω2

(2πc)2

(
2ωβ2,lm + ω2β3,lm

)
=

2ω3

(2πc)2β2,lm +
ω4

(2πc)2β3,lm (2.35c)

Slo,lm(λ) =
4πc

λ3
β2,lm +

(
2πc

λ2

)2

β3,lm (2.35d)

Dispersion is the result of the contribution of material and waveguide dispersion

depending on its origin. Material dispersion is the responsible for the spectral de-

pendance of the refractive index. The refractive index in the frequency domain is

defined with the following relation [1]

n(ω) =
(
1 +Re

{
χ(1)(r, ω)

})1/2
, (2.36)

where the χ(1)(r, ω) is the first order susceptibility of the medium. The suscepti-

bility characterizes the interaction of the dielectric medium, silica in the case of

fiber optics, with the incident electromagnetic field, which transfers some of its
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energy to the bound electrons in the medium. As indicated in Eq. (2.36) by the

frequency dependance of χ(r, ω), this interaction is different for different frequency

components, which makes the value of the refractive index frequency-dependent. At

certain frequencies the material absorbs the electromagnetic radiation, leading to

the appearance of K discrete resonances at ω1, ω2, ...ωK . For fused silica glass, the

Sellmeier equation in Eq. (2.37) gives a good approximation of this behavior, where

Bi are weighting factors obtained from fitting this relation to measurements on the

medium [35].

n(ω) =

(
1 +

K∑
i=1

Bi

1− (ω/ωi)
2

)1/2

(2.37)

Whereas the material dispersion is attributed to the properties of the material itself,

the waveguide dispersion is attributed to the shape of the waveguide. By modifying

the fiber characteristics, e.g. its core radius, difference between the core and cladding

refractive index or the shape of the refractive index profile, the waveguide dispersion

can be modified and therefore the total dispersion profile can be tailored for a specific

purpose. An example of these specially tailored fibers are the dispersion-shifted fibers

(G.653) and dispersion-compensating fibers [1].

Inter-modal dispersion

As explained in the previous section, each mode possesses a different group velocity

vgr,lm. The inter-modal dispersion, commonly also known as differential mode delay

(DMD), results from the fact that pulses from different modes propagate with dif-

ferent group velocities, therefore, they arrive at the end of the fiber with different

propagation delays. Thus, DMD exclusively takes place in fiber supporting multiple

modes.

The DMD between mode LPlm and LPl′m′ is given by the difference of each mode’s

delay per unit length, as shown in Eq. (2.38) [36].

DMDlm,l′m′ =
1

vgr,lm

− 1

vgr,l′m′
(2.38)

As mentioned in the former section, in the presence of dispersion the group velocity

becomes frequency-dependent. Each mode may have a slightly different dispersion,

therefore the group velocities of each mode would change by different amounts with
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the frequency. This implies also that the difference between the group velocities, i.e.

the DMD, changes with the frequency.

In [37], it is shown that by means of the proper fiber design the DMD can be virtually

flat over the bands of transmission C and L. The authors in [37] used a graded-index

fiber with a cladding trench and optimized its refractive index profile in order to

minimize the DMD and its variation over frequency. For this reason, the variation

of the DMD with the frequency is neglected in the simulations.

The frequency dependency of the modal delay is referred to as higher-order modal

delay. For further information on this topic see [38].

2.3.3. Birefringence and polarization-mode dispersion

For an ideal fiber with perfectly circular core and isotropic characteristics, orthogo-

nally polarized modes have the same propagation properties, i.e. same propagation

constant. However, this is unlikely to happen. Real fibers have a slightly elliptical

core, suffer from all kinds of stresses, asymmetries, anisotropy, and harmful effects

from the outside such as twisting and temperature changes. All these effects have

an impact on the propagation constant of each polarization, causing the degeneracy

of the polarization modes to break, and on the orientation of the polarization axis,

causing polarization scrambling and power leakage from one polarization to the other

and vice versa. Modal birefringence is the result of these effects and is characterized

by the difference between the effective refractive index of each polarization ∆n̄lm,xy

as shown with different equivalences in Eq. (2.39) [25, 39], where x and y represent

two arbitrary transversal axis in the fiber. The axis x is said to be the fast axis if

n̄lm,x < n̄lm,y, since it will have a shorter delay.

∆n̄lm,xy = |n̄lm,x − n̄lm,y| =
|βlm,x − βlm,y|

κ
=
c |βlm,x − βlm,y|

ω
=
λ |βlm,x − βlm,x|

2π
(2.39)

Constant birefringence leads to the exchange of energy between the polarizations

with a period commonly called beat length LB equals to 2π/ |βlm,x − βlm,y| =

λ/∆n̄lm,xy [25]. This also implies that after a distance of LB the input and out-

put state of polarization coincide. The state of polarization is the pattern traced

by the relation of the x and y electric fields. Propagate x and y without any phase
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difference, then there is a linear polarization; if the phase difference is π/2 then it

is called circular polarization and elliptical otherwise [39].

Furthermore, at a constant birefringence the difference in propagation constants

generates a difference in the group velocity. This implies that the pulses propagating

along each polarizations arrive with different delays at the end facet of the fiber,

which is commonly referred as differential group delay (DGD) denoted in Eq. (2.40)

as ∆τ . By using Eq. (2.29), in terms of the first derivative of the propagation constant

β1,lm,x/y, or Eq. (2.30b), in terms of the group effective refractive index n̄gr,lm,x/y, the

delay ∆τ can be further developed in Eqs. (2.41a) to (2.41c).

∆τ =

∣∣∣∣ L

vgr,lm,x

− L

vgr,lm,y

∣∣∣∣ (2.40)

∆τ =
L

c
|n̄gr,lm,x − n̄gr,lm,y| =

L

c
|∆n̄gr,lm,xy| (2.41a)

= L |β1,lm,x − β1,lm,y| = L

∣∣∣∣dβlm,xdω
− dβlm,y

dω

∣∣∣∣ = L

∣∣∣∣dκn̄lm,xdω
− dκn̄lm,y

dω

∣∣∣∣ (2.41b)

= L
dκ∆n̄lm,xy

dω
=
L

c

dω∆n̄lm,xy

dω
=
L

c

(
ω
d∆n̄lm,xy

dω
+ ∆n̄lm,xy

)
(2.41c)

DGD is graphically represented in Fig. 2.9, where is evident that this effect is one

of the sources of distortion that introduces delay spread in the impulse response of

the transmission channel.

D
G
D

Slow axis

Fast axis

Transmission 

distance 

Figure 2.9.: Differential group delay between orthogonal polarizations.

Polarization-mode dispersion (PMD) can be defined as the DGD per unit distance.

The PMD is characterized by the PMD coefficient PMD c, which corresponds to

∆τ/L. Usually, in fibers of more than several kilometers long, as in the case of this

thesis, the PMD c is not given by a linear relation between time and distance, but
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it is given in [ps/
√

km]. The reason for this nonlinear behavior is that the PMD is

the product of the concatenation of multiple random events [39, 40]. Each of these

random event can be represented as splitting the fiber into several small sections

with different but constant DGD values. The DGDs may seem longer or shorter by

comparing the different sections, i.e. the DGDs do not sum up linearly.

DGD is the origin of the so-called first-order PMD. The frequency dependance of

the states of polarization (depolarization) and the DGD (polarization chromatic

dispersion) arises from higher-order PMD [10], which originates from including

higher-order terms of the propagation constant derivative and not only β1,lm,x/y

in Eq. (2.40). Depolarization and polarization chromatic dispersion can also be de-

scribed by a Taylor expansion as shown in [10]. Analogous to the previous section on

inter-modal dispersion, in the presence of dispersion it may be that the polarizations

have slightly different dispersion values leading to a change by different amounts of

the group velocities of each polarization.

As there are other effects that are more dominant in few-mode fibers such as DMD

and MDL, higher-order PMD is out of the scope of this thesis.

2.3.4. Mode coupling

Just as PMD, mode coupling takes place when there is a geometrical or environmen-

tal perturbation in the fiber. These perturbations can be intended or unintented. An

example of intentional introduction of mode coupling is the utilization of a mode

scrambler as proposed in the late 70’s with [41, 42]. Mode scramblers are employed

in standard multimode fibers to launch power evenly over all modes, which is use-

ful for making DMD tolerance measurements and ensure the repeatability of the

measurements.

The consequence of the perturbations mentioned before is the power transfer be-

tween modes [43]. Mode coupling takes place especially, and strongly, between de-

generate modes or modes that have similar propagation constants. Marcuse [44] and

Olshansky [45] developed the coupled mode theory for optical waveguides with im-

perfections and perturbations. Both found that the strength of mode coupling is

directly related to the difference in the propagation constants ∆β = βa− βb, in this

case between mode a and b.

In addition, and also similar to PMD, random mode coupling can effectively reduce

the impulse response length in a transmission system, namely the DMD [45]. There-

fore, the relation impulse response length due to DMD is no longer proportional to
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the time delay between the slowest and fastest pulse multiplied by the fiber length,

but multiplied by the square root of the fiber length. In [45], Olshansky explains

this phenomenon in a very intuitive way by regarding the transmission as the prop-

agation of different energy packages. At the end of the transmission, the different

energy packages will have traveled through different modes due to mode coupling,

and consequently, they arrive with a delay, which corresponds to the average delay

over all modes, and whose distribution depends of the strength and nature of the

mode coupling [45].

Mainly two kinds of fiber model are used in the literature for describing the mode

coupling behavior: power and field coupling models [46]. The former only considers

the real-valued exchange of energy between modes and was used in the past to

simplify the coupling equations so that various effect of the fiber could be easily

studied, such as power distribution and pulse responses [44, 46]. The field coupling

model is in contrast a complex-valued electrical field model containing amplitude and

phase information. This is therefore the appropriate model for coherent detection

and the one used in this thesis.

The modeling of mode coupling and linear impairments was provided by the authors

in [22, 47]. It is based on the coupled mode theory presented by Marcuse in [44].

Waveguide imperfections such as bends and surface corrugation can be modeled as

a small core displacement from the transversal coordinates. Therefore the fiber is

divided into small sections simulating this behavior as illustrated in Fig. 2.10. The

core displacement is represented by a small perturbation of the refractive index or

permittivity, taking into account that the refractive index relates to the permittivity

by n2 = εµ
ε0µ0

, where µ is the permeability of the medium in [H/m].

cladding

core

dz

Actual boundary

Ideal boundary

Modeled boundary

Mode coupling, dispersion, 

attenuation, PMD

z

Figure 2.10.: Fiber model illustration.

The permittivity of the perturbed medium is then given by ε (x, y) = εa (x, y) +

∆ε (x, y), where εa (x, y) is the permittivity of the unperturbed medium and ∆ε (x, y)

is the perturbation. As mentioned above, the permittivity ε (x, y) can be also
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represented as a deviation of the permittivity in the core center as ε (x, y) =

εa (x+ δx, y + δy), where δx and δy is the deviation of the abscissa and ordinate

coordinates, respectively.

According to the coupled mode theory, the perturbed permittivity is incorporated

in the coupling coefficients Cu,u1 and the propagation equation Eq. (2.42), where

Su (z, ω − ωc), Cu,u1 and ∆β0u,u1
are the Fourier transform of the complex-valued

field envelope, the mode coupling coefficients between mode u and u1, the difference

between the propagation constants ∆β0u,u1
= β0u − β0u1

, respectively. The first part

of the right hand side of Eq. (2.42) corresponds to the dispersion effects, and the

second part, to the mode coupling. Only linear impairments were considered in this

thesis to concentrate the attention on the effect of MDL in the system assuming the

launch power is low enough to neglect the nonlinear impairments. The derivation of

Eq. (2.42) has been included in Appendix A.2.

∂

∂z
Su (z, ω − ωc) = −j (β0,u − βu)Su (z, ω − ωc)+j

∑
u1 6=u

Cu,u1Su1 (z, ω − ωc) e
−j∆β0u,u1

z

(2.42)

The coupling coefficients between the mode u and u1 are given by the overlap integral

modified by the perturbation ∆ε (x, y) as in Eq. (2.43).

Cu,u1 =
ωc

4

∫ ∞
−∞

∫ ∞
−∞

Ê∗u (x, y) ∆ε (x, y) Êu1 (x, y) dxdy (2.43)

Solving Eq. (2.42) analytically can be very complicated and numerical methods

require powerful computational resources. For this reason, the authors in [47] pro-

posed a semi-analytical solution for Eq. (2.42). The idea behind it is to divide the

solution of Eq. (2.42) into two parts where only a dispersive effect or mode cou-

pling is effective for each fiber section, similar to the split-step Fourier method [25].

The sections are small enough so that the continuous wave approximation is valid,

i.e. the delay spread caused by modal dispersion should be much smaller than the

pulse duration [47]. The solution of the first dispersive part of Eq. (2.42) leads to

Eq. (2.26) at the carrier frequency ωc, which additionally includes the fiber attenua-

tion. Therefore, Eq. (2.26) can be rewritten to include until the term related to the

dispersion slope as Eq. (2.44), where β1lm , β2lm and β3lm are derived from Eqs. (2.29),

(2.32) and (2.35d) in Eq. (2.45). In Eq. (2.45a), apart from the modal group delay
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represented by vgr,lm, the group velocity difference between polarization x and y is

included in the term related to ∆vgr,lm,xy. The value of ∆vgr,lm,xy can be derived

using Eqs. (2.41a) and (2.41b) resulting in Eq. (2.46).

Slm(z, ω − ωc) = Slm(z = 0, ω − ωc)e
−j(β0lm

−βlm)ze−
αp
2
z

= Slm(z = 0, ω − ωc)e
j((ω−ωc)β1,lm+ 1

2
(ω−ωc)2β2,lm+ 1

6
(ω−ωc)3β3,lm)ze−

αp
2
z

(2.44)

β1lm =
1

vgr,lm ± ∆vgr,lm,xy

2

(2.45a)

β2lm = −λ
2Dlm

2πc
(2.45b)

β3lm =

(
Slo,lm +

2Dlm

λ

)(
λ2

2πc

)2

(2.45c)

∆vgr,lm,xy =
∆n̄gr,lm,xyc

n̄2
gr,lm

(2.46)

For computing β1lm , β2lm and β3lm and the attenuation factor in Eq. (2.44), the

dispersion Dlm, dispersion slope Slo,lm, attenuation αp and birefringence ∆vgr,lm,xy

parameters were set to typical values for doped silica [36]. The group velocities vgr,lm

and group effective indexes n̄gr,lm are obtained from optimizing the fiber refractive

index profile in order to minimize the DMD as described in [37]. In [37], Maxwell’s

equations were solved numerically to find the most suitable fiber profile.

The model also considers random orientation of the polarizations from section to

section. This can be represented as a concatenation of Jones matrices, i.e. their

successive multiplication (see e.g. [48] chapter 7).

Given the coupling coefficients and the propagation constant differences for a DMD-

optimized fiber design, the mode coupling part of Eq. (2.42) can be solved. The

process of solving this part of the equation can be found in [47].

2.3.5. Nonlinear impairments

Operating the fiber at high power levels gives rise to a nonlinear behavior in this

medium. Nonlinearities can be classified in Kerr nonlinearities, or the ones that

causes a nonlinear dependance of the refractive index in the fiber, and nonlinear

scattering. In the following, these two kinds of nonlinearities are explained.
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Kerr effect nonlinearities

The Kerr nonlinearities were named after the Scottish physicist John Kerr (1824-

1907), who discovered this effect in 1875 [49]. In Section 2.2, the medium was consid-

ered isotropic, linear, nonconducting and nonmagnetic. The fact that the medium is

linear is reconsidered here. Dielectrics, including fiber optic, respond in a nonlinear

way to intense electromagnetic fields.

For considering the nonlinear terms, Eq. (2.6b) can be rewritten in the frequency

domain so that the permittivity of the medium is defined in terms of the product ε0εr,

where εr is the dielectric constant, also called relative permittivity, as in Eq. (2.47a).

εr in turn can be expressed as 1 + χe, where χe is the susceptibility of the medium.

In a linear medium, the χe is independent of the applied field strength. However,

for nonlinear media χe is a field-intensity-dependent tensor as shown in Eqs. (2.47a)

and (2.47b) [30].

D(r, ω) = ε(r, ω)E(r, ω) = ε0εr(r, ω)E(r, ω) = ε0(1 + χe(E, ω))E(r, ω) (2.47a)

= ε0E(r, ω) + ε0χe(E, ω)E(r, ω) (2.47b)

= ε0E(r, ω) + P(r, ω) (2.47c)

Equation 2.47c introduces the polarization density vector P = ε0χe(E, ω)E(r, ω),

which is the vector representing the induced dipole moments per unit volume. P is

not linear and is often written as a power expansion as shown in Eq. (2.48a) [30],

where χ(n) is the nth order susceptibility, as well as a tensor of rank n+ 1.

P(r, ω) = ε0χe(E, ω)E(r, ω) = ε0
[
χ(1)E + χ(2)EE + χ(3)EEE + · · ·

]
(2.48a)

= PL(r, ω) + PNL(r, ω) (2.48b)

PL(r, ω) = ε0χ
(1)E (2.48c)

PNL(r, ω) = ε0
[
χ(2)EE + χ(3)EEE + · · ·

]
(2.48d)

In Eq. (2.48b)), PL(r, ω) and PNL(r, ω) are described as in Eqs. (2.48c) and (2.48d).

The term associated with χ(1), PL(r, ω), corresponds to the dominant contribution

and is the responsible for the linear effects, such as the material dispersion (as

shown with Eq. (2.36)) and the attenuation. The higher order terms, described by
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PNL(r, ω), contribute to the nonlinear response. However, the second-order term is

only relevant for unsymmetrical molecule structures, which is not the case for silica

glasses. The first and most relevant nonlinear contribution is given by χ(3), which is

responsible for the Kerr effect. Higher order terms in Eq. (2.48d) can be neglected.

Therefore, Eq. (2.48d) can be approximated as in Eq. (2.49).

PNL(r, ω) ≈ ε0χ
(3)EEE (2.49)

Note from Eqs. (2.48a) and (2.48b) that PL(r, ω) and PNL(r, ω) have their corre-

sponding counterparts in time domain, PL(r, t) and PNL(r, t), whose origin is not

the multiplication with the electrical field but their convolution.

For describing the effect of these nonlinear terms, the wave equation is now used.

By replacing the time domain version of Eqs. (2.47c) and (2.48b) in Eq. (2.14b)

and taking into account the weakly guiding approximation (∇ · E = 0), the wave

relations in Eq. (2.50) can be obtained.

∇2E− µ0ε0
∂2E

∂t2
− µ0

∂2P

∂t2
= 0 (2.50a)

∇2E− µ0ε0
∂2E(r, ω)

∂t2
− µ0

∂2PL

∂t2
− µ0

∂2PNL

∂t2
= 0 (2.50b)

As PL corresponds to ε0χ
(1)E, the linear term of the equation can be joined in one

single term by introducing the refractive index to Eq. (2.50b), as expressed before

in Eqs. (2.10) and (2.36). Thus, the wave equation can be written as

∇2E− µ0ε0n
2(r)

∂2E

∂t2
− µ0

∂2PNL

∂t2
= 0 (2.51)

Solving Eq. (2.51) can be quite complicated, therefore the term corresponding to

PNL is treated in the literature as a small perturbation, which is appropriate for a

weak nonlinear medium such as silica [2, 25]. Thus, this term generates a nonlinear

perturbation of the phase of the signal proportional to the nonlinear change of the

refractive index 3
8n
Re
{
χ

(3)
xxxx

}
|E|2 [25], where χ

(3)
xxxx is one component of the tensor

of rank four.

Note that the phase distortion produced by the Kerr effect is proportional to the

power of the electrical field. Thus, the modulated signal in the optical field is inter-

fering with itself. Form the point of view of a specific transmitted WDM channel,
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when the interference is provoked by the power coming from the channel under test,

the distortion is called self-phase modulation (SPM); if it comes from the power

of other WDM channels, this is called cross-phase modulation (XPM). Four-wave

mixing is also another kind of distortion due to the Kerr effect, which describes the

interaction of three waves generating a fourth wave.

Nonlinear light scattering

Nonlinear scattering processes arise from the interaction between the incident optical

field and the silica molecules such that energy transfer from the incoming light to

the dielectric medium takes place. Brillouin and Raman scattering are two kinds of

such nonlinear effect.

Both nonlinear processes are generated spontaneously or stimulated by a pump light

source upon the use of high power levels. In contrast to linear elastic scattering pro-

cesses, i.e. Rayleigh scattering, where the scattered wave has the same frequency

as the incident wave, these nonlinear processes are inelastic. Namely, the scattered

photon from both processes is shifted to a higher (anti-stokes) or a lower (Stokes) fre-

quency. Although anti-stokes processes can occur, it requires previous conditioning

of the medium and therefore, is irrelevant for optical communications [50].

In the case of Raman scattering, the incident light interplays with the vibrations of

the silica molecules in the fiber [31]. Thus, part of the energy from the incident pho-

ton is transferred to a mechanical vibrational state of the silica molecules, namely

the optical phonons [50]. This energy dissipation in form of optical phonons corre-

sponds to the energy difference between the incoming and scattered photons (stokes

photons). The consequence of this molecule vibration is the energy transfer to a

lower frequency: around 100 nm (approximately 13 THz) away from the incident

light.

Brillouin scattering originates from the reflections at periodical variations in the

density of the silica [31]. The product of this interaction is the energy dissipation

in form of acoustical phonons (phonons at sound velocity) and the generation of

the stokes photon in the opposite direction as the incident light at lower frequency

approximately 0.1 nm≈10 GHz away from the incident photon.

Both Brillouin and Raman scattering can produce gain with an appropriate pump

light source. Compared to Raman scattering, Brillouin achieves a higher gain. How-

ever, the bandwidth provided by the stimulated Raman scattering is higher than

the Brillouin scattering. The gain bandwidth of the Brillouin scattering is of the
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order of 20 MHz, whereas for Raman is in the order of 20 THz to 30 THz [1, 31].

Another difference between Raman and Brillouin scattering is that stokes photon of

the former effect can co- and counter-propagate, whereas the stokes photon due to

the latter can only counter-propagate [1].
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The capacity crunch requires exploring new transmission schemes and concepts.

SDM exploits the spatial dimension by means of simultaneously transmitting several

streams of information through the fiber.

The realization of SDM can be done in different ways. The most intuitive way is to

send the information through several single-mode fibers or, a more compact variant,

through fiber bundles. Other alternatives are depicted in Fig. 3.1, which illustrates

the cross-section of different types of fibers with respect to their core position and

size. These alternatives can basically be classified in three categories: FMF, multicore

fiber (MCF) and the combination of both.

50-62.5 µm

(a) (b)

(c) (d)

(e)

125 µm

220 µm

8-10 µm

16 µm

11.1 µm 9.2 µm

(g)

192 µm

(f)

13.1 µm

Figure 3.1.: Cross section examples of candidates for SDM. The black dots represent

the core and the outer circle the cladding. (a) Standard single-mode and

(b) multimode fiber [24], (c) few-mode fiber [51], (d) 6-core fiber [52],

(e) 19-core fiber [32], (f) 7-core fiber [53] and (g) fiber bundles.

For comparison purposes, commercial SMFs and multimode fibers (MMFs) are also

illustrated in Fig. 3.1(a) and (b). SMFs have substantially lower core diameters than

MMFs. Whereas the former type is the standard for today’s long-haul and metro

networks, the latter type is used for short-reach applications, e.g. in data centers,

because of the low cost of the laser technology used for illuminating such fibers and

45
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the low loss splices between fiber segments [45, 54]. The main reach limitation of

commercial MMFs is the modal delay between hundreds of modes that propagate

down this fiber. For such systems the information is launched in form of pulses,

whose modal content is a mix of several modes. However, the propagating pulse is

affected by the DMD, i.e. the delay among modes, which causes interference between

the neighboring pulses and limits the transmission to a few hundreds of meters.

An example of one of the candidates for SDM is shown in Fig. 3.1(c). The figure

depicts a fiber that has slightly greater core diameter than SMFs and supports

only few modes (FMF). By supporting a low number of modes, the refractive index

profile design can be better controlled to achieve a lower DMD. Another type of

SDM trend is shown in Fig. 3.1(d), (e) and (f): multicore fibers (MCF). Figure

3.1(e) shows a 19-core fiber, where each one of the cores supports a single mode.

In this case, the cores are placed as far as possible to minimize crosstalk between

them. In turn, the cores of the fiber depicted in Fig. 3.1(d) are placed closer in order

to introduce strong coupling between them. The strongly coupled cores are also

called supermodes, since their energy profile resembles the modes in a multimode

fiber. Similar to strongly coupled modes, as mentioned in Section 2.3.4, having strong

core coupling or supermodes helps to reduce the channel impulse response length and

MDL (see Chapter 4). Furthermore, unlike the uncoupled core configuration, coupled

cores have the advantage of being unaffected by possible external factors that may

cause core coupling, e.g. splicing misalignment. The fiber shown in Fig. 3.1(f) has

uncoupled cores with a slightly larger diameter than the other MCFs in Fig. 3.1(d)

and (e), which makes it a combination of multicore and multimode fiber supporting

three modes in each core.

Fiber bundles are considered also a SDM candidate and are depicted in Fig. 3.1(g).

This is the simplest and most straightforward approach to increase the transmission

data rates. The fiber bundles option does not have any impact on the system struc-

ture, since the same transceivers and optical components can be used. Deploying

such systems with N single-mode fibers would increase the capacity N times, but

would also increase the operation cost by N times. Therefore, it is necessary to find

cost-efficient solutions to the capacity crunch.

Multiplexing the signal into different modes or cores constitutes a more attractive

alternative. As illustrated in Fig. 3.1, both MCF and FMF achieve more information

density per unit area than fiber bundles. Especially FMFs have the potential to offer

the advantage of being more energy efficient than MCF systems with respect to

line equipment, which is dominated by the energy consumption of optical amplifiers

[20,55,56]. There is also a potential advantage in the nonlinear tolerance of few-mode
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transmission with respect to single-mode. Since nonlinearities in the fiber originates

from the confinement of the light in the silica, the slightly higher diameter of FMFs

enables better transmission performance in this respect than single moded fibers [22].

However, MDM faces challenges that need to be addressed for launching out com-

mercial systems. Crosstalk between the modes distorts the signal. This fact combined

with modal delay affects negatively the RX digital signal processing complexity [57].

Unequal attenuation or amplification of the modes, MDL, is also an issue that needs

to be minimized. Quantification of MDL is defined in Section 3.2 and methods to

improve the system tolerance against MDL are described in Chapters 4 and 5.

The structure of an MDM system is depicted in Fig. 3.2. The block diagram shows

several data streams that are multiplexed into several modes (MDM MUX) and

frequency by WDM channels (WDM MUX). In the optical link the signal is trans-

mitted through FMF and is amplified periodically. Reconfigurable optical add/drop

multiplexers also take part of the optical link. They are in charge of incorporating or

diverting WDM channels from the optical link in order to reach other destinations

in the optical networks. After the signal is propagated through the optical link, it

is demultiplexed in frequency and space with the WDM and MDM demultiplexer

(DMUX), respectively. The depicted WDM MUX and DMUX need to support mul-

tiple modes. Theses devices are being developed and investigated in e.g. [21, 58].

At the RX the effects of the channel are unraveled by means of a multiple-input

multiple-output (MIMO) RX.

This chapter describes the system configuration taken into account for the analysis

of the MDM systems. The first part of the chapter is devoted to the TX and the

conversion of the baseband signal into the transmission band in the optical domain.

Before going into detail on optical components in the link, the impairment MDL is

explained, since MDL corresponds to one of the performance indicators for optical

components. Then, the RX is described, which includes a review of the optical

to electrical conversion and the DSP of different modulation schemes, and a brief

description of forward-error correction (FEC) techniques.

3.1. Optical TX

Nowadays, signals are modulated not only into one but two orthogonal dimensions:

quadrature (data Q) and in-phase (data I). The modulated signals are generated

digitally and, subsequently, converted into analog signals with a digital-to-analog
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converter (DAC). These electrical analog signals are converted into an optical signal

by means of an IQ modulator. This component uses a light source (laser) to combine

the pair of orthogonal IQ signals into one complex optical signal. Figure 3.3 shows

this procedure. In the following, the principle of the optical source and IQ modulator

are explained.

DAC

DAC

cos(ωct)

-sin(ωct)

Digital modulation IQ Modulation

To optical link

Data I

Data Q

Laser

Figure 3.3.: TX basic diagram.

3.1.1. Optical source

Absorption, spontaneous and stimulated emission are the three processes that can

occur in an atomic system. These are depicted in Fig. 3.4, which describes a system

having two energy levels W1 (ground state, valence band or equilibrium state) and

W2 (excited state or conduction band) [31]. In Fig. 3.4, the system is radiated by

an electrical field of frequency f21.

W1

W2

f
21

f
21 f

21

f
21

(a) (b) (c)

Figure 3.4.: Processes in an atomic system: (a) absorption, (b) spontaneous and (c)

stimulated emission.

Absorption takes place when the atom in the ground level goes to the excited level

causing the incident light to attenuate. In turn, stimulated emission takes the atom
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from the excited energy level to the ground level generating a new photon of the same

characteristics as the stimulating photon, i.e. same frequency, phase, polarization

and direction of propagation. Similar to absorption, stimulated emission is induced

by the radiation field. In the case of spontaneous emission, the atom that has been

taken to the excited level by absorption only remains for a certain time in this state

and returns spontaneously without the need of a radiation field. In contrast with

stimulated emission, the generated photons from spontaneous emission have random

and uncorrelated phase and polarization, i.e. are incoherent.

As the name suggests, the principle of lasers (Light Amplification by Stimulated

Emission of Radiation) is based on the process of stimulated emission. There are

other optical sources, such as light emitting diodes (LEDs), which are based on

spontaneous emission of light. However, LEDs are not relevant for coherent optical

systems since their spectral width is significantly above lasers (at least 50 times

broader than lasers corresponding to tens of nanometers of spectral width [31,59]).

There are several types of lasers such as gas, solid state and semiconductor lasers.

Semiconductor lasers are mostly used in long-haul optical fiber communications,

since they provide high efficiency and a compact size in the wavelength window of

interest for optical long-haul communications. Semiconductor lasers are composed

of a p- and n-junction, where electrons and holes recombine as a response to an

external stimulus (bias current). The light emission is caused during recombination

of holes and electrons by an active material (e.g. GaAlAs, InGaAsP), which is usually

sandwiched between the p- and n-junction [31,60]. Most common used lasers include

distributed feedback laser (DFB) and external cavity laser (ECL) with a spectral

width in the sub-MHz region [59].

Although the main mechanism of light emission in lasers is the stimulated emission,

spontaneous emission is unavoidable in such devices. This is the source of the so-

called laser phase and amplitude noise. Laser phase and amplitude noise refers to

time-varying phase and amplitude. This phenomenon can be represented in Eq. (3.1)

with φc(t) and Ec(t), respectively. The carrier frequency, initial phase, time-varying

phase, electrical field, and its magnitude are represented in Eq. (3.1) as fc, φ0, φc(t),

Ec(t) and Ec(t), respectively.

Ec(t) = Ec(t)e
j(φ0+φc(t))e−j2πfct (3.1)

Phase and amplitude noise is a concatenation of events or a random walk. Figure 3.5

represents the evolution of the laser electrical field, whose phase and amplitude have
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been distorted by three spontaneous emission events. In Fig. 3.5 the initial phase

and magnitude are illustrated as φ0 and E0, respectively. The subsequent phases and

magnitudes correspond to φi and Ei, where i ∈ N. The spontaneous emission events

are imposed by φspi and Espi . Subsequently, the resulting electrical field is the sum of

the initial state E0e
jφ0e−j2πfct and the spontaneous emission events Espie

jφspie−j2πfct.

ϕ sp
1

ϕ sp
2

ϕ sp
3

E0

E1

E2

E3

E
1sp

2
Esp

3
Esp

Im{E  (t)} c

Re{E  (t)} c

ϕ 3 ϕ 4ϕ 0 ϕ 2

Figure 3.5.: Evolution of phase and amplitude of the laser electrical field disturbed

by three spontaneous emission events.

Laser amplitude noise can be found in the laser data sheet as relative intensity noise

(RIN). The RIN indicates the intensity fluctuations per unit of bandwidth relative

to the average intensity. It is usually given in [Hz−1] or [dBc/Hz]. The intensity

noise is a less relevant effect since the RIN typical values are very low, less than

−150 dBc/Hz [31].

For modeling laser phase noise it is appropriate to define its statistical properties.

It is convenient to characterize the temporal change of phase during a time interval

∆T denoted by ∆φc(t,∆T ) = φc(t + ∆T ) − φc(t). In the literature, these phase

changes are also referred as random walk [59]. Since the origin of the random walk

is numerous independent noise events caused by spontaneous emissions, these phase

changes can be characterized by a Gaussian probability density function (PDF).

The variance of the phase changes ∆φc(t,∆T ) can be demonstrated to be directly

proportional to time [31]. The longer the observation period the greater the variance.

This makes the stochastic process of phase noise non-stationary. The variance corre-

sponds to 2π∆f |∆T | [31,59], where ∆f is the spectral width, i.e. the so-called laser

3-dB linewidth (LW), spectral half-width or LW at full-width-half-maximum [31].

Modeling laser phase noise can be realized by generating independent Gaussian
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distributed phase noise values with variance 2π∆f |∆T |, and adding up these events

successively as φc([n+ 1]∆T ) = φc(n∆T ) + ∆φc(n∆T,∆T ), where n ∈ N represents

a discrete instant of time. This results in a power spectral density of the optical

source with the Lorentzian line shape [59]

Slaser(f) =
2

π∆f

1

1 +
(
f−fc
∆f/2

)2 . (3.2)

3.1.2. IQ Modulator

Signal modulation in optical systems is the conversion of the electrical signal into

the optical domain. It can be realized by directly modulated lasers (DMLs), electro-

absortion modulators (EAMs) and Mach-Zehnder modulators (MZMs).

Signal modulation with DML is a simple and cost-effective solution, since it is com-

pact and it has no additional components other than the optical source. This modu-

lation technique is as simple as turning on and off the laser according to the electrical

drive signal. Nevertheless, modulating the laser directly produces a residual phase

modulation or frequency chirp, and consequently, introduces unwanted frequency

components to the signal [1, 10]. This is unacceptable for WDM systems. Further-

more, the dynamic response of DMLs shows that they are only suitable for low-bit

rate applications up to 2.5 Gb/s [10,61].

EAMs and MZMs are external modulators created to overcome the drawbacks of the

DMLs. The former modulator uses its material to absorb or let pass the incoming

light depending on the electrical drive signal. Compared to DMLs, EAMs have less

frequency chirp, however, their main disadvantage lies on their typically wavelength-

dependent behavior [10].

MZMs are nearly wavelength-independent, have high extinction ratio (>20 dB) and

low insertion loss (approximately 4 dB) [10]. Note that extinction ratio refers to

the ratio between the maximum and minimum signal power at the output of the

modulator. The higher the extinction ratio the better the signal amplitude levels

are distinguished from each other.

IQ modulators in long-haul optical systems are composed of an arrangement

of MZMs. To understand its concept, a simple phase modulator is depicted in

Fig. 3.6(a). Certain materials have the property of changing their refractive index

proportional to the strength of the applied electric field. This effect corresponds to
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the so-called electro-optic effect. Lithium Niobate (LiNbO3) is commonly used for

this purpose [62], which is illustrated in Fig. 3.6(a) as the electro-optic substrate.

Thus, the drive voltage u1(t) is applied to the electrodes in Fig. 3.6(a), changing

the refractive index by ∆nPM and causing a delay τPM in the propagating wave of

∆nPMLe/c, where Le is the length of the electrodes. This delay is translated into

phase changes ∆φPM by multiplying it by the angular frequency ωc of the incoming

laser source. This is summed up in Eq. (3.3), where λc is the wavelength of the

optical carrier [62].

u (t)1

u (t)2

E  (t)in E   (t)out

(a)

(b)

Waveguide

Electrode

Substrate

u (t)1 u (t)2

E   
(t)
in

E   
 (t
)

ou
t

(c)

u (t)1

E   (
t)

in

E    
(t)

ou
t

Figure 3.6.: (a) Phase modulator and (b) MZM in perspective view, and (c) MZM

in top view.

∆φPM = ωcτPM =
2π

λc

∆nPMLe (3.3)

As mentioned, the refractive index changes are proportional to the applied voltage

on the electrodes. The relation describing this behavior is given by Eq. (3.4) [62,63],

where Γ and nPM are both dimensionless and represent the overlap integral between

the modulating electric field and the confined optical field in the waveguide and
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the unperturbed refractive index of the waveguide, respectively; r33 and de are the

electro-optic coefficient in [m/V] (typically 30.9 pm/V for LiNbO3) and the distance

between the electrodes in [m], respectively.

∆nPM =
1

2
Γn3

PMr33
u1(t)

de

(3.4)

By replacing Eq. (3.4) in Eq. (3.3), the resulting phase changes can be written

as Eq. (3.5). It can be observed that the phase changes ∆φPM depends on the

applied voltage and a constant factor depending on the material and construction

characteristics of the phase modulator. Using Eq. (3.5), the relation between the

input and output electrical field of a phase modulator can be written as Eq. (3.6) [59],

where the constant factor in Eq. (3.5) is represented by π/Vπ. Vπ is the voltage

required to achieve a phase shift of π.

∆φPM = −πLe

λc

Γn3r33
u1(t)

de

(3.5)

Eout = Eine
j∆φPM = Eine

−j πLe
λc

Γn3r33
u1(t)
de = Eine

j
πu1(t)
Vπ (3.6)

With Eq. (3.6), the relation between the input and output electrical field of a MZM

can be derived. As shown in Fig. 3.6(b) and (c), the MZM splits the incoming

electrical field into two paths and changes the phase of the incoming field with the

drive voltages u1(t) and u2(t). Then, the electrical fields are combined. According

to Eq. (3.6), the output electrical field of a MZM is expressed as in Eq. (3.7a) or

with further mathematical treatment as in Eq. (3.7b).

Eout =
Ein

2

(
ej

πu1(t)
Vπ + ej

πu2(t)
Vπ

)
(3.7a)

Eout = Ein cos

(
π

2Vπ
[u1(t)− u2(t)]

)
ej

π
2Vπ

(u1(t)+u2(t)) (3.7b)

According to Eq. (3.7b), if u1(t) = u2(t), the MZM works as the phase modulator

illustrated in Fig. 3.6(a). This configuration of the driving voltages is called push-

push [59]. If u1(t) = −u2(t), the MZM works in push-pull configuration, which leads

to a pure amplitude modulation.

Equation 3.7b demonstrates an amplitude and phase modulation of the incoming

optical power. However, the amplitude and the phase are dependent on each other
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by using a combination of the driving voltages. In order to solve this issue, the

IQ modulator is composed of two MZMs in push-pull configuration and a phase

shifter as shown in Fig. 3.7. In this way, the data from the quadrature and inphase

path are independent from each other. Furthermore, an additional phase shifter is

introduced to achieve a 90◦ shift with a driving voltage of Vπ/2 as required for

orthogonal operation of the I and Q branches.

u    (t)PM

Iu (t)

E  (t)in

Waveguide

Electrode

Substrate

E   (t)out

u (t)Q

Figure 3.7.: Top view of an optical IQ modulator based on MZMs.

From Fig. 3.7, the relation between the input and output light can be derived as in

Eqs. (3.8a) to (3.8c), where the drive voltages of the I and Q branches are uI(t) and

uQ(t), respectively. In Eq. (3.8c), it can be seen that the output field is related to

the driving voltages by cosine functions. If the outputs of the cosine functions are

close enough to zero the relation between the input drive voltages uI(t) and uQ(t)

and output electrical field is nearly linear.

Eout =
Ein

2

[
cos

(
π

Vπ
uI(t)

)
+ ejuPM

π
Vπ cos

(
π

Vπ
uQ(t)

)]
(3.8a)

Eout =
Ein

2

[
cos

(
π

Vπ
uI(t)

)
+ ej

Vπ
2

π
Vπ cos

(
π

Vπ
uQ(t)

)]
(3.8b)

Eout =
Ein

2

[
cos

(
π

Vπ
uI(t)

)
+ j cos

(
π

Vπ
uQ(t)

)]
(3.8c)
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3.2. Mode-dependent loss

As studied in Chapter 2, multimode fiber poses new challenges compared to systems

using SMF. Mode coupling and differential mode delay have to be addressed and

its effect on the transmitted signal can be unraveled with proper signal equalization

at the RX, as mentioned in Section 3.5. Therefore, mode coupling and DMD adds

complexity to the RX compared to single-mode RXs, but it is not a fundamental

performance limitation.

A source of fundamental performance limitation and channel capacity decrease is

mode-dependent loss (MDL) [64]. MDL, also referred as mode-dependent gain, is the

responsible for unequal attenuation or amplification of the modes. In a pessimistic

scenario, MDL can cause the completely extinction of one or several modes after

transmission. It can be introduced for all kinds of optical inline components such as

amplifiers [65–67], (de)multiplexers [68] and even from the FMF itself if the modes

have different attenuation coefficients [69]. Additionally, unideal splices, which are

unavoidable in optical links, can also generate MDL [70].

MDL definition is directly related with the channel transfer function H ∈ CNt×Nt ,

where Nt is the number of tributaries of the transmission system (total number of

polarization and spatial modes). Each one of the entries of the channel matrix H,

hij, represent the gain from the transmit tributary j to the received tributary i.

Transmit and received tributaries are inputs and outputs of the (D)MUX, and not

necessarily correspond to spatial and polarization modes as shown in Section 3.3.1.

The channel H is assumed to be slowly time-variant (for a certain period of time)

disturbed by additive white Gaussian noise (AWGN), considering low enough launch

power to avoid the presence of nonlinear distortions. The channel transfer function

includes the effect of the optical channel linear impairments, (D)MUX, TX and RX

filters. Hence, the channel output ro ∈ CNt and channel input s ∈ MNt can be

related by Eq. (3.9), where M is the set of transmitted symbols and ηASE ∈ CNt is

the random AWGN component, assuming it is normally distributed with zero mean

and with diagonal covariance matrix, i.e. uncorrelated among tributaries.

ro = Hs + ηASE (3.9)

MDL is computed using the singular value decomposition (SVD) on the channel

matrix [71]. With the SVD, H can be decomposed as indicated in Eq. (3.10) [71,72],

where U and V are unitary square matrices in CNt×Nt , and Λ ∈ RNt×Nt is a diagonal
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matrix, whose diagonal is composed by the non-negative and decreasing singular

values of H, λi. As decreasing, the relation λ1 > λ2 > ... > λNt is meant. The

diagonal component of Λ, λ1, λ2, ..., λNt , correspond to the singular values of H or,

equivalently, the square root of the eigenvalues of HH∗.

H = UΛVH (3.10)

A difference in the singular values of H, λi, describes MDL. MDL is generally defined

as the ratio between the maximum and minimum eigenvalues of HH∗ [19, 64]. It is

usually expressed in dB, as shown mathematically in Eq. (3.11).

Υ[dB] = 10 log10

(
max

{
λ2

1, λ
2
2, ..., λ

2
Nt

}
min

{
λ2

1, λ
2
2, ..., λ

2
Nt

}) (3.11)

MDL is better visualized by multiplying both sides of Eq. (3.9) by UH and using

Eq. (3.10). Further derivation of this operation is shown in Eqs. (3.12a) to (3.12d),

where the matrix products UHro, VHs and UHηASE become r̃, s̃ and η̃ASE, respec-

tively.

UHro = UHHs + UHηASE (3.12a)

UHro = UHUΛVHs + UHηASE (3.12b)

UHro = ΛVHs + UHηASE (3.12c)

r̃ = Λs̃ + η̃ASE (3.12d)

An illustration of the channel model, SVD and the relation in Eq. (3.12d) is shown in

Fig. 3.8, where r̃i, s̃i and η̃ASEi are the i-th component of the corresponding vectors.

In Fig. 3.8(b), parallel paths or sub-systems, where the input and output are s̃i and

r̃i, respectively, can be identified. MDL can be visualized as when the ratio among

the gains of those sub-systems, λi, is different than one. That is, in the presence of

MDL, those parallel paths have different gains.

Note that in the definitions of the transmitted and received vectors, the number of

tributaries used for transmission will always be in this work equal to the number

of detected tributaries, and at the same time is equal to the maximum number of

spatial and polarization modes supported by the fiber. This is mainly because of two

reasons. Firstly, this is done in order to fully exploit the spatial diversity offered by
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Figure 3.8.: (a) Channel model and (b) its conversion into parallel, independent

scalar Gaussian sub-channels.

the fiber; and secondly, if less modes are launched and detected than the number of

modes that the fiber is able to support, energy might be transferred to those modes

that are not being detected due to mode coupling. Not detecting all the modes

leads to a sub-optimum performance of the RX, i.e. higher bit error rate (BER) or

diminished transmission reach.

3.3. Optical link components

As illustrated in Fig. 3.2, the optical link is composed of mainly four types elements:

(D)MUX, FMFs, FM-amplifier and MDM ROADMs. After conversion from electri-

cal to the optical signal by the IQ modulator, different single-mode polarization-

multiplexed (POLMUX) signals need to be multiplexed into different modes by the

MUX. The inverse process is carried out by the DMUX. The signal is transported

through the FMF, whose principle is described in Chapter 2. Because of losses in

the optical fiber, the signal has to be amplified in order to transmit it further. This

is the task of the few-mode amplifiers (FMAs). MDM ROADMs make the network

more flexible and re-direct WDM channels to a specific destination.

This section describes the principle of the optical components in the link, such as

mode (D)MUX, FMF amplifier and ROADMs.
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3.3.1. Mode multiplexer and demultiplexer

Mode multiplexer and demultiplexers (MUXs and DMUXs) are responsible for

launching the modulated information from the SMFs to the FMFs and vice versa,

respectively. There are mainly two types of devices that accomplish this job: mode-

selective and spatial (D)MUXs.

For uniquely multiplexing and demultiplexing the signals in and from the fiber, the

signals have to be orthogonal in at least one dimension, e.g. in frequency, polariza-

tion, quadrature, space, time. For example, WDM channels are orthogonal in the

frequency domain, since WDM channels do not overlap in the frequency domain.

Mode (D)MUXs take advantage of the property of LP modes of being an orthogonal

basis, as shown in Eq. (2.21). In the following, the two types of mode (D)MUXs are

addressed.

Mode-selective (D)MUXs

Mode-selective MUXs target to excite each one of the modes separately. Within

this category there are several types of mode (D)MUXs, which are based on: phase

masks, spatial light modulators (SLMs) and long-period gratings.

The principle of the phase-mask-based (D)MUXs is initially proposed in [73,74] and

was adapted for MDM systems first in [51], and then followed by the experiments

reported in [69,75]. This type of (D)MUX takes advantage of the unique properties

of the LP modes with respect to their phase profile. As shown in Fig. 2.7, each mode

has a phase profile which takes the value of 0 or π. The idea behind this type of

MUX is to shape the phase of the incoming beam from the SMF with a binary phase

mask or plate which causes a phase shift of 0 or π according to the desired mode to

be multiplexed into the FMF. As an example, Figure 3.9(a) illustrates the selective

excitation of one of the LP11 modes. In order to excite the other LP11 mode, it

is sufficient to rotate the phase plate 90◦, whereas no phase plate is required for

multiplexing LP01. Note that every mode can be uniquely addressed, due to the

orthogonality property of the linearly polarized modes.

The DMUX operates similar to the MUX, but the beam flows in the opposite direc-

tion. This is shown in Fig. 3.9(b). The principle of the DMUX can be compared by

an optical matched filter for pattern recognition [76]. Usually, a linear combination

of the modes is to be multiplexed. This beam containing the linear combination of

all modes is collimated and then passes through a phase plate which resembles the
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Figure 3.9.: Operating principle of phase-plate-based (a) MUX and (b) DMUX.

complex conjugate of the mode phase profile. The beam passing through the phase

plate is represented as the multiplication of input beam with the complex conjugate

of the mode phase profile. As the linearly polarized modes as orthogonal, by means

of this optical multiplication each mode can be uniquely demultiplexed.

For selectively multiplexing several modes at the same time with the phase plate

scheme it is necessary to use one SMF per spatial mode to be multiplexed and

combine the phase modulated beams passively with beam combiners, as shown in

Fig. 3.10. The mode DMUX has the same structure as the MUX, as mentioned

before, but letting the signal flow from right to left in Fig. 3.10.

SMF

SMF SMF SMF...

...

FMF

Lens
Phase 

mask

Beam 

combiner/

splitter

Figure 3.10.: Mode MUX for simultaneously exciting several spatial modes.

One of the disadvantages of the phase plate based (D)MUX is the high insertion

loss related to this device [46, 51]. The loss is related to the number of beam split-

ters/combiners used in the setup and thus, is also proportional to the number of

modes to be (de)multiplexed. This is due to the fact that one port of the beam

splitter/combiner remains unused. Other issue that needs to be addressed is the

phase and amplitude similarities of the supported modes when there are more than

three supported modes [46]. For example, the modes LP01 and LP02 have a similar

phase and amplitude profile, therefore in order to uniquely address them not only

the phase has to be shaped but also the amplitude.
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SLMs work in a similar way as (de)multiplexers based on phase masks. Usually,

liquid crystal on silicon (LCoS) devices are used as the element which changes

the beam phase front according to the mode to be (de)multiplexed [77, 78]. LCoS

are programmable devices, which are composed of a 2D pixel array containing e.g.

1920x1080 pixels as in [77]. The phase of each pixel can be addressed and modified

accordingly. However, they are frequency-dependent, which is problematic when

dealing with WDM systems [46]. These devices are also polarization dependent,

therefore every polarization is converted separately to a higher order mode, which

makes the setup more complex.

Mode converters based on long-period gratings in turn work differently. They take

advantage of resonant coupling or the longitudinal phase matching of gratings, which

states that mode a will couple into mode b if the fiber is pressed against a grating

with a perturbation period of Λ equivalent to 2π/(βa−βb) or in terms of the effective

refractive index n̄, λ/(n̄a − n̄b) [48]. The effectiveness of the mode conversion has

already been proven in [79–81]. However, as shown before with the perturbation

period equation, the mode conversion is directly influenced by the wavelength, which

makes it not convenient to implement for the whole C and L-band.

Spatial (D)MUXs

In contrast with mode-selective (D)MUXs, spatial multiplexers use each modulated

signal from the SMF to illuminate a portion of the end facet of the fiber. Hence, each

signal is spatially separated and at the same time excites a linear combination of

the modes. The implementation of spatial multiplexers does not require beam split-

ters/combiners, which reduces the insertion loss of the (D)MUX. Spatial (D)MUXs

can be implemented in two different ways: as spot couplers or photonic lanterns.

Spot couplers were proposed in [82–84] constructed with bulky optical pieces. The

mode MUX illuminates the end facet of the fiber forming an arrangement of non-

overlapping spots. The mode DMUX does the inverse operation and takes the phase

and amplitude of a portion of the optical field coming out of the fiber.

The coupling matrix describing the spot-coupler (D)MUX can be determined by

evaluating the overlap integral between the spots and the supported linearly po-

larized modes [83]. The authors in [83] propose the use of another base for the

degenerate modes (l 6= 0 for the mode LPlm) to ease the representation of the cou-

pling matrix. This corresponds to the complex notation mentioned in Section 2.2,

where Φ(ϕ) in the electrical field ψ(r, ϕ) = R(r)Φ(ϕ) takes the value of ejlϕ, instead



62 3. Mode-division multiplexing

of cos lϕ or sin lϕ. The complex notation allows to have a field distribution, which

is independent of the angular coordinate suggesting the use of rings to arrange the

spots. Thus, each real LPlm degenerate mode (notated with a or b) can be expressed

in terms of the complex modes ψ̂lm(r, ϕ) and its conjugate ψ̂lm
∗
(r, ϕ) and vice versa

as shown in Eqs. (3.13a) to (3.13d). The square root term in Eqs. (3.13a) to (3.13d)

indicates that half of the power is given by each one of the addends. The conversion

to complex notation is also graphically shown in Fig. 3.11 with LP11c and LP21c,

where c denotes the complex notation.

ψlmb(r, ϕ) =
(
ψ̂lm(r, ϕ) + ψ̂∗lm(r, ϕ)

)
/
√

2 (3.13a)

ψlma(r, ϕ) =
(
−jψ̂lm(r, ϕ) + jψ̂∗lm(r, ϕ)

)
/
√

2 (3.13b)

ψ̂lm(r, ϕ) = (ψlmb(r, ϕ) + jψlma(r, ϕ)) /
√

2 (3.13c)

ψ̂∗lm(r, ϕ) = (ψlmb(r, ϕ)− jψlma(r, ϕ)) /
√

2 (3.13d)
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Figure 3.11.: Conversion from real to complex notation of LP11 and LP21 modes.

As mentioned before, the complex notation suggests the arrangement of the spots

ring-wise. In [82, 83], two rules are presented, for the spots arrangement as the

number of modes increases. First, the number of spots corresponds to the number

of spatial modes, thus, one spot is added per non-degenerate mode and two spots

are added per degenerate mode group. Secondly, the spots are first arranged on a

circle; as the number of modes increases new spots are added to the circle, but if the

modes to be supported by the FMF increases in radial number (m increases for the

mode LPlm), then a new spot in the center is added. Different spot arrangements

proposed in [82,83] are depicted in Fig. 3.12.

Using the complex notation, the coupling matrix of the spot coupler for three modes

is given by Eq. (3.14) [83], where a0 and a1 represent the overlap integral between

a spot and LP01 and LP11c, respectively, and ψspotn is the nth launch field from the
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Figure 3.12.: Proposed spot arrangements in [82, 83] for up to 15 spatial modes (9

mode groups) supported by the FMF.

SMF. Each element of the first row of the coupling matrix in Eq. (3.14) corresponds

to a0 since there is neither azimuthal variation of the amplitude nor of the phase.

This applies in general for LP0m modes, whose overlap integral is common for spots

of the same ring. The second row is described by a reference overlap integral a1 and

a rotated version of it for the rest of the matrix positions.

a0 a0 a0

a1 a1e
j2π/3 a1e

−j2π/3

a1 a1e
−j2π/3 a1e

j2π/3


ψspot1

ψspot2

ψspot3

 =

ψ̂01

ψ̂11

ψ̂∗11

 (3.14)

The coupling matrix in Eq. (3.15) represents the case when the fiber supports six

spatial modes [83]. The elements of this matrix are computed similar to the three-

mode coupling matrix. Here, a0, a1, a2 and a3 correspond to the overlap integral of

a spot on the outer ring with the field of the modes LP01, LP11c, LP21c and LP02c,

respectively. b0 and b3 are the overlap integral with the center spot and the LP01

and LP02, respectively.



a0 a0 a0 a0 a0 b0

a1 a1e
j2π/5 a1e

j4π/5 a1e
j6π/5 a1e

j8π/5 0

a1 a1e
−j2π/5 a1e

−j4π/5 a1e
−j6π/5 a1e

−j8π/5 0

a2 a2e
j4π/5 a2e

j8π/5 a2e
j12π/5 a2e

j16π/5 0

a2 a2e
−j16π/5 a2e

−j8π/5 a2e
−j12π/5 a2e

−j16π/5 0

a3 a3 a3 a3 a3 b3





ψspot1

ψspot2

ψspot3

ψspot4

ψspot5

ψspot6


=



ψ̂01

ψ̂11

ψ̂∗11

ψ̂21

ψ̂∗21

ψ̂02


(3.15)
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Photonic lanterns are the second kind of spatial (D)MUX used for the study of

FMF in optical long-haul communications. They are similar to the spot coupler

described above, however, here the idea is instead of using free space optics use

compact optical devices. Photonic lanterns are employed in the field of astrophysics

and, more specific, in telescopes for coupling the light coming from large core fibers

(50 to 300 µm of core diameter) into SMFs [85]. For optical communications they

achieve virtually the same purpose of coupling all the light of a FMF into single

SMFs and vice versa.

There are mainly two ways of implementing photonic lanterns: all-fiber based and

3-dimensional waveguide lanterns (3DW) [86, 87]. All fiberized lanterns consist of

SMFs, which are wrapped by a low refractive index capillary. The fibers are tapered

down so that the originally SMF cores vanish, the SMFs cladding become the new

FMF core and the low index capillary become the new FMF cladding. This imple-

mentation of photonic lantern is illustrated in Fig. 3.13. In the case of the MUX,

the number of SMFs to be tapered down correspond to the number of spatial modes

supported by the FMF to be used. Due to this gradual transition down to the FMF,

the light propagate first uncoupled as in a conventional SMF bundle and then as the

taper reduces, the light from the SMF cores strongly couples as the cores become

closer forming the so-called supermodes; subsequently, the light couples into the

cladding of these SMFs, which is now the core of the FMF. This adiabatic taper-

ing allows that no light is lost, i.e. the light couples completely into the FMF. The

demultiplexing process is explained by the inverse of the process describe before.

Photonic lantern

MUX

Photonic lantern

DMUX

N spatial modes 

FMF

N
  
S

M
F

s
N

  S
M

F
s

Cladding
Core

Figure 3.13.: Fiber-based photonic lantern.

Alternatively, photonic lanterns can be implemented as a 3DW. It consists of glass

substrate (silica), which has been laser-inscribed to form N waveguides. In the case

of a MUX, the input of the waveguides are N SMFs, whose light is transported

through the waveguides and brought together to illuminate the core of the FMF.

Figure 3.14 depicts schematically a 3DW that multiplexes the light into a FMF that

supports six modes. In practice, the last stage of the 3DW MUX to couple the light

into the FMF, the 3DW requires an additional down tapering stage [68] or free space
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optics [88] to match light coming from the waveguide into the FMF core and avoid

loss.

FMF supporting 

six spatial 

modes

3D 

waveguide

Six SMFs

Figure 3.14.: Example of 3DW with a fiber that support six spatial modes.

3.3.2. Optical amplification

As mentioned in Section 2.3.1, fiber loss is one of the fiber impairments that needs to

be addressed. Long-haul communication along hundreds of kilometers is impossible

without proper compensation of the signal attenuation due to the fiber itself and

other inline passive optical components such as multiplexers and couplers. In the

past, to accomplish this task optical signal regenerators were used. They are devices

that converted the optical signal into electrical, reconstructed the signal electrically

and converted it back to the optical domain. There are two main problems with

regenerators: they are costly and their design and structure heavily depend on the

modulation format and symbol rate. After 1995 optical amplifiers were developed to

solve this situation and to enable the simultaneous amplification of WDM channels

all over C and L-band. In 1996, they were already part of transoceanic submarine

links across the Pacific and the Atlantic [1].

This section describes the working principle of optical amplifiers, their impact on

the signal-to-noise ratio (SNR) and the particular case of few-mode amplification.

Principle of amplification

There are principally two types of optical amplifies: lumped and distributed ampli-

fiers. Lumped amplifiers are represented by EDFAs, which amplify the signals after

propagation through a fiber of certain length (typically between 60 and 80 km). Ra-

man amplifiers perform the distributed amplification, which takes place inside the
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fiber used for data transmission and uses the nonlinear effect of stimulated Raman

scattering (SRS). The principle of operation and their upgrade to MDM systems is

described in this section.

Amplification in EDFAs occurs inside a fiber, which is doped with ions of a rare-

earth element called erbium (Er3+). There are other rare-earth elements eligible for

amplification of signals at wavelengths between 0.5 and 3.5 µm such as holmium,

neodymium, samarium, thulium and ytterbium [1]. However, the use of erbium be-

came popular because of its amplification properties near the 1.55 µm window,

coinciding with the wavelength region where the fiber exhibits low attenuation.

Similar to the working principle of lasers, EDFAs amplify the signal via stimulated

emission. This can be explained with help of the three-level energy diagram of the

erbium-doped fiber depicted in Fig. 3.15. The process of amplification starts with

a laser pump, which excites the electrons inside the erbium ions taking them from

the ground to an excited energy level. For this purpose, the laser pump uses its

photons whose energy matches the energy difference hfpump between the ground

and the excited state, being h Planck’s constant (6.626068 × 10−34 J s) and fpump

the frequency of the pump laser. The ground level is denoted in Fig. 3.15 as 4I15/2

following the Russel-Saunders coupling terminology [2]. Two superior energy levels

are also shown in Fig. 3.15: 4I11/2 and 4I13/2. The level 4I11/2 is achieved with a

pump laser at 980 nm, whereas the 4I13/2 with 1480 nm. Pumps lasers at 980 nm

and 1480 nm are commonly used because of their ease of fabrication and because at

these frequencies the erbium ions can absorb easily energy from the pump; however,

the former frequency is commonly used due to their high gain efficiency (10 dB per

mW of pump power) and low noise figure [10,89].

Using the 980-nm pump, the electrons at the energy level 4I11/2 have a relatively

short lifetime (around 1 µs [90]), which makes them to quickly decay nonradiatively

to the energy level 4I13/2. The energy level 4I13/2 is metastable, which implies that

the electrons stay in this state for a relatively long time (around 10 ms [90]). At this

point the electron population in the higher energy level is higher than at ground,

this is called population inversion and it is a requirement for amplification. The

electron in 4I13/2 is stimulated by a signal photon to release its energy in form of

another photon with the same characteristics of the stimulating photon, i.e. same

phase, wavelength and propagation direction. These two photons can each stimulate

the transition of another electron to the ground state causing the emission of two

further photons. This process is repeated many times and leads to an increase in

the signal power. Note that the emission is possible since the separation between
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Figure 3.15.: Three-level energy diagram of the erbium-doped silica fiber [2, 90].

the ground state and 4I13/2 corresponds to the wavelength range between 1.46 µm

to 1.62 µm, which comprises the transmission bands of interest, C and L- band [34].

Electrons which spontaneously go to the ground state emit a photon with random

phase, wavelength and propagation direction. These electrons are not used for am-

plification, and subsequently this process decreases the gain. Spontaneous emissions

are also amplified along the erbium-doped fiber and also by subsequent amplifiers.

Such spurious emission is called amplified spontaneous emission (ASE).

Figure 3.16 shows a basic diagram of an EDFA. As depicted in Fig. 3.16 the pump

is combined with the signal by means of a coupler and it can counter (backward

pumping) or co-propagate (forward pumpimg) with the signal, or both (bidirectional

pumping). The erbium-doped fiber can be from few meters long to 100 m depending

on the doping level [31]. Insufficient pump power and too long erbium-doped fiber

can lead to loss rather than gain, that is why these parameters should be properly

dimensioned [31]. Isolators are part of the amplifier structure to let the signal pass

in only one direction. The isolator at the input prevents ASE noise to disturb the

incoming signal and at the output prevents the output light to propagate back to the

amplifier, i.e. to avoid back-reflections. A gain equalizing filter is also placed after

amplification since, as depicted schematically in Fig. 3.16, the typical gain profile of

an EDFA is not flat in the C-band. An EDFA can have a gain of up to 40 dB at an

output power of 23 dBm [10].

Raman amplification is based on SRS. As mentioned in Section 2.3.5, SRS is a

nonlinear effect that is initiated by a strong pump laser or spontaneously, similar

to the case of EDFAs. Raman amplification can be explained with the energy level
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Figure 3.16.: Basic EDFA structure.

diagram in Fig. 3.17. Photons from the pump signal are absorbed by the silica

molecules, which are taken to a higher excited energy level denoted in Fig. 3.17 as

W3. The process of stimulated light emission takes place when the incoming signal

photons stimulate the molecules to emit photons at a lower frequency than the

pump and at the same frequency, phase and polarization as the stimulated signal

photons. The Raman gain achieves its maximum when the pump is approximately

13.2 THz above (or 100 nm below) the frequency of the propagating signal. This

frequency difference, fpump − fsignal, is called the Stokes shift [50]. The remaining

energy difference between the pump and signal photons is absorbed by the silica

molecules via phonons (molecular vibrations).

The main difference between the stimulated emission in the EDFAs and the SRS

is that in the former process an incident photon stimulates the emission of another

photon without loosing its energy; in the case of the SRS, the pump photon gives

up its energy (scatters light) to produce another photon [1].

W1

W3

h f
pump

h f
signal

W2
Vibrational states

Figure 3.17.: Diagram of energy levels of Raman amplification via SRS [50,61].

The structure of the Raman amplifiers is similar than that shown in Fig. 3.16 for
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EDFAs, with the difference that the amplification medium is the transmission fiber

instead of an erbium-doped fiber. The Raman amplification is done in a distributed

manner along the length of the transmission fiber. This has the advantage of having

a better noise figure than EDFAs, since the lowest power along the link is not as

low as in the case of EDFAs, which leads to less noise amplification [50]. Neverthe-

less, Raman amplifiers might not compensate for all the link loss and are therefore

combined with EDFAs, which gives a noise figure improvement close to three deci-

bels [10].

Another advantage of Raman amplification is that it can take place in any frequency

band. Additionally, its amplification band extends up to 30 THz [1,31]. However, the

Raman gain is not uniform. This problem is solved by using several pumps at slightly

different wavelength and power levels such that the total gain is virtually flat [50].

A significant disadvantage of the Raman amplifiers is that it requires higher pump

power than its counterpart, the EDFA, which makes them less cost-efficient [50,61].

Optical signal-to-noise ratio

Optical amplification introduces noise in the transmitted signal due to photons that

have random phase, wavelength and propagation direction due to ASE. Each one of

the amplifiers along the optical link contributes to noise accumulation and limits the

system performance. The optical signal-to-noise ratio (OSNR) is frequently used as

a measure of system performance in both single-mode and few-mode systems. The

OSNR is commonly measured per mode and corresponds to the ratio between the

average power of the transmitted signal after amplification Psig,out and the noise

power at certain fixed reference bandwidth as defined in Eq. (3.16), where N0 is the

single-polarization one-sided ASE noise power spectral density, Bref is the bandwidth

reference and Nspans is the number of spans. Bref has been standardized in the optical

community as 0.1 nm or 12.5 GHz at 1550 nm [6, 9]. In Eq. (3.16), it is assumed

that all spans have the same characteristics: same loss, amplification, added noise

and length. The factor of two in the denominator of Eq. (3.16) is a constant value

indicating that the noise is present in both polarizations.

OSNR =
Psig,out

2N0BrefNspans

(3.16)

The noise power spectral density in Eq. (3.16) is given by [34,91]

N0 = nsphf0(G− 1) , (3.17)
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where nsp, f0 and G are the spontaneous emission coefficient, a reference frequency

and the gain of a single amplifier, respectively. Replacing Eq. (3.17) in Eq. (3.16),

OSNR can be expressed as Eq. (3.18).

OSNR =
Psig,out

2nsphfc(G− 1)BrefNspans

(3.18)

It is helpful for the OSNR analysis, that the OSNR is expressed in terms of the noise

figure NF of an amplifier, which is given by [1, 91]

NF = 2nsp
G− 1

G
. (3.19)

By replacing the term (G − 1) from Eq. (3.19) in Eq. (3.18) and considering that

Psig,out is equal to the power of the signal at the input of the amplifier Psig,in multiplied

by the amplifier gain G, Eq. (3.18) can be re-writen in linear scale and in dB as

OSNR =
Psig,in

hfcNFBrefNspans

(3.20a)

OSNRdB = Psig,indBm − 10 log10 (hfcBref)− NF dB − 10 log10 (Nspans) (3.20b)

OSNRdB = Psig,outdBm − αdBLspan + 58 dBm− NF dB − 10 log10 (Nspans) (3.20c)

where the subscript dB or dBm indicates the units of the variable, Lspan is the

length of a single span in [km], 10 log10 (hfcBref) is approximately −58 dBm, taking

the reference frequency and bandwidth as as 193.4 THz (1550 nm) and 12.5 GHz at

1550 nm, respectively.

Equation 3.20c suggests that a shorter span length will contribute to a higher OSNR.

However, the shorter the span length, the more amplifiers that have to be placed,

which turns up to be not economically viable. Consequently, the number of amplifiers

have to be minimized for cost reasons and at the same time the performance have

to be reliable enough to operate correctly [34].

Few-mode amplifiers

Few-mode fiber amplifiers are key elements in MDM long-haul WDM systems. The

challenge here is to provide a more efficient implementation of these devices, i.e.

amplify N POLMUX signals using less energy than N times single mode amplifiers.
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This is exactly what MDM promises: a power consumption, which increases in less

proportion than a linear increase with the number of modes [20,55,56].

EDFA and Raman amplification has been studied, being EDFA the most popular

choice due to its higher power efficiency. The principle of the EDFA is the same

as in single-mode transmission. However, in the case of few-mode amplification, the

dimensionless parameter of overlap factor plays an important role. The overlap factor

characterizes the portion of the incoming optical mode intensity that overlaps with

the erbium ion distribution of the erbium-doped fiber in the amplifier. Only that

overlapping portion will stimulate emission and lead to amplification [91]. Therefore,

this parameter becomes relevant when the fiber in the transmission link supports

several modes, which suggests that the optimum Er3+ distribution is no longer a flat

top distribution. The overlap factor is given by Eq. (3.21) as the overlap integral

ηpj,si between the normalized optical intensity distribution of the i-th signal mode

Γs,i(r, ϕ) and the normalized Er3+ distribution of the j-th pump mode Γp,j(r, ϕ) [91].

The better the match between signal and pump (the higher the ηpj,si) the more the

amplification that is obtained for the i-th signal mode. The erbium-doped fiber at

the frequency of 980 nm supports several modes besides its fundamental mode, and

even some more than the FMF used for transmission [92].

ηpj,si =

∫ ∞
0

∫ 2π

0

Γs,i(r, ϕ)Γp,j(r, ϕ)rdrdϕ (3.21)

Based on the value of ηpj,si, there have been studies based on simulations which

demonstrate that achieving equal gain for all modes depends on different factors such

as the modal content of the pump, power given to each one of the supported mode

in the pump and the erbium-doping concentration profile. The pump modal content

and its power per mode are studied in [92,93], where the authors show that pumping

with only the fundamental mode will favor the gain in the signal LP01 mode leading

to the so-called mode-dependent gain (MDG), equivalent to MDL. In [93], it is shown

that three spatial modes can be virtually equally amplified by using the LP21 mode

with a small amount of LP01 mode as pumps. Furthermore, combined with different

pump modes power, specially tailored profile of the erbium ions concentration is

found in [92] in order to achieve gain equalization. Other research groups have

proposed alternatives to replace the specially tailored erbium distribution, which

is difficult to fabricate, by much simpler distribution profiles: ring-doped [94, 95],

concentric ring-doped (ring-doped and the center is also doped) [96] and raised

profile (slightly higher doping of erbium at the core edge) [94]. These concepts for
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gain equalization in EDFAs are illustrated in Fig. 3.18, where the pump laser is split

into N paths that are converted to higher order modes with phase plates and their

power is regulated with optical attenuators.
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Figure 3.18.: Structure of the few-mode EDFA equalizing the gain per mode with co-

and counter-propagating pumps (adapted from the proposal in [93]).

Experimental studies also apply concepts of regulation of the modal content and

dopant distribution for gain equalization. The authors in [67, 97] investigated the

raised and ring doped profile combined with an offset launch of the pump laser, which

allows the excitation of higher order modes. By using the offset launch technique

of the pump laser the modal content of the pump cannot precisely be controlled as

in the phase plates approach of Fig. 3.18, but avoids a complicated set-up and the

high amount of power being lost in splitting the pump laser and using phase plates.

In [67,97] the authors experimentally demonstrated an MDG of approximately 2 dB

with optimum pump and signal powers. Similar studies were also performed by the

authors in [98], where they employed in their three-mode amplifier an erbium-doped

fiber with a ring profile achieving similar values of MDG.

Amplifiers supporting six spatial modes have also been investigated in [65, 66, 99].

In [65] the authors studied the MDG of the amplifier by using a combination of

3.5 m of ring-doped fiber for enhancing the higher order modes gain and 1 m of

uniformly doped fiber for enhancing the gain of LP01. The authors achieved an

MDG of approximately 4 dB. In [66,99] the reported MDG is slightly lower by using

a LP02 pump and in a bi-directional manner to allow for a gain of more than 20 dB.

In [100] it is predicted that the more the propagating modes are, the more difficult

it will be to equalize the gains in the amplification stage. This is due to the fact that
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higher order modes have similar amplitude profile in the radial direction, therefore

pumping in a certain mode will simultaneously amplify more modes making MDG

difficult to control.

Few-mode Raman amplification has also been studied in [101, 102], where modal

content of the pump plays also an important role. In [102] the Raman amplification

provides about 1 dB of MDG, although at relatively low gain for long-haul appli-

cations, at about 8 dB. It is also found in [101, 102] that distributed amplification

might be beneficial for averaging the MDG aided by the mode coupling.

3.3.3. MDM ROADM

Reconfigurable optical add/drop multiplexers (ROADMs) are key elements of to-

day’s long-haul and metro WDM networks. They allow to add or redirect channels

at a network node without making use of costly electronic regeneration. Figure 3.19

shows a typical network node architecture interconnected by ROADMs for adding

and dropping WDM channels. The wavelength selective switches (WSSs) shown in

Fig. 3.19 are key optical devices in a ROADM. They can select WDM channels

from a common input into different output ports, combine input WDM channels to

one common output port or block certain WDM channels according to the network

rules.

ROADMs can be remotely reconfigured, which is an attractive feature in a contin-

uously growing network. Apart from WSSs, ROADMs are typically conformed of

amplifiers and channel monitors. The amplifiers guarantee that output signals have

the proper signal levels. The channel monitor plays an important role for channel

equalization, since it is in charge of measuring the power of the WDM channels in

a ROADM.

WSSs are the key component of a ROADM. Basically, WSSs consist of beam shaping

and polarization diversity optics, a dispersion element and a switching engine [103].

Firstly, the beam passes through a beam shaping stage and a polarization splitter,

since there are polarization-dependent components in the WSS. Then, a dispersive

element separates the incoming beam into its different frequency components. This

step is generally performed by a diffraction grating. The diffracted light is projected

spatially onto a switching engine, which does the beam steering, i.e. the redirection

of light to the required output port. There are two main technologies for beam

steering: micro-electromechanichal system (MEMS) mirror arrays and LCoS. MEMS

mirror arrays redirect the optical beam by rotating the mirrors, whereas the LCoS
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Figure 3.19.: Three interconnected ROADMs.

controls the phase of the light pixelwise. While MEMS technology counts with faster

switching than LCoS technology, LCoS offers better granularity to address dense

WDM channel spacing and flexible WDM channel grid [103, 104]. The beams are

then recombined again by the dispersive element, passed through the beam shaping

and polarization diversity stage and finally, reach the corresponding output port.
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Studies have been performed to adapt single-mode to few-mode WSSs. The task

of this device would be to switch spatial superchannels, i.e. redirect and combine

information on wavelengths and modes simultaneously. As it would be costly to

demultiplex at the same time modes and wavelengths, since this requires optical to

electrical conversion and MIMO digital signal processing, the work that have been

proposed on WSSs addresses the switching of information fiber wise, i.e. switching

the information on all the modes simultaneously.

The simplest way to accomplish a few-mode switching device would be to replace

the input SMFs by FMFs as in [105]. The idea here is to use for N spatial modes

the same single-mode optics to steer, which leads to cost savings compared to sep-

arately switching N independent data streams. Similar to the case of FMAs, the

implementation of few-mode ROADMs should result in more cost-efficient devices

than the equivalent single-mode ROADM network. However, the disadvantage of

this approach is that the modes have different passband characteristics. This is due

to the fact that each mode has different spatial power distributions occupying a

different portion of space on the switching engine [106–108]. A consequence of this

negative aspect is the poor performance of the switch at the edges of the passband

spectrum, which also lead to MDL and poor spectral efficiency of the device, i.e.

WDM channels require larger guard bands than when using single-mode WSSs.

A promising approach for a few-mode switch that still has the advantage of using the

same single-mode optics and, additionally, does not compromise its spectral filtering

capabilities is proposed by [106–108]. In order to overcome the mode-dependent

frequency responses, it is proposed in [106, 107] the use of photonic lanterns at the

input and output ports to demultiplex and multiplex the beams. With this solution

the incoming beams would have all Gaussian shapes as the fundamental mode, which

enables all the beams to be treated in the switching engine evenly. MDL values for

this device ranging from 3 dB to 4.5 dB are reported in [106]. In [108], a similar

proposal is made by employing instead of photonic lanterns, 3DWs.

3.4. Optical RX

After transmission over a certain distance and demultiplexing N optical beams,

where N coincides with the number of spatial modes, it is necessary to transform the

optical signal of each beam to an electrical signal in order to decode its information

bits. The photodiode is the transducer in charge of this task. Photodiodes convert

the optical intensity into electrical current following the relation in Eq. (3.22), where
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Iphoout
, Rpho, ηpho, e, Pphoin

and fphoin
correspond to the output electrical current in

[A], the responsivity in [A/W], the quantum efficiency (average number of electrons

generated per photon by the photodiode), charge of an electron (1.6 × 10−19 C),

input power to the photodiode in [W], frequency of the incident photons in [Hz],

respectively [26, 60]. The shot and thermal noise of the photodetector has been

ignored in Eq. (3.22) since the dominant source of noise in long-haul systems is

mainly composed of ASE noise from the optical amplifiers.

Iphoout
= RphoPphoin

=
ηphoePphoin

hfphoin

(3.22)

As evident in Eq. (3.22), the photodetector senses the strength of the incident opti-

cal power. Therefore, to recover the imaginary and real part on both polarizations it

is necessary to do a down-conversion similar to the inverse function of the diagram

in Fig. 3.3, nevertheless, using an analog-to-digital converter (ADC). The so-called

coherent detection is the current technology to detect not only the power but the

full optical field including amplitude, phase and polarization information of the sig-

nals. In Fig. 3.20 the structure of the coherent RX is depicted, where ELO, Er and

Erx/y
correspond to the electrical field of the LO, received electrical field after the

optical link and demultiplexing and its two orthogonal polarizations components,

respectively; LO and TIA stand for local oscillator and transimpedance amplifier,

respectively. The TIA does the conversion from electrical current to voltage to prop-

erly feed the ADC.

The data and the LO signal are first mixed with a 2 × 4 90◦ optical hybrid, whose

structure is illustrated in Fig. 3.22. Taking into account that the input and output

relationship of a single 3-dB coupler is given by

(
out1

out2

)
=

1√
2

(
1 1

1 −1

)(
in1

in2

)
, as illustrated in Fig. 3.21.

From the schematic in Fig. 3.22, it can be deduced that the input and output

electrical fields follow the relation


E1

E2

E3

E4

 =
1

2


1 1

1 −1

1 j

1 −j


(
Erx

ELO

)
. (3.23)
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With these considerations and being Erx = s(t)ej(ωct+φs(t)) and ELO = aLO(t)ej(ωLOt),

then i1 and i2 from Fig. 3.20 correspond to Eqs. (3.24a) to (3.24d). φs(t) is the

phase of the data signal relative to the LO phase. The following photodiode current

equations are written in terms of the incoming electrical fields, since their square

absolute value is proportional to the incoming optical power [1, 26, 61].
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i1 ∝ |E1|2 =

∣∣∣∣Erx

2
+
ELO

2

∣∣∣∣2 (3.24a)

=
1

4

[
s(t)2 + aLO(t)2 + 2s(t)aLO(t) cos ((ωc − ωLO) t+ φs(t))

]
(3.24b)

i2 ∝ |E2|2 =

∣∣∣∣Erx

2
− ELO

2

∣∣∣∣2 (3.24c)

=
1

4

[
s(t)2 + aLO(t)2 − 2s(t)aLO(t) cos ((ωc − ωLO) t+ φs(t))

]
(3.24d)

In the same way, i3 and i4 can be derived leading to Eqs. (3.25a) and (3.25b).

i3 ∝
1

4

[
s(t)2 + aLO(t)2 + 2s(t)aLO(t) cos ((ωc − ωLO) t+ φs(t)− π/2)

]
(3.25a)

i4 ∝
1

4

[
s(t)2 + aLO(t)2 − 2s(t)aLO(t) cos ((ωc − ωLO) t+ φs(t)− π/2)

]
(3.25b)

Consequently, the in-phase iI and quadrature iQ components of one of the polariza-

tions of the signal are represented by Eqs. (3.26a) and (3.26b), where ωIF = ωc−ωLO

is called the intermediate angular frequency. The components for the other polar-

ization can be derived similarly. These currents are translated into voltage by the

TIAs, then the signals are sampled by the ADC and the DSP is finally in charge of

compensating the optical link impairments and recovering the transmitted bits.

iI(t) = i1 − i2 ∝ s(t)aLO(t) cos (ωIFt+ φs(t)) (3.26a)

iQ(t) = i3 − i4 ∝ s(t)aLO(t) sin (ωIFt+ φs(t)) (3.26b)

If the LO and the transmitter laser operate at the same frequency and phase, the

RX is configured as homodyne. Whereas if ωIF is greater than the bandwidth of the

signal at the RX, the RX is called heterodyne. Intradyne RXs are those whose ωIF

is almost zero.

In the case of homodyne RXs, the RX is obligated to actively control any phase

and frequency differences between TX and RX lasers [10]. With the heterodyne and

intradyne RX such frequency and phase control is not mandatory.

The heterodyne RX has the following advantage: it is enough to detect the in-phase

or quadrature components on each of its polarization to recover the entire field.
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Although it is necessary to further down-convert the signal from the intermedi-

ate frequency to baseband after the analog-to-digital conversion. It should be also

considered that for WDM transmission the channel under test (CUT) should be

optically filtered out in order to avoid crosstalk from other neighboring WDM chan-

nels. Alternatively, the CUT can be down-converted to ωIF so that its spectrum lies

in-between the image signal spectra from neighboring WDM channels, subsequently,

the CUT can be filtered out in the electrical domain by the DSP.

Currently, the type of RX that is mostly used for experiments and commercial

products is the intradyne RX, since neither phase and frequency of the LO has to

be controlled nor the optical and electrical components bandwidth requirements are

as stringent as in the heterodyne RX case.

3.5. DSP and modulation formats

As shown in Fig. 3.3, it is customary to modulate signals in quadrature (data Q) and

in-phase (data I) and combine them as a pair of orthogonal signals. IQ modulation

exploits the quadrature physical dimension allowing for higher data rates. After their

optical detection and the sampling process carried out by the ADC, the DSP takes

care of recovering the distorted data by the compensation of the transmission link

impairments such as dispersion, modal delay, mode coupling and PMD. The DSP

structure highly depends on the modulation format chosen for transmission. Single-

carrier and orthogonal-frequency division multiplexing (OFDM) are two schemes

that are being investigated for MDM systems and are described in the following

subsections.

3.5.1. Single-carrier modulation

Single-carrier modulation schemes for single mode and FMF channel are similar

since they have the same structure. Single-carrier DSP for MDM can be upgraded as

depicted in Fig. 3.23, where Nm represents the number of spatial modes. The TX has

the same arrangement of functionality blocks as single-mode fiber with POLMUX

signals. Also as in single-mode systems, after optical-to-electrical conversion and

sampling at at least the Nyquist rate, the discrete received electrical signals ri[k] of

each tributary, with i ranging from one to Nt and k being the discrete time variable,

passes through the first equalization stage, clock recovery, second equalization stage,

carrier recovery, detection and demapping. The number of tributaries Nt refers to
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the number of sent data streams and corresponds to two times (two polarizations)

the supported spatial modes Nm.

The task of the first equalization stage is to compensate for intra-modal dispersion.

Since this distortion does not induce crosstalk between the modes, it can be com-

pensated per tributary. In contrast, the combined effect of PMD, mode coupling and

DMD induces crosstalk between the data streams and therefore requires an equal-

ization where are all received tributaries participate. As the intra-modal dispersion

can be represented as a linear filter, the inverse response of this filter can be ap-

plied to undo its effect. As mentioned in Section 2.3.2, the intra-modal dispersion

and its slope are related to β2,lm and β3,lm, which can be derived from Eqs. (2.32)

and (2.35d), leading to Eqs. (3.27a) and (3.27b) for the reference wavelength λc. The

compensation of different dispersion values individually for each mode is not possi-

ble due to the mode mixing caused by mode coupling. Nevertheless, as intra-modal

dispersion is very similar among modes, most of the dispersion can be compensated

with the average dispersion and slope, and the posterior MIMO equalization will

compensate for the remaining dispersion. Hence, the transfer function of the aver-

age intra-modal dispersion is the all-pass transfer function given by Eq. (3.28) for a

fiber of length L. In Eq. (3.28), β̄2, β̄3, D̄ and S̄lo are the mode-averaged second and

third derivative of the propagation constant with respect to the angular frequency

and, mode-averaged dispersion and slope parameter, respectively.

β2,lm =
−λcDlm

2πc
(3.27a)

β3,lm =
λ2

c

(2πc)2

(
λ2

cSlo,lm + 2λcDlm

)
(3.27b)

HD̄(f) = e
1
2
j(2πf)2β̄2L+ 1

6
j(2πf)3β̄3L = e−j

πλ2
cD̄f

2L

c
+j

πλ2
cf

3L

3c2
(λ2

c S̄lo+2λcD̄) (3.28)

The average dispersion compensation is thus done by multiplying the incoming signal

in frequency domain by the conjugate of HD̄(f). The techniques overlap-add or

overlap-save aid to do this operation blockwise in order to reduce the processing time

[109]. Dispersion compensation is also possible in time domain with finite impulse

response (FIR) filters or infinite impulse response (IIR) filters, being the latter less

common [110]. However, time domain compensation adds a tremendous amount of

complexity to the signal processing and therefore the compensation is mostly done

in frequency domain [57,110].
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As illustrated in Fig. 3.23, after compensating most of the intra-modal dispersion

it follows a clock recovery stage, also commonly called timing recovery. This stage

is necessary since the TX and RX clocks are not synchronized, leading to sampling

frequency offset and phase mismatch. Different techniques are compiled in [111].

Note that at this stage the signals are still distorted by the channel effects and for this

reason the timing recovery has to be designed so that it is tolerant towards them. The

approach of doing the timing recovery before MIMO equalization is usually done to

enable convergence stability in a posterior blind equalization. Experiments reporting

first timing recovery and then MIMO equalization can be found in [69, 75, 112].

Alternatively, the timing recovery can be done after a data-aided MIMO equalization

stage as in the DSP scheme presented in [113].

Equalization number two illustrated in Fig. 3.23 is in charge of the MIMO equal-

ization to unravel the rest of linear channel impairments such as modal crosstalk,

PMD, DMD and, if there is any, residual intra-modal dispersion. In order to find

the filter parameters channel estimation is required; it can be data-aided via train-

ing symbols, blindly via algorithms such as the least-mean square (LMS) algorithm

and constant-modulus algorithm or a combination of both: first data-aided chan-

nel estimation to guarantee convergence and then adaptively changing the filter

coefficients according to the channel changes. The latter option is the most com-

mon variant among the reported experiments, whose filter adaptation mechanism is

based on the decision-directed LMS algorithm [69, 75, 114–116]. Thus, on the basis

of the channel estimation, the compensating filter can be implemented as a butterfly

equalizer with N2
t FIR filters in the time or frequency domain. The structure of this

filter bank is depicted in Fig. 3.24 for six tributaries, i.e. a fiber that supports three

spatial modes.

The MIMO equalization depicted in Fig. 3.24 is an extension of the 2×2 MIMO

equalization for single-mode fibers. The difference is that in the case of FMFs the

channel memory is significantly greater than in the single-mode case due to the

combined effect of the DMD and mode coupling. The number of taps that have

to be used in the time domain equalization is directly proportional to the delay

spread caused by the channel. Current transmission experiments show that DMD

of less than 100 ps/km is possible [69, 115, 117]; additionally, the delay spread due

to DMD can be reduced by using FMF with positive and negative DMD parame-

ters [69,117,118] and inducing mode coupling [119]. However, the DMD value is very

sensible to small changes or imperfection in the FMF profile fabrication process [120].

Reducing the delay spread will also reduce the complexity of time domain equaliza-

tion. Nevertheless, complexity studies report that even with a DMD of 27 ps/km,
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Figure 3.24.: Structure of the second equalizer for Nt = 6.

time domain equalization have a complexity that surpasses the frequency domain

equalization by several orders of magnitude [57]. The same result is also reported for

single-mode systems [110]. The lower complexity of frequency domain equalization

comes at the cost of higher overhead due to a cyclic prefix (CP) to enable circular

convolution of the incoming signal and the channel response, similar to OFDM (see

Section 3.5.2).

The last stages of the single-carrier DSP are the carrier recovery, detection and

demapping. The carrier recovery tracks the frequency and phase differences between

the TX laser and the LO via algorithms used also in single-mode systems as summed

up in [111]. The detection stage assigns the equalized symbols to a symbol in the

constellation diagram and the demapping stage translates symbols into bits.

3.5.2. OFDM

OFDM is a multicarrier modulation format, which was first introduced in 1966 by

Chang in [121] and appeared with its current name for wireless transmission in

the 70’s [62]. Nowadays, OFDM is the basis for the wireless standards for digital

audio/video broadcasting, wireless local area network (IEEE 802.11a/g), wireless
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metropolitan area networks (IEEE 802.16e), asymmetric digital subscriber line (ITU

G.992.1) and the forth generation of mobile communications, long-term evolution

[62,122]. OFDM is an attractive modulation format since it is:

• Robust against the delay spread, in wireless caused by fading and in the optical

communication caused by the dispersion, PMD and DMD.

• Spectrally efficient since OFDM is characterized by a virtually rectangular

spectrum without the need of filtering. In optical systems, this allows to closely

pack the WDM channels to transmit more information per unit bandwidth.

• Computationally less complex than time domain equalization in single-carrier

due to the use of the efficient implementation of fast Fourier transformation.

Its complexity is similar to single-carrier frequency domain equalization [57].

• Flexible considering that OFDM allows the manipulation of the information

on each subcarrier according to the systems needs.

On the other hand, the relatively high peak-to-average power ratio (PAPR) and

its sensitivity to phase noise, frequency and phase offset belong to its well-know

drawbacks [62,123,124].

The principle of OFDM is to transmit information at a certain data rate via simulta-

neous modulation of lower rate data streams. Therefore, each data stream occupies

a small portion of the entire spectrum. Figure 3.25 shows this principle, where the

data streams are upconverted to different frequencies, multiplexed and, at the RX,

demultiplexed by downconverting the signal with mixers of opposite sign as in the

TX and integrated within an OFDM symbol duration. Mathematically, the OFDM

signal represented in Fig. 3.25 corresponds to Eq. (3.29), where s(t) is the trans-

mitted OFDM signal, si+NFFT/2 are the symbols modulated in each subcarrier, T is

the OFDM symbol duration, ts is the starting time of the OFDM symbol and NFFT

represents for the moment the number of subcarriers. The received OFDM signal

is represented by Eq. (3.30) for recovering the symbol sw+NFFT/2 at the frequency

w/T .

s(t) =


NFFT

2
−1∑

i=−NFFT
2

si+NFFT/2e
j2π i

T
(t−ts) ts ≤ t ≤ T + ts

0 t < ts ∧ t > ts + T

(3.29)
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ts+T∫
ts

e−j2π
j
T

(t−ts)

NFFT
2
−1∑

i=−NFFT
2

si+NFFT/2e
j2π i

T
(t−ts)dt

=

NFFT
2
−1∑

i=−NFFT
2

si+NFFT/2

ts+T∫
ts

ej2π
i−w
T

(t−ts)dt

= sj+NFFT/2T

(3.30)

Equation 3.30 shows clearly the origin of the orthogonality in OFDM. The integral

results in a constant factor T only if i = w; whereas for i 6= w the integral is null,

since the sinusoidal functions that are being integrated consist of integer number

of cycles. The orthogonality can be also be seen in the frequency domain. The

multiplication or modulation at the TX illustrated in Fig. 3.25 between the symbol

si+NFFT/2 for a period of time T and the exponentials corresponds in the frequency

domain to the convolution between sinc functions of the form sinc(πfT ) as shown

graphically in Fig. 3.26. It can be observed in Fig. 3.26, for example, the maximum

value of subcarrier located at frequency f1 lies where the amplitude of the spectra

of other subcarriers centered at f2 and f3 are zero. This is due to the fact that the

subcarriers are separated in the frequency domain from each other by a multiple of

the inverse of the symbol duration, just when the sinc functions crosses the frequency

axis by zero.
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An efficient way of realizing the scheme in Fig. 3.25 was found by Weinstein and

Ebert [125] without the use of numerous oscillators and filters. Weinstein and Ebert

proposed the used of the inverse discrete Fourier transform (IDFT) at the TX side

and the discrete Fourier transform at the RX side (DFT). By incorporating the

IDFT in Eq. (3.29), it results in the discrete form of the transmitted signals

s

(
ts +

kT

NFFT

)
= s[k] =

NFFT
2
−1∑

i=−NFFT
2

si+NFFT/2e
j2π ik

NFFT , (3.31)

where k is the discrete time variable.

The application of the (I)DFT has nowadays evolved to the use of the more efficient

implementation: the fast Fourier transform (FFT) and its inverse (IFFT). While the

(I)DFT requires N2 complex multiplications, the (I)FFT requires only N/2 log2(N)

[62,123].

A mechanism used in OFDM to combat the ISI is the addition of a CP. The CP

consists of NCP samples having a duration of TCP and corresponds to a copy of the

last part of the OFDM symbol as indicated in Fig. 3.27 with three unmodulated

subcarriers. In the presence of delay spread, the CP enables the OFDM symbols to

be easily separable in time windows of NFFT samples, so that each recovered OFDM

symbol preserves orthogonality, i.e. each subcarrier still has an integer number cycles.

The delay spread originates from the dispersion, making the different frequency

components of the signal to have different delays, and DMD making the signals on
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different modes to have different propagation delays. Note that CP should be at least

the delay spread duration. Thus, by removing the ISI, the symbols are separated

from each other therefore easing the posterior equalization.
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Figure 3.27.: Exemplary illustration of CP incorporation to the OFDM symbol.

The typical OFDM block diagram is represented in Fig. 3.28, which has been mod-

ified to support multiple modes. The transmitter is composed of POLMUX TXs,

which perform the IFFT and insert the CP and training symbols (TSs). TSs are sent

periodically for channel estimation and frame synchronization. Before the IFFT is

executed, zeros are inserted at the edges of the OFDM spectrum in order to isolate

aliasing products originated by the DAC from the signal spectrum, so these prod-

ucts can be easily filtered out. Appending these zeros, NZP zeros, to the spectrum

is called zero padding (ZP).

At the RX after the signal is downconverted and sampled, there is an optional

equalizer 1. Equalizer 1 is optional since it compensates for dispersion electrically in

order to reduce the CP overhead. Subsequently, frame synchronization is performed.

There are several ways to accomplish synchronization such as with the technique

introduced by Schmidl and Cox [126] or by correlating known sequences with re-

ceived ones [127]. Then, the CP is removed, the FFT is applied and the ZP is re-

moved. Equalization 2 is mostly done in the optical communication with the one-tap

equalization: zero-forcing (ZF) [128]. More equalizers are investigated in Chapter 5.

Afterwards, symbols are detected and demapped as indicated in Fig. 3.28.
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OFDM appears in the optical communication at the beginning of the 2000s and now

is being considered as a possible candidate for the modulation of MDM systems

[81, 117, 129, 130]. It has already been shown that equalization in the frequency

domain is computationally less complex than time-domain equalization for single-

mode fibers [110]. A similar study was presented in [57], in which it is shown that

the complexity difference between these type of equalization schemes is even larger

by several orders of magnitude if DMD is considered. However, the use of OFDM

and frequency domain equalization have to be traded off with the overhead inserted

by the CP and TSs.

As mentioned before OFDM suffers from relatively high PAPR ratios, which can be

a disadvantage when transmitting through dispersion-managed links [131]. However,

inline dispersion compensation is not the better option for modern coherent optical

system since it enhances nonlinear effects [132]. High PAPR is rather harmful at the

DAC and ADC stages, where most of the signal (close to the average) is quantized

only within the middle of the quantization range and therefore the OFDM signal

would exhibit a reduced SNR due to quantization noise [62]. Nevertheless, there are

methods for reducing the PAPR such us clipping and coding [123]. Furthermore,

OFDM needs a proper frequency and phase noise compensation since these effects

generate distortion through intercarrier interference (ICI). Methods for correcting

frequency offset and phase noise can be implemented using pilot tones [124,129], the

method of Schmidl and Cox [126] or common phase error (CPE) correction [62,133].

Despite the fact the OFDM imposes challenges for its implementation, OFDM is the

modulation format with the attractive characteristic of being able to be implemented

in combination with per-subcarrier advanced detection schemes such as maximum-

likelihood (ML) detection (see Chapter 5). For this reason, OFDM was preferred as

the modulation scheme used in the simulations and experiments in this dissertation

rather than single-carrier.

3.6. Forward error correction

To achieve virtually error-free transmission (BER smaller than 1e-13), FEC tech-

niques have become popular and are nowadays essential in such systems. Basically,

by adding redundant information, bits are encoded at the TX and at the RX the

decoder exploits the redundant information to identify and correct errors. This leads

to an FEC overhead, which is translated into an increase of the nominal data rate.
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Apart from the FEC overhead, the FEC codes are characterized by the error correc-

tion capability measured by the FEC limit and coding gain, if the code is iterative,

or not and if they are soft or hard-decision-capable. The FEC limit is the decoder

input signal BER at which a certain target BER after decoding is achieved. Above

the FEC limit a decoder output BER below the target BER cannot be guaranteed.

The coding gain is the difference in OSNR between the uncoded and coded BER vs.

OSNR curves at a certain target BER, which is typically lower than 1e-12. The net

coding gain is a measure used to compare different codes with different overheads,

since it takes into account the extra OSNR requirement due to the insertion of re-

dundant information. A code uses iteration in the decoding to improve the error

correction capability. It can be based on hard-decision or soft-decision. The input

of hard decision decoders are symbols after detection. In contrast, soft decision de-

coders are capable to receive the demodulated symbols before detection allowing

to collect more information from the symbols, i.e. how reliable is the input to the

decoder.

Reed-Solomon (RS) codes are non-binary cyclic codes and were the first codes imple-

mented for long-haul optical communication. Especially the code RS(255,239) has

been included in the ITU recommendation ITU-T G.975 [134]. The nomenclature

RS(NFEC,KFEC) refers to the a code that consist of NFEC symbols from which KFEC

are information symbols and NFEC − KFEC are parity symbols. The RS(255,239)

code provides around 5 dB of coding gain using 7 % of overhead and an FEC limit

of 1e-4 for decoder output BER lower than 1e-15. Since the RS code is the code

that was first implemented in commercial systems, it represents the first generation

of FEC codes in optical communications.

The second generation of FEC codes are concatenated codes. The concatenated

codes use different FEC code stages from the same code or different codes in order

to reduce the implementation complexity and latency of the codes. They are often

constituted of two RS or Bose-Chaudhuri-Hocquenhem (BCH) codes, or a combina-

tion of both [10, 135, 136]. The ITU recommendation ITU-T G.975.1 [136] specifies

the concatenated codes, some of them also supporting soft decision schemes, for sub-

marine and terrestrial optical systems, whose typical overhead is around 7 %, FEC

limit is slightly above 1e-3 and net coding gain ranges between 7 and 9 dB. The net

coding gain of concatenated codes can be improved by iterative decoding, which has

the advantage of not requiring additional overhead to achieve better performance.

The third generation is characterized by soft-decision capable decoders. Mainly two

classes of codes are introduced: turbo and Low-density parity check (LDPC) codes.

Turbo codes were first introduced by Berrou et al. in 1993 [137] and applied in the
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optical communication by Mizuochi et al. in 2004 [138]. They have the advantage

of being high parallelizable and have low error floors, however, targeting a smaller

overhead requires large block lengths, which increases the latency [139]. Low-density

parity check (LDPC) codes also became popular in the early 90’s, although Gallanger

proposed this kind of codes in the early 60’s in [140]. LDPC codes are attractive,

since they allow parallelization, shorter code words than the above mentioned codes

and are flexible with respect to their implementation. Recently, a promising LDPC-

based FEC code capable of nearly error free transmission (decoder output BER of

1e-15) at an input BER of 2.4e-2 using 20 % overhead has been proposed in [141].

This overhead value and FEC threshold is assumed for the experiments of this thesis.





4. Impact of mode coupling in MDL

impaired systems

SDM has emerged as an attractive solution for overcoming the so-called capacity

crunch by exploring the physical dimension of space of the fiber as mentioned in

Chapter 1. As mentioned in Chapter 3, from the two SDM tendencies (multiple

modes or multiples cores), FMF has gained considerable interest because of its ad-

vantage of carrying more data per unit area, its power efficiency in terms of optical

amplification [20,55,56] and its higher tolerance against nonlinearities over MCF [22].

The implementation of MDM systems brings several challenges that need to be

addressed for the realization of MDM commercial systems. One of the challenges

is the computational complexity of the RX DSP because of the combined effect of

DMD and mode coupling. The channel impulse response in this case is longer, which

increases the computational complexity, i.e. more filter taps are needed in a time

domain equalizer than for SMF systems. The RX DSP complexity can be reduced

by frequency domain equalization or OFDM schemes by using a CP, however, a

longer channel impulse response translates directly into a longer CP, i.e. larger CP

overhead [57].

Modal dispersion is not a cause of fundamental performance degradation, but makes

the RX DSP more complex or increases the transmission overhead. In turn, MDL

(described in Section 3.2) fundamentally degrades the performance and therefore is

another challenge that needs to be addressed. This negative effect originates from

all kinds of inline optical components and the FMF itself, but mainly from the mul-

timode amplification. Too much MDL can cause, in the extreme case, information

from one or more modes to vanish, which is directly reflected in a reduction of the

channel capacity. Recent studies show efforts on reducing the MDL from optical

amplifiers (in the context of optical amplification referred as MDG) by using active

fibers with specially tailored Erbium distribution and by modifying the modal con-

tent of the pump [65, 66, 99]. However, a constant and equal amplifier gain for all

the modes over a wide range of input power and/or over frequency has not been

93



94 4. Impact of mode coupling in MDL impaired systems

demonstrated yet.

The detrimental effect of MDL is studied in [19,64]. The authors in [19,64] showed

that the channel capacity is negatively affected by the effects of MDL. In [19] the

authors also demonstrated through simulations that the system should address all

possible supported modes by the fiber to avoid system outage due to power leakage

to unaddressed modes. MDL in frequency-selective channels is investigated in [142].

In [142], it is found that delay spread alters the modal gains and also makes it

frequency-dependent, which has a favorable effect on system performance.

This chapter is based on the work published in [143–149] and describes a study

of the impact of mode coupling strength on the MDL in the system. The system

performance is evaluated and analyzed for three mode coupling scenarios and for

three and six spatial modes.

4.1. Simulation setup

The simulated system follows the structure of an MDM OFDM system as illustrated

in Fig. 3.28. With OFDM, the ISI caused by DMD and dispersion is suppressed in

the RX DSP by removing the cyclic part of the OFDM symbol added with the

CP. Using a CP for ISI elimination allows for much less complex multiplications

than time-domain equalization [57]. Additionally, OFDM permits a subcarrier-based

post-processing at the RX, which is of advantage when using advanced equalization

schemes such as ML detection (see Chapter 5).

Each TX generates a dual polarized signal with a net data rate of 100 Gb/s, mod-

ulated with quadrature phase shift keying (QPSK) OFDM. Since the simulated

systems support three and six spatial modes, and each one of them supports two

polarizations, there is a total of Nt = 6 and Nt = 12 tributaries, respectively. The

former system supports the modes: LP01, LP11a and LP11b. The latter system sup-

ports: LP01, LP11a, LP11b, LP21a, LP21b and LP02. The net data rate can be written

as 3×100 Gb/s and 6×100 Gb/s for three and six spatial modes, respectively.

From a total of 4096 subcarriers (NFFT), 81.3% of the subcarriers are dedicated

to the actual payload (NDATA) and the remaining 18.7% are used for zero-padding

(NZP). An overhead of 24% for FEC was added, according ITU recommendation

ITU-T G.975.1 for a concatenated, low latency and complexity RS and convolutional

self-orthogonal code (CSOC) [136].
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The TS preamble is constituted in each tributary by two consecutive OFDM symbols

and the payload by three OFDM symbols as depicted in Fig. 4.1. The frame structure

in Fig. 4.1 results in a TS overhead of 66%, which can be reduced by adding more

OFDM symbols to the payload. The payload was kept relatively short in order to

reduce simulation time, but it can be extended to lower the TS overhead. According

to a study of the FMF channel dynamics in [150], the channel is expected to change

in response of a mechanical perturbation as fast as every 250 µs. If the minimum TS

repetition period is dimensioned so that is one order of magnitude faster than the

period of the channel variations, the TSs would have to be sent every 25 µs. With an

OFDM symbol duration of 97.6 ns, this minimum TS repetition period would allow

the TS overhead to be reduced down to less than 1% with a frame of two OFDM TS

and 254 OFDM symbols for the payload. The OFDM symbol duration is the result

of multiplying the OFDM symbol size, including the CP, with the time spacing

between two samples. According to the previously mentioned channel dynamics and

following the maximum TS overhead constrain in [57], it is assumed that the number

of OFDM symbols for the payload can be incremented and the TS overhead can be

set to 10%.

To evaluate a target BER of 1e-3, up to three frames were simulated with different

noise realizations. This results in the evaluation of more than 350 and 718 thousand

bits for three and six spatial modes, respectively. The number of evaluated bits can

be calculated from multiplying the number of modulated subcarriers in one OFDM

symbol, the total number of tributaries, the number of transmitted OFDM symbols

and the number of bits modulated in one subcarrier.
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Figure 4.1.: Frame structure.

As mentioned in Chapter 3, the CP is dimensioned according to the delay spread

caused by intra- and inter-modal dispersion. As described by τDMD in [ps] in Eq. (4.1),

the maximum delay spread caused by inter-modal dispersion results from multiplying

the DMDp in [ps/km] (see Table 4.1) by the maximum simulated distances Lmax

in [km], i.e. 1200 km (three spatial modes) and 800 km (six spatial modes). This

results in 10.8 ns and 6.08 ns of delay spread.

τDMD = |DMDp|Lmax (4.1)
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As for the delay spread caused by intra-modal dispersion, it is suggested in [57,110,

151] to use Eq. (4.2) to compute it. In Eq. (4.2), τmaxD
, Dmaxlm , ∆f represent the

maximum delay spread due to the mode with the largest dispersion parameter in

[ps], maximum dispersion parameter among the modes [ps · nm−1 · km−1], spectral

width in [Hz], respectively. Equation 4.2 is similar to the pulse broadening relation

in Eq. (2.31) shown in Chapter 2 with the difference that here the worst case spread

due to the maximum dispersion is considered. An approximate calculation of the

spectral width ∆f in Eq. (4.2) can be done as in [124] by calculating the spectral

occupancy of the modulated subcarriers, i.e.

NDATARDAC

NFFT

.

The DAC rate RDAC is equal to 49 GSamples/s. This results in a spectral width

of 40 GHz. Considering a central frequency of 193.4 THz, and the maximum intra-

modal dispersion parameters in Table 4.1, for three spatial modes, the τmaxD
results

in 8.5 ns; for six spatial modes, τmaxD
corresponds to 5.6 ns. These delay spread

values would add up to the duration of the CP. To avoid a larger overhead, the

average dispersion is compensated in Equalization 1 in Fig. 3.28. As the dispersion

parameters are very similar among the modes, most of the intra-modal dispersion

can be compensated by this first equalizer. The residual dispersion is computed

similar as in Eq. (4.2), but instead of Dmaxlm , the maximum deviation from the

dispersion average is used. For three spatial modes, the delay spread due to residual

dispersion is 76.2 ps; for six modes, 69.8 ps. For these reasons, the used CP length

corresponds to 660 samples, i.e. a length of 13.5 ns and an overhead of 16.1%, which

is larger than the delay spread caused by DMD and residual intra-modal dispersion.

τmaxD
=
c |DmaxlmLmax|∆f

f 2
c

(4.2)

The total gross bit rate results from multiplying the net data rate by all aforemen-

tioned overhead from the CP, FEC and TSs. For three spatial modes, this value

is 3×158.4 Gb/s, i.e. 475.1 Gb/s; and for six spatial modes is 6×158.4 Gb/s, i.e.

950.3 Gb/s.
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The six and 12 tributaries are ideally multiplexed into the FMF channel without

introducing crosstalk. The FMF channel, as depicted in Fig. 4.2 inset (a), is com-

posed of 80-km spans. A total of Nspans form the link. The length of one span is a

typical value for long-haul terrestrial links since it trades off the OSNR degradation

with the distance and the number of amplifiers required for the link [24, 152]. The

channel model corresponds to the one described in Section 2.3.4 provided by the

authors of [22,37,153]. Low launch power (negligible nonlinear effects) and no laser

PN are considered here. The parameter of the FMFs are listed in Table 4.1, where

Aefflm and DMDp are the effective area of mode LPlm and the DMD parameter,

respectively. The parameter ∆n̄lm,xy is the birefringence, which was set to a typi-

cal value for current fiber manufacturing technologies [1]. The DMD parameter is

the difference between the inverse of the group delay of the fastest and the slowest

modes, which gives a hint of the maximum impulse response duration attributed

to the DMD. The two fiber profiles correspond to a graded-index with depressed

cladding profile in order to minimize the DMD [120]. The mode coupling is mod-

eled as in described in Section 2.3.4 by dividing the fiber into sections of 200 m,

each having constant coupling coefficients due to a random displacement of the core

center position. The displacement of the core center position was assumed to follow

a uniform distribution within a certain displacement range, which will be specified

in the next paragraph for the different simulation scenarios. It was shown in [36]

that a uniform distribution for the core displacement provided a good fit with the

experimental data in [154] regarding the evolution of the modal crosstalk with the

transmission reach.

The continuous-wave approximation on which the model described in [47] is sup-

ported, is valid for fiber sections with a delay spread that is much smaller than the

pulse duration. If a net symbol rate of 25 GBaud is used (equivalent single-carrier

system), with a pulse duration of 40 ps, the maximum accumulated delay spread in

a section may be 4 ps. For a DMD of 9 ps/km, this gives sections that have to be

at most 444 m long.

Two fiber scenarios where modeled: fiber with strongly and weakly coupled modes.

To generate strong mode coupling the maximum allowed core displacement was 4.7 %

of the core radius. To emulate weakly coupled modes the maximum allowed core

displacement was 0.6 % of the core radius. To visualize the mode coupling strength,

a 40-ps width Gaussian pulse was transmitted through one of the polarization of the

LP01 mode and the mean power evolution through all modes is depicted in Fig. 4.3(a)

and (b). In Fig. 4.3, the power per mode is averaged over 200 channel realizations

taking into account that the mode coupling is a random event. The fiber attenuation
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Figure 4.2.: FMF channel structure for transmission (a) without mode scramblers

(MSs) and (b) with MSs.

Table 4.1.: Three and six spatial mode fiber parameters.

LP01 LP11a,b LP01 LP11a,b LP02 LP21a,b

Aefflm [µm2] 101.6 137.1 142.9 191.8 297.7 256.3

Dlm [ps/km/nm] 22.2 21.8 22.2 22.1 21.7 21.9

Slo,lm [ps/km/nm2] 0.0663 0.0674 0.0665 0.0663 0.0626 0.0644

V 5.1 7.25

DMDp [ps/km] 9 7.6

αdB [dB/km] 0.22

∆n̄lm,xy 1e-7

was not taken into account in order to observe only the effect of the two simulated

types of mode coupling. It can be seen from Fig. 4.3 that for both FMFs in the case

of strongly coupled modes the power from LP01 leaks faster to the rest of the modes



4.1. Simulation setup 99

with the distance than for the weakly coupled modes. In which degree the power

leaks from one mode to another is directly related to the propagation constants of

the modes, the closer they are the stronger the mode coupling will be [43].
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Figure 4.3.: Average power and crosstalk as a function of the transmission distance

for strongly and weakly coupled modes for three spatial modes in (a)

and (c), and for six spatial modes in (b) and (d).

Figure 4.3(c) and (d) show the crosstalk in [dB] as a function of the distance. The

crosstalk is defined as Eq. (4.3) in linear units, where P̄u is the average power of the

mode u, P̄u1 is the average power of the mode u1 from which the pulse is launched,

U is the set of all modes except for u1 and Utotal is the set of all supported modes

by the FMF. Crosstalk is a measure of strength of mode coupling and is given after

a certain distance. In the three spatial modes case, after 80 km the induced average

mode crosstalk between LP01 and the degenerate modes LP11a and LP11b is -2.3 dB

for the modes which are strongly coupled and -19.2 dB for the weakly coupled

modes. For the six mode fiber, the crosstalk values are similar corresponding to -
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8.3 dB and -26.9 dB, respectively. The FMF supporting three weakly coupled spatial

modes resembles the mode coupling behavior of the fibers presented in [51,155]. At

30 km, the FMF used in [155] has -25 dB of crosstalk, whereas in [51] for 33 km

the crosstalk is -18 dB. For six spatial modes there were no crosstalk values found

in the literature, presumably since to measure it a mode-selective (D)MUX setup is

needed to measure the power of each one of the modes separately. The use of mode-

selective (DMUX) is not a common practice for more than three spatial modes since

the experimental setup is much more complex than a setup with spatial (D)MUX.

XT = 10 log10

∑
u∈U

P̄u

P̄u1

U = {u | u ∈ Utotal ∧ u 6= u1}
Utotal = {all supported spatial modes}

(4.3)

Weakly and strongly coupled modes can also be distinguished from the estimated

impulse responses as shown in Fig. 4.4. The figure illustrates exemplary impulse

responses out of a total of 36 after 80 km of transmission for the three-mode fiber.

For the sake of clarity, only the impulse response related to LP01 and LP11a are

depicted in Fig. 4.4; the impulse responses related to LP01 and LP11b are very

similar to the plots shown in Fig. 4.4. In the case of weak mode coupling, it can

be seen in Fig. 4.4(e)-(h) that most of the transmitted energy belonging to one

mode is received in the same mode; only a small part couples into other modes as

shown in Fig. 4.4(g) and (f). In the case of strongly coupled modes the cross-mode

estimated impulse responses in Fig. 4.4(b) and (c) have larger energy than in the

weakly coupled case. The estimated impulse response representing the direct path

from one mode to itself, Fig. 4.4(a) and (d), show two peaks each having additional

components between their positions as a product of a stronger mode coupling. The

fiber supporting six modes shows similar information.

The channel transfer function of the two mode coupling strengths also presents dif-

ferences. Exemplary histograms of the normalized magnitude of the complex-valued

channel matrix are depicted in Fig. 4.5 for all simulated frequencies, 1200 km and

three spatial modes. For strongly coupled modes all 36 histograms are very simi-

lar, therefore solely one histogram is shown. The histogram representing the strong

mode coupling presents a good fit to a Rayleigh distribution, which is an indication

that the real an imaginary values of the channel matrix are statistically indepen-

dent, Gaussian distributed with zero-mean and equal variance. This can be proven



4.1. Simulation setup 101

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

0 0.73 1.47
-60

-40

-20

0

t [ns]

|h
|2  [

d
B

]

(a) (b)

(c) (d)

(e) (f)

(g) (h)
LP01    LP01

LP11a    LP11a

LP01    LP11a

LP11a    LP01

LP01    LP01

LP11a    LP11a

LP01    LP11a

LP11a    LP01

Strongly coupled modes Weakly coupled modes

Figure 4.4.: Estimated impulse responses after 80 km of transmission for a fiber

presenting strong mode coupling from: a) LP11a to LP11a, b) LP11a to

LP01, c) LP01 to LP11a d) LP01 to LP01, and weak mode coupling from:

e) LP11a to LP11a, f) LP11a to LP01, g) LP01 to LP11a, h) LP01 to LP01.

by determining the joint PDF of the real and imaginary parts of a random vari-

able assuming them to be statistically independent Gaussian distributed with zero

mean and equal variance. By changing the coordinates from Cartesian to polar, i.e.

magnitude and phase, and then determining the marginal probability distribution

of the magnitude, it can be proven that the magnitude is Rayleigh distributed. The

interested reader is referred to the derivation shown e.g. in [156].

The histograms for weakly coupled modes show also shows a Rayleigh distribution

shape in the cross-mode transfer functions with small magnitude values. In turn, the

histograms corresponding to the transfer functions from LP11 to the LP11 modes do

not have a specific shape. As the mode coupling in this case is weak, the channel

is almost flat and the magnitude of the 16 transfer functions related to the LP11

fluctuates from high to low levels nearly uniformly. Similarly the histograms related

to the LP01 mode do not have a structure.

The FMA is the element in the span generating MDL. Let Glm be the gain for

mode LPlm. As reported in [97] for 1550 nm, which is the carrier frequency for

these simulations, for three spatial modes G11 is set to G01 − 2 dB. Whereas, for

six spatial modes the gains were assigned as in [65] also for 1550 nm as follows:

G11 = G01− 1.5 dB, G02 = G01− 4 dB, and G21 = G01− 3.5 dB. In both cases, G01

compensates the attenuation in one span.

As illustrated in Fig. 4.2, after demultiplexing the signals from the FMF, white

Gaussian noise is added and the signals are processed in the receiver DSP. The DSP

has the structure shown in Fig. 3.28. The signal is compensated for dispersion in the
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Figure 4.5.: Exemplary histograms of the channel matrix magnitudes after 1200 km

of transmission for (a) strongly couple modes and (b)-(d) weakly coupled

modes. The red continuous line represents the fitted histogram to a

Rayleigh distribution.

first stage of the equalization, synchronized, the CP is removed in order to eliminate

the interference of the OFDM symbol with other neighboring symbols, equalized,

symbols are detected and demapped into bits. The dispersion compensation is done

as described in Section 3.5.2 in the frequency domain.

For synchronization and channel estimation constant amplitude zero autocorrela-

tion (CAZAC) sequences are employed [127, 157]. These sequences are also called

Frank-Zadoff or Chu codes. This type of preamble offers relatively short preambles

and ideal autocorrelation properties, which is beneficial for the channel estimation

through the correlation of the received preamble and the stored preamble at the RX.

An additional advantage is the low PAPR, which is good for avoiding nonlineari-

ties in the system. In order to create orthogonality between the training sequences,

the sequences are time shifted with respect to one another. The shift is related to

the maximum delay spread in the system. A typical time shift is the length of the

sequence divided into the number of tributaries, this value should be at least the

delay spread of the channel impulse response. The preamble is composed of two

identical CAZAC sequences, which creates periodicity for the synchronization algo-

rithm. Delaying the received sequence by the length of one CAZAC sequence and

crosscorrelating it with the original received sequence will result in a peak indicating

the beginning of the preamble. The synchronization procedure is based on the algo-

rithm proposed by Schmidl and Cox in [126] and is the algorithm adopted for these

simulations. Another option for synchronization is to crosscorrelate the received se-

quence with a previously stored transmitted preamble. However, the mode coupling

represents a major distortion that hinders a clear identification of the preamble.

The channel equalization is performed by a ZF equalizer. Other kinds of equalizers

are studied in Chapter 5. ZF is a linear equalizer that aims to remove completely
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the multi-stream interference. As illustrated in Fig. 4.6, the data streams are first

decoupled and separately detected. This model is valid for each OFDM subcarrier,

since each one of them can be seen as an independent frequency-flat channel.
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Figure 4.6.: Linear transmission and detection model with AWGN

As described in Eq. (4.4), the ZF filter matrix GZF ∈ CNt×Nt accomplishes the

elimination of the interference by making the product GZFH an identity matrix,

where H ∈ CNt×Nt is the channel matrix. In Eq. (4.4), yZF ∈ CNt represents the

symbols after the zero-forcing equalization, ro ∈ CNt the received symbols after the

channel distortion and ASE noise addition, and ηASE ∈ CNt the ASE noise terms.

For this purpose the matrix GZF is defined as the inverse of the channel matrix H,

however, ignoring the noise term. Therefore, if the channel matrix presents small

values, the inversion and multiplication with the noise vector will result in noise

amplification. If the channel was noiseless, the ZF would represent an ideal equalizer.

Other alternatives that overcome this drawback are presented in Chapter 5. After

ZF equalization the symbols in yZF are detected and demapped into bit streams.

yZF = GZFro = s + GZFηASE

GZF = H−1
(4.4)
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4.2. Simulation results

This sections describes the simulations results related to the impact of the mode

coupling strength in the system performance and the amount of MDL in the system.

The simulation results are divided in three subsections assessing the mode coupling

from three different sources: when its generated in a distributed manner along the

fiber, from mode (D)MUXs and from mode scramblers at specific locations along

the optical link.

4.2.1. Distributed mode coupling

Distributed mode coupling originates from the fiber itself as the mode coupling

described in the previous section with Figs. 4.3 and 4.4. The performance of the

two simulated distributed mode coupling strengths as a function of the distance is

depicted in Fig. 4.7 for three spatial modes. The OSNR penalty is the difference

of the actual OSNR and a reference OSNR which corresponds to the back-to-back

(B2B) OSNR for a target BER (TBER) of 1e-3. Figure 4.7 also illustrates the OSNR

penalty for different levels of modal gain. The vertical bars in Fig. 4.7 represent

+/− the standard deviation of the OSNR penalty from the simulated 200 channel

realizations.
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Figure 4.7.: OSNR penalty at a BER of 1e-3 as a function of the distance for the

fiber supporting three spatial modes and various modal gain differences:

(a) 0.5 dB, (b) 1 dB and (c) 2 dB.

Figure 4.7 shows, the OSNR penalty increases with both distance and modal gain

difference. In addition, for weakly coupled modes the OSNR penalty is higher than

for strongly coupled modes. Allowing an OSNR penalty of 1 dB the fiber generating

strong coupling provides an improvement of 164 % and 76 % in the maximum
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transmission distance for 1 dB and 2 dB modal gain differences, respectively. For

the 0.5-dB gain difference, in the strongly coupled case the average OSNR penalty

does not reach the 1 dB limit after 1200-km transmission, which means that at least

a one-fold increase in the transmission distance is expected. The OSNR penalty for

the simulated FMF supporting six spatial modes shows also that the performance of

strongly coupled modes outperforms the weakly coupled modes as shown in Fig. 4.8

following the modal gain differences in [65]. As the modal gain differences are greater

than in the three mode cases, the performance improvement is reduced.
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Figure 4.8.: OSNR penalty at a BER of 1e-3 as a function of the distance for the fiber

supporting six spatial modes with the modal gain differences according

to the experiments in [65]: G11 = G01 − 1.5 dB, G02 = G01 − 4 dB, and

G21 = G01 − 3.5 dB. G01 compensates the attenuation of one span.

As observed in Fig. 4.4, during propagation a power leakage from one mode to

another takes place due to mode coupling. The amount of power leakage depends

on the strength of the mode coupling and the propagation distance. As shown in

Fig. 4.3, when strongly coupled modes propagate, the power interchange is faster

with the distance compared to when weakly coupled modes traverse the fiber. Mode

coupling does not allow to concentrate the loss in one or certain modes, thus, the

loss generated by the modal gain difference distributes into other modes. This is the

reason why in the presence of MDL strongly coupled modes outperforms the weakly

coupled modes.

MDL limits the system performance and mode coupling increases the tolerance
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against it. This can also be seen by means of the channel capacity and the mutual

information. Here, it is considered that there is no previous information about the

channel at the transmitter, i.e. there is no channel state information, e.g. no water

filling is used. The transmission of channel state information back to the transmitter

is difficult to implement, since it requires a round-trip delay that may be greater

than the channel dynamics [19]. For this reason, it is assumed that each tributary is

launched with equal power. The channel is assumed to be linear time-invariant and

disturbed by AWGN as described in Sections 3.2 and 4.1. For a certain number of

modes and without MDL, the channel capacity is defined as Eq. (4.5a), where SNR

is the signal-to-noise ratio (total signal power from all tributaries over noise per

tributary) [71]. When the number of tributaries tend to infinity Eq. (4.5a) can be

rewritten as Eq. (4.5b), where e is Euler’s number [64]. The capacity in Eqs. (4.5a)

and (4.5b) is illustrated as a function of SNR and for Nt = 6 in Fig. 4.9. These two

upper curves in Fig. 4.9 serve as a reference for the two lower curves corresponding

to the computed average mutual information (MI) for strongly and weakly coupled

modes. The MI was averaged from 200 channel realizations after the propagation

through 1200 km of FMF supporting three spatial modes. The link had a modal

gain difference per span of 2 dB. The computed MI for a single channel realization

follows Eq. (4.5c), where λij is the i-th singular value of the channel matrix H for

the j-th OFDM data subcarrier [71, 158].
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4.2. Simulation results 107

C = Nt log2

(
1 +

SNR

Nt

)
(4.5a)

C∞ = SNR log2 (e) (4.5b)

Î =
1

NDATA

NDATA∑
j=1

Nt∑
i=1

log2

(
1 +

SNR

Nt

λ2
ij

)
(4.5c)

Figure 4.9 shows that the average MI for strongly coupled modes is the closest to

the curve which represents the capacity. Similar to the system performance plots in

Fig. 4.7, strongly coupled modes have less impact on the system MI of an MDL-

impaired system than weakly coupled modes.

The effect of mode coupling on the performance of an MDL impaired system is simi-

lar to the effect of PMD on single-mode systems impaired by polarization-dependent

loss (PDL) [159,160]. Similarly to the MDL case for FMF systems, in a signal from a

single-mode system that transverses a PDL-impaired link without the effect of PMD,

all OFDM subcarriers or channel frequency components will experience the same

loss; with PMD these frequency components will evolve differently (different align-

ments with the axis of the PDL element), therefore the probability that all of them

experience the same loss is greatly reduced. The consequence of this is that power

levels of these frequency components and the associated OSNR diversifies [159]. In

the best case, in presence of PDL and two polarizations, PMD rotates both polar-

izations so they are equally attenuated. In the worst case, PDL attenuates only one

of the polarizations. For MDM, the best case would be when the modes have equal

losses and all the inline optical components have the same gain or attenuation; the

worst case would take place when there is no mode coupling and some of the modes

are more attenuated than the others, until the point where the information on these

modes cannot longer be recovered.

Although the strong mode coupling reduces the OSNR penalty in the system, it

is worth to note that the absence of mode coupling is also desirable for two main

reasons. First, the spatial modes propagate independently, which would avoid a com-

plex MIMO equalization scheme higher than 2×2. However, even the propagation of

weakly coupled modes through short distances, the complexity reduction based on

an equalizer of smaller dimension, i.e. a MIMO equalizer of less than Nt×Nt, would

come at a cost of system performance [161, 162]. Secondly, mode coupling is not

desirable in DMD compensated transmission (as in the experiments in Chapter 6).
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DMD compensation is achieved with sections of FMFs with opposite DMD charac-

teristics. This would avoid a large number of taps for time-domain equalizers or high

overhead due to a long CP for frequency-domain equalization. DMD compensation is

performed by employing fibers of opposite DMD signs. In this kind of link architec-

ture, mode coupling would introduce artifacts in the impulse response as in Fig. 4.4,

which would expand the impulse response with the propagation through the neg-

ative and positive DMD fibers. For DMD compensation, mode coupling is avoided

not only from the fiber but also from inline optical components and splices [163,164].

The degradation of the system performance is closely related to an increase of the

MDL with the propagation distance. This is shown in Fig. 4.10 for the weakly and

strongly coupled modes, three and six spatial modes. The modal gain differences

in Fig. 4.10 are set according to the experiments in [65, 97], i.e. for three spatial

modes G11 is set to G01 − 2 dB and for six spatial modes G11 = G01 − 1.5 dB,

G02 = G01− 4 dB, and G21 = G01− 3.5 dB; in both cases G01 compensates the fiber

attenuation in each span. The MDL Υ is computed per subcarrier and is averaged in

Fig. 4.10 over the all subcarriers and the 200 channel realizations. Figure 4.10 shows

for the case of weak mode coupling that the average MDL accumulates linearly with

the distance. On the other hand, in the case of strong mode coupling the average

MDL increases proportional to the square root of the transmission distance.
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Figure 4.10.: Average MDL as a function of the transmission distance for the two

mode coupling strengths, (a) three and (b) six spatial modes, and

the maximum modal gain differences of 2 dB [97] and 4 dB [65],

respectively.
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It can be seen in Fig. 4.10, Υ has larger variations with the distance for strongly

coupled modes than weakly coupled modes. The increase in the variance is a prod-

uct of the effect of mode coupling and the accumulated DMD, which at the same

time makes the channel transfer function frequency-selective. As a consequence, the

gains of the Gaussian subchannels (see Section 3.2) fluctuate as shown in [142] and

MDL also fluctuates randomly. The frequency dependance of Υ can be seen in two

exemplary signals in Fig. 4.11.
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Figure 4.11.: Exemplary MDL values Υ in [dB] as a function of the frequency after

400 km and 160 km for weak and strong mode coupling for the three

spatial modes. The modal gain difference between LP01 and LP11 is

2 dB. Also here, G01 compensates for the attenuation in one span.

Designing a fiber with inherently strongly coupled modes may be difficult to real-

ize. In Chapter 8 of [43] the authors describe with the help of the illustration in

Fig. 4.12, some of the design criteria for creating a fiber with low attenuation con-

stant difference among the modes. The V parameter is first chosen slightly higher

than needed to support certain number of modes. This ensures that the lowest prop-

agation constant among the supported modes (βmin) is higher than some threshold,

which is a requirement for low macrobending loss. It also implies to guide a higher

order mode, but this mode is highly lossy. The propagation constant of this bounded

but lossy mode is called βlossy. Another requirement is to maximize the difference

between βmin and βlossy, ∆βlossy, in order to guarantee low microbending loss. For

strong mode coupling, it is required that the difference between propagation con-

stants ∆βij is small. Fulfilling the criteria for macro and microbending results in

∆βlossy and ∆βij being large and very similar. Note that ∆βlossy and ∆βij are diffi-
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cult to manipulate independently [43]. Since well bounded modes with small modal

loss differences is a fundamental feature of fibers, most of the fabricated fibers have

large ∆βij, i.e. weakly coupled modes.

βmax 

βmin 

Δβij 

βlossy
Δβlossy 

βleaky

Cladding 

index

Bounded 

modes i,j

Leaky mode

Figure 4.12.: Schematic for propagation constant design.

Other alternatives to induce distributed mode coupling is to introduce a perturbation

during the manufacturing process of the fiber. In [165] the authors proposed to spin

the fiber during the drawing process to increase the mode coupling strength. For

SMFs, this procedure reduces the delay spread caused by PMD; in the case of FMF,

it should decrease the MDL and the DMD. However, [165] only studies a change in

delay spread between the degenerate LP11 modes and shows that spinning the fiber

might not be as effective as for SMF. The effect of a spun fiber regarding the mode

coupling of different mode groups has not been studied yet.

The authors in [166] proposed to introduce distributed mode coupling by means

of long-period gratings. The gratings are incorporated as a periodical perturbation

in form of ultraviolet (UV) illumination in the fiber fabrication. The UV beam

introduces a refractive index perturbation that produces mode coupling. Although

the work in [166] is based on simulations, it shows promising results for a fiber

supporting three spatial modes.

4.2.2. Mode coupling introduced by mode (D)MUXs

Spatial mode MUXs excite the modes by illuminating a portion of the FMF core.

As shown in Section 3.3.1, at the moment the fiber is illuminated at the beginning

of the transmission link a linear combination of the signal and the spatial modes is

created. As mode coupling is also a linear combination of the modes, in this section

the impact of the use of spatial (D)MUXs is studied. By using the (D)MUX model
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presented in Section 3.3.1, simulations to asses the system performance are carried

out and depicted in Fig. 4.13.
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Figure 4.13.: OSNR penalty at a BER of 1e-3 as a function of the distance for a

system using spot couplers as (D)MUX, three spatial modes, 2 dB of

modal gain difference per span, weakly and strongly coupled modes.

The plot shows for the weakly coupled modes an increase in maximum transmission

distance of more than 40 % allowing an OSNR penalty of 1 dB. For the fiber with

strongly coupled modes, the transmission distance increment is not greater than

10 %. This shows that the spatial MUXs aid to improve the system performance,

but not significantly. Since there is more modal gain difference and the weakly and

strongly coupled mode curves are closer to each other in OSNR penalty plots in

Fig. 4.8, for the six spatial mode case it is shown that the performance will not be

much affected by the use of spatial MUXs.

4.2.3. Mode-scramblers-induced mode coupling

As seen in the previous sections mode coupling decreases the accumulated MDL in

the link and improves the system performance. In this section it is proposed using

MSs to increase the mode coupling strength.

As illustrated in Fig. 4.2(b), MSs were included after the mode MUX and each

FMA, since the best results were obtained by mixing the signal before and after the

MDL sources. In order to introduce mode scrambling, it is necessary to introduce

a mechanical perturbation in the fiber. In the literature, several options of mode

scrambling can be found. These are depicted schematically in Fig. 4.14.
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Figure 4.14.: Different options for the realization of MSs represented schematically

by: (a) sepentine bends [42], (b) microbenders [81] and (c) pressing the

fiber against an elastic material [167].

MSs are mostly used for measuring the bandwidth-distance product of commercial

multimode fibers and the insertion loss when multiple multimode fibers are con-

catenated [168,169]. Bandwidth-distance of a multimode fiber refers to the product

of the transmission reach and 3-dB bandwidth of the baseband frequency response

relating the input and output signal that directly modulates the light source feeding

the fiber. The DMD is a key factor that influences the bandwidth-distance product,

since the larger the delay spread caused by the DMD, the lower the bandwidth.

The pulse distortion due to DMD depends highly on the modes that are being ex-

cited in the fiber, and therefore, on the light launch conditions. Standard methods

for measuring the bandwidth-distance product use MSs to guarantee equal launch

conditions in every measurement [169]. In the case of connector insertion loss mea-

surements, the launch conditions are also fundamental, since the power loss due

to misalignment in the connectors variates depending on the power distribution in

the core. A higher insertion loss is measured, if the entire core and, partially, the

cladding is illuminated (over-filled launch); in consequence, there is light propagat-

ing close to the core-cladding boundary, which makes the connector insertion loss

higher due to misalignment. On the contrary, a lower insertion loss is measured if

the launch is restricted to only a small portion of the core.
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Both the bandwidth-distance product and the connector insertion loss measurements

require a controlled light launch into the fiber. MSs have been studied to generate

an stable and reproducible power distribution in the core [42,167,170]. This enables

reproducibility and comparability of the measurement results.

The method of mode scrambling via sepertine bends is proposed in [42]. As shown

in Fig. 4.14(a), rods are used to create a curvature in the fiber; in [42], by varying

the rods in number and diameter, and their separation the far field intensity pattern

is studied to create a stable mode distribution. By doing a sweep of the frequency of

the oscillator modulating a laser source, the authors show that by using the proposed

MS, the baseband attenuation of a fiber can be predicted by measuring and adding

up the baseband attenuation of shorter fibers.

Mode scrambling by means of microbending can also be realized [81,170]. As depicted

in Fig. 4.14(b), it consist of creating a perturbation in the fiber via a deformation.

In [170], the authors showed that the greater the depth of the deformation the

stronger the mode coupling. In [81], the authors demonstrate a two-spatial mode

transmission over 4.5-km of FMF. Microbending was used in [81] as a mode MUX

at the transmitter to achieve mode conversion from LP01 to both LP01 and LP11;

and as a mode DMUX at the receiver to convert LP11 into LP01. The force applied to

the fiber and the position of the grating is optimized in [81] to obtained the desired

conversion ratio in the transmitter, equal power for both spatial modes, and the

highest possible attenuation of LP01 at the receiver.

The authors in [167] proposed a MS in combination with a mode filter to achieve re-

producibility of connector insertion loss measurements. As illustrated in Fig. 4.14(c),

the MS consisted of a loop, whose crossover point is pressed and sandwiched between

an elastic material. In [167], it is shown that increasing the applied force to the elastic

material increases the mode coupling and achieves a uniform near-filled pattern at

the output of the MS. Subsequently, in order to increase the loss in the higher-order

modes, the light goes through mode filtering consisting of a half turn bend. The

mode filter enables an intensity distribution in the core of the fiber that complies

with the International Electrotechnical Commission (IEC) standard for attenuation

measurement in multimode fibers IEC61280-4-1 [167]. The proposed device in [167]

is shown to be capable of reproducing the measured connector insertion loss inde-

pendently of the intensity profile of the input light.

In this work, MSs were modeled as a 12-cm fiber (similar to [42]), in which mode

coupling is introduced every 500 µm (as the nominal grating pitch in [81]). In order

to generate enough mode-mixing at the end of the 12-cm fiber the maximum core
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displacement was adapted, so that when a Gaussian pulse is launched in one of

the modes, its power distributes nearly equally over all the modes. In the case of

three and six spatial modes, the maximum core displacement was 18.9 % of the core

radius; for six spatial modes, 37.8 %. As also implemented in the simulations in

4.2.1, the displacement of the core center position was assumed to follow a uniform

distribution within the maximum core displacement. The power evolution of a pulse

through the length of the MS was simulated for 200 channel realizations and depicted

in Fig. 4.15.
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Figure 4.15.: Mean power evolution of a pulse as a function of distance for a three-

and six-mode MS.

The results regarding the average system performance and accumulated MDL are

depicted in Fig. 4.16 for the simulated 200 channel realizations. The OSNR penalty

curves show that for the three spatial modes system using MSs increases the max-

imum transmission reach by virtually two-fold with respect to the weakly coupled

modes and allowing 1 dB OSNR penalty; for six spatial modes there is an increase of

more than 70 % in the transmission distance. The MDL plots show likewise positive

results in form of a reduction on the accumulated MDL, even for strongly coupled

modes.

Note that in Fig. 4.16(a)-(b), the average performance of the system with MSs is

very similar for weakly and strongly coupled modes. Therefore, it would not be

necessary to design and fabricate fibers with inherently strongly coupled modes for

MDL-tolerant systems, but only place inline MSs. It can be seen also in Fig. 4.16

that when MSs are used, the standard deviation of the OSNR penalty is larger for

weakly than for strongly coupled modes. The distributed mode coupling in the fiber



4.2. Simulation results 115

0 200 400 600 800
Distance [km]

 

 

 

 

0 200 400 600 800 1000 1200
0

5

10

15

20

Distance [km]

A
v
e

ra
g

e
 ϒ

 [
d

B
]

 

 

0

1

2

3

4

5

O
S

N
R

 P
e

n
a

lt
y
 [
d

B
]

 

 

(a) (b)

(c) (d)

Three spatial modes Six spatial modes

Weak

Weak with MSs

Strong

Strong with MSs

Figure 4.16.: (a)-(b) OSNR penalty at a BER of 1e-3 and (c)-(d) average MDL as a

function of the distance for three and six spatial modes, respectively,

and a system containing MSs in the position illustrated in Fig. 4.2(b).

The modal gain differences are set here also according to the experi-

ments in [65, 97], i.e. for three spatial modes G11 = G01 − 2 dB, and

for six spatial modes to G11 = G01 − 1.5 dB, G02 = G01 − 4 dB, and

G21 = G01 − 3.5 dB. In both cases, G01 compensates for the fiber

attenuation of one span.

reinforces the effect of the mode coupling introduced by the MSs and the system

performance fluctuates less in this case.
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4.3. Discussion

By means of simulations of three and six spatial modes, it is shown that strongly

coupled modes increase the system tolerance against MDL. Mode coupling enables

the exchange of energy between modes causing the loss from MDL to distribute

among all modes. This situation is significantly more favorable than the loss harming

a selected group of spatial and polarization modes, as in the weakly coupled mode

case.

Three sources of mode coupling have been investigated: distributed, from mode cou-

plers and MSs. In principle, every source of strong mode coupling is beneficial for

the system performance and the accumulation of MDL. Inherently coupled modes

by distributed mode coupling might be difficult to realize. However, a new promising

approach using gratings during the fabrication process has been introduced in the

literature [166]. This needs to be studied for more mode groups. Spatial mode cou-

plers also introduce a small portion of mode coupling. MSs represent an option to

replace fiber with inherently strongly coupled modes. By employing MSs in partic-

ular positions along the link makes a great improvement in the system performance

and MDL accumulation.



5. Receiver schemes for reducing the

impact of MDL

As seen in the previous chapter, strong mode coupling is advantageous to improve

the system performance of MDL-impaired systems. In Chapter 4, the different mode

coupling scenarios were simulated with zero-forcing equalization. This equalizer is

simple, but the matrix inversion that is involved in the equalization (see Eq. (4.4))

amplifies the noise if the magnitude of the estimated channel matrix contains small

values.

This chapter is based on the work published in [143,146,171] and studies the effect on

system performance when different equalization and detection schemes are employed.

Three RX scheme alternatives are compared with linear equalization: ML detection,

improved reduced-search ML (IRSML) detection [172,173] and sphere decoding (SD)

[174, 175]. The two latter schemes were initially proposed for wireless systems, but

they represent good candidates for improving the performance of MDL-impaired

systems. Despite the fact that the channel matrix in wireless systems is different

from the one in FMF systems, they both share the particularity of being nonunitary

matrices, in wireless because of reflections, refraction and scattering, and in FMF

systems because of MDL.

Based on simulations, three- and six-spatial-moded-OFDM RXs are assessed in the

presence of MDL in terms of performance and computational complexity, which is a

fundamental aspect for practical implementation. Two different modulation formats

are presented resulting in 3×158.4 Gb/s and 6×158.4 Gb/s MDM-QPSK-OFDM and

3×316.8 Gb/s and 6×316.8 Gb/s MDM 16-level quadrature amplitude modulation

(16QAM) OFDM (MDM-16QAM-OFDM).

117
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5.1. Simulation setup

The simulated system transmits an OFDM signal using three or six spatial modes

for MDM. Through its CP, OFDM allows for the removal of the ISI introduced by

mainly the DMD. Therefore, equalization and detection can be done separately on

each subcarrier, and thus, it is less complex than when using single-carrier schemes.

The system setup is similar to the one presented in Chapter 4, i.e. similar to the

diagram in Figs. 3.28 and 4.2.

Each TX generates a POLMUX signal with a net data rate of 3× 100 Gb/s in case

of QPSK and three spatial modes. Accordingly, the six-mode system with twelve

tributaries allows for a total of 6× 100 Gb/s by using QPSK. For 16QAM, bit rates

of 3 × 200 Gb/s and 6 × 200 Gb/s, respectively, are achieved. These calculations

follow the convention Number of spatial modes × Net data rate per POLMUX signal.

With the same overhead described in Section 4.1 the gross bit rate results in 3 ×
158.4 Gb/s and 6 × 158.4 Gb/s for three and six-moded QPSK transmission. This

results from multiplying the net data rate by the overheads originated from TS

(10 %), CP (16.1 %) and FEC (24 %). In the same manner and using the same

overhead mentioned before, for 16QAM the gross symbol rate correspond to 3 ×
316.8 Gb/s and 6× 316.8 Gb/s, respectively.

The block diagram of the simulated system is illustrated in Fig. 5.1. The TX is

identical as in Fig. 3.28. The number of modulated subcarrier is maintained as in

Chapter 4, i.e. from a total of 4096 subcarriers (NFFT), 81.3% corresponding to 3328

subcarriers are modulated (NDATA). The remaining non-modulated subcarriers are

used for zero-padding. The RX structure is similar but not the same. As illustrated

in the figure the MMSE equalization requires a separate detection stage, while the

output of the other ML and near-ML schemes studied in this chapter delivers already

detected symbols.

The optical link structure follows the schematic in Fig. 4.2. As seen in Chapter 4

strongly coupled modes are favorable for system performance and inherently coupled

modes is challenging to achieve [8]. Here, the simulations are carried out with a

FMF supporting weakly coupled modes reinforced by MSs as Fig. 4.2(b). The FMF

is modeled identically as in Chapter 4.
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5.1.1. Detection schemes

This section describes the different RX schemes in charge of equalization and de-

tection. First, the linear minimum-mean square error (MMSE) equalizer and ML

detector are presented. Afterwards, two options that achieve near-ML detection,

namely IRSML and SD, are investigated. The channel model is assumed to be lin-

ear time-invariant and disturbed by AWGN as described in Section 3.2. For the

purpose of exploiting the advantage of one-tap channel equalization provided by

OFDM, channel and the subsequent equalization and detection definitions apply

subcarrier-wise.

MMSE Equalizer

For the equalization of the spatial and polarization modes, the linear MMSE equal-

izer is used in this chapter because it suffers less from noise amplification than the

ZF equalizer. It allows for the best possible compromise between canceling the dis-

tortion and noise amplification. Its equalizer matrix GMMSE ∈ CNt×Nt is given as

(e.g. [176])

GMMSE =

(
HHH +

σ2
η

σ2
s

INt

)−1

HH . (5.1)

In Eq. (5.1), H ∈ CNt×Nt , σ2
s and σ2

η correspond to the channel matrix, variances

of the transmitted signal and noise, respectively. The equalization is performed by

multiplying the equalizer matrix GMMSE with the received signal ro ∈ CNt as

yMMSE = GMMSEro . (5.2)

In Eq. (5.2), yMMSE ∈ CNt are the equalized symbols from all tributaries.

Maximum-likelihood detection

The optimum receiver is provided by the maximum a posteriori (MAP) criterion

[176], which is equivalent to the ML decisions if the input symbols have equal a priori

probabilities, as in this case. The ML detector is based on the maximization of the

probability P (s | ro) for all input hypersymbols s. In case of an AWGN channel,

this leads to the well-known form of the ML detection scheme
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ŝML = arg min
s∈MNt

‖ro −Hs‖2 (5.3)

Equation 5.3 implies the extensive search of all possible combinations of input vectors

s ∈MNt , where M is the set of symbols from the QPSK or 16QAM constellation. For

this reason the computational effort rises exponentially with the constellation size

and the number of tributaries (see Section 5.2.2). For the number of tributaries and

constellation sizes used, this approach is considered to be unfeasible in a practical

scenario.

Improved reduced-search ML detection

Algorithms having near-ML performance and at the same time having less com-

putational complexity than ML have been a focus of research in the past years

[172, 173, 177, 178]. In this thesis, the approach IRSML is investigated [172, 173],

since it achieves near-ML performance with only few preprocessing stages before

the ML stage and it has a complexity that can be fixed independently of the chan-

nel conditions. The goal of the IRSML algorithm is to find a most reliable search set

with a smaller set of hypersymbol hypotheses than the brute-force ML detection. It

is referred to as IRSML detector as it is an improved version of the algorithm pro-

posed earlier by the authors in [179]. IRSML offers better performance and higher

flexibility regarding different constellation formats compared to the RSML algo-

rithm.

The structure of the IRSML detector is shown in Fig. 5.2. The output of the MMSE

equalizer feeds a module that constructs the search set for the reduced search ML

stage of the algorithm characterized by

ŝIRSML = arg min
s∈S

‖ro −Hs‖2 (5.4)

where S is a subset of MNt and corresponds to the Cartesian product of the tributary

search sets as S1 × . . . × SNt , where Si denotes the search set of the i-th tributary

[172,173]. The algorithm aims to gather those constellation points of each tributary

into the search set that includes the ML solution with high probability.

The search set S is fed into the ML detector, where S is constructed and expanded

according to the MAP criterion by finding the next hypothetical symbol si with
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Figure 5.2.: Block diagram of the IRSML detection algorithm.

the highest probability P (si | yMMSEi) for i = 1, ..., Nt as derived in [172, 173].

P (si | yMMSEi) is the probability that the symbol si is transmitted given that yMMSEi

is received for tributary i. Using Bayes’ rule, P (si | yMMSEi) for i = 1, ..., Nt can be

expanded as

P (si | yMMSEi) =
p(yMMSEi | si)P (si)

p(yMMSEi)
, (5.5)

where p(·) and P (·) denote probability density function and probability, respectively.

The probability density p(yMMSEi) and denominator in Eq. (5.5) can be expanded

according to the law of total probability [180] as

p(yMMSEi) =
∑
s′i∈S

p(yMMSEi | s′i)P (s′i) . (5.6)

Equation 5.6 is replaced in Eq. (5.5) resulting in

P (si | yMMSEi) =
p(yMMSEi | si)∑
s′∈S p(yMMSEi | s′i)

. (5.7)

Note that in Eq. (5.7) the probability P (si) is canceled out, since all the hypotheses

si have the same probability of being sent. The denominator in Eq. (5.7) involves

all the hypotheses and cannot be maximized. The numerator in Eq. (5.7) can be

written as [172,173]

p(yMMSEi | si) =
1

π
e−|yMMSEi

−si|2 . (5.8)
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Equation 5.7 can be maximized by maximizing the probability density in Eq. (5.8).

This implies the computation of the Euclidean distances δµ,i between the MMSE

equalizer output yMMSEi
and the hypothesis sMMSE

δµ,i = |yMMSEi − sµ,i| , (5.9)

where µ = 1, . . . ,M is the index for all possible constellation points; accordingly, sµ,i

refers to one possible constellation point of index µ and tributary i [172, 173]. The

search set is constructed by including in the set Si the hypothesis sµ,i that gives the

smallest δµ,i. Excluding the already selected hypothesis in Si, the process of adding

another hypersymbol candidate to the corresponding set Si is repeated numerous

times until the size of the set S reaches a maximum number of hypersymbol can-

didates Nmax or until the size of S exceeds Nmax by adding another candidate. The

number Nmax is chosen according to required performance and allowed computa-

tional complexity.

Note that the algorithm described above requires the computation of all possible

δµ,i, i.e. per tributary for all constellation points. If there are complexity constraints

to perform this operation due to a large number of tributaries and constellation

points, it should be considered to reduce the effort of computing all these distances.

In [173], it is proposed a method for considering only a limited predefined number of

neighboring constellation points to yMMSEi . Thus, δµ,i is calculated with the closest

constellation points to yMMSEi .

Sphere decoding

The idea behind the SD algorithm is to achieve ML-performance by searching the

closest point in a lattice to the received signal with the condition that it should lie

within the radius R of a hypersphere [174, 175]. Equation 5.10 and 5.11 represent

this constraint [181, 182], where SR′(ro,H) ⊂ MNt , ro ∈ CNt , H ∈ CNt×Nt , s ∈ CNt

and ŝSD ∈ CNt correspond to the set of possible candidates for performing the SD

algorithm, received signal, channel matrix, input hypersymbol candidate and output

detection vector of the SD algorithm, respectively.

ŝSD = arg min
s∈SR′ (ro,H)

‖ro −Hs‖2 . (5.10)
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SR′(ro,H) = {s ∈MNt , ‖ro −Hs‖2 ≤ R′2} (5.11)

By decomposing the channel matrix H into a unitary matrix Q ∈ CNt×Nt and an

upper triangular matrix R ∈ CNt×Nt with the so-called QR decomposition [72],

another perspective of Eq. (5.10) is obtained. Furthermore, after replacing H by

QR, both addends in Eq. (5.10) can be multiplied by QH, since the multiplication

with a unitary matrix does not change the l2-norm, leading to an equivalent form

of Eq. (5.10) and Eq. (5.11):

ŝSD = arg min
s∈SR(w,R)

‖w −Rs‖2 . (5.12)

SR(w,R) = {s ∈MNt , ‖w −Rs‖2 ≤ R2} (5.13)

where w = QHro.

Now with R being triangular, i.e. Rkl = 0 ∀ l < k, QHro −Rs can be rewritten as

Eq. (5.14), where qk corresponds to the k-th column of the matrix Q.

∥∥QHro −Rs
∥∥2

=
Nt∑
k=1

∣∣∣∣∣qH
k ro −

Nt∑
l=1

Rklsl

∣∣∣∣∣
2

=
Nt∑
k=1

∣∣∣∣∣qH
k ro −

Nt∑
l=k

Rklsl

∣∣∣∣∣
2

(5.14)

As evident from Eq. (5.14) the addend for tributary Nt only depends on sNt , i.e. for

k = Nt :
∣∣qH

Nt
ro −RNt,NtsNt

∣∣2. The rest of the addends for Nt − 1, Nt − 2 and so

on, only depend on candidate symbols in their corresponding tributary number and

higher tributary number, e.g. as

k =Nt :
∣∣qH

Nt
ro −RNt,NtsNt

∣∣2
k =Nt − 1 :

∣∣qH
Nt−1ro −RNt−1,Nt−1sNt−1 −RNt−1,NtsNt

∣∣2
k =Nt − 2 :

∣∣qH
Nt−2ro −RNt−2,Nt−2sNt−2 −RNt−2,Nt−1sNt−1 −RNt−2,NtsNt

∣∣2
...

...

k =1 :
∣∣qH

1 ro −R1,1s1 − . . .−R1,NtsNt

∣∣2 .
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It is important to note that only the last addend for k = 1 depends on all the ele-

ments of the candidate hypersymbol s and because of the absolute value in Eq. (5.14)

every term adds up monotonically. For this reason the outer summation in Eq. (5.14)

can be performed starting from k = Nt and can be interrupted as soon as it reaches

a number which surpasses the radius of the hypersphere R. Thus, a significant num-

ber of candidates can be discarded. This algorithm is also described in the literature

as a tree search [183]. The decision tree is graphically represented in Fig. 5.3, where

an example is illustrated for Nt = 3 and QPSK modulation. The leaves at the bot-

tom of the tree represent all possible symbol combinations from all tributaries and

constellation points belonging to MNt . The red lines Fig. 5.3 symbolize that the tree

was pruned above the node, since the partial Euclidean distance calculated until

then surpassed SD constrain in Eq. (5.13).

Root

s
1

k = 1 (Level 1)

s
2

k = 2 (Level 2)

s
3

k = 3 (Level 3)

Figure 5.3.: Symbol vector combinations s organized in the SD decision tree. Here,

as an example, Nt = 3 and QPSK modulation is used. Black filled

circles symbolize the symbol vector combination ŝSD with less metric

that satisfies the SD constrain in Eq. (5.13).

When traversing the tree at certain level, it is convenient to choose the most appro-

priate symbol to calculate the next metric with. A method proposed by Schnorr and

Euchner tackles this topic in [184]. The Schnorr-Euchner enumeration aims to order

the constellation points in a way such that always the next symbol to be considered

gives the smallest partial Euclidean distance among the remaining symbols with the

same parent1. In this way, the most probable symbol to belong to the ML solution

1The term parent refers to a node at a higher level. Lower level symbols are referred as children.
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is examined, and therefore, less symbol candidates are considered making the tree

search efficient. This enumeration method is used in this thesis.

The appropriate choice of the initial hypersphere radius R is crucial. If R is too

small, no solution will satisfy Eq. (5.13) and ŝSD will result in an empty vector. R

has to be selected so that at least one solution ŝSD can be found. If R is oversized the

complexity of the algorithm can be even greater than the ML algorithm due to the

additional operations that the SD has to perform, such as the QR decomposition.

Following the approach in [185], a starting point for the tree search corresponds to

e ∈ CNt Eq. (5.15), where b·e denotes rounding to the closest constellation point. The

hypersymbol e might not achieve the ML solution because of the noise amplification

through H−1, resembling the ZF approach, but can be close to it. Accordingly,

the search starts with an infinite radius R, which is shrunk firstly with the radius

resulting from the starting point e and then is updated if a lower value is found with

another symbol combination.

e =
⌊
R−1w

⌉
=
⌊
R−1QHro

⌉
=
⌊
H−1ro

⌉
(5.15)

The search stops when no other hypersymbol candidates s satisfy the SD criterion

in Eq. (5.13). At the end, ŝSD will contain the same solution as in ŝML.

5.2. Simulation results

In this section the receiver schemes described in Section 5.1 are compared from the

system performance and the computational complexity point of view.

5.2.1. System performance

The system performance is evaluated via the OSNR penalty at a TBER of 1e-3 and

the maximum transmission distance for an OSNR penalty of 1 dB. The modulation

formats QPSK-OFDM and 16QAM-OFDM on three and six spatial modes were

simulated with the maximum modal differences of 2 dB and 4 dB, respectively, in

the FMA stage as in Chapter 4.

Figure 5.4 compares the performance of the different equalization and detection

algorithms, using weakly coupled modes with and without MSs in the optical link,
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QPSK and three spatial modes. As also seen in Chapter 4, the OSNR penalty

increases with the distance because of the accumulated MDL. Figure 5.4 depicts

two example parameters Nmax, since the IRSML algorithm offers the possibility to

vary the size of the search set. As mentioned in Section 5.1, for SD the initial radius

is set to infinity and then is reduced with the radius resulting from the first candidate

e.
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Figure 5.4.: OSNR penalty at a TBER of 1e-3 for the different equalization and

detection schemes, three spatial modes, QPSK, weakly coupled modes

with and without MSs.

In Fig. 5.4, it can be observed that when no MSs are used the curves from the linear

and nonlinear equalizer schemes overlap. In this case, the ML detection cannot

outperform the linear equalization, since the modes remain virtually orthogonal, i.e.

make up independent data streams. It can also be seen in the plot that when there is

strong mode coupling there is a tremendous increase in the distance of almost two-

fold the maximum transmission distance at 1 dB OSNR by changing the equalizer

from ZF to ML. Comparing ZF and MMSE, MMSE offers slightly better results than

ZF. ML and near-ML schemes provide even better results than MMSE, since these

detection schemes do not generate noise amplification as MMSE with its inversion

operation.

Figure 5.4 shows that both SD and IRSML with sufficient number of hypersym-

bol candidates Nmax achieve near-ML performance. As Nmax increases, the IRSML

detection curve approaches the performance of the ML detection. In this case of

the system simulated for Fig. 5.4, six tributaries and QPSK, the total number of
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hypersymbol candidates and hence, the largest possible Nmax, is 46 = 4096. Already

allowing for only two candidates yields an increase of the transmission distance of

more than 80 % at 1 dB of OSNR penalty with respect to the MMSE curve.

The results for the rest of the cases are summarized in Fig. 5.5, where the different

detection schemes and modulation formats are illustrated. The curves represent the

average reach allowing an OSNR penalty of 1 dB. Figure 5.5 shows how the reach

of the IRSML detection approaches the ML performance with increasing search set

size. In Fig. 5.5(a), the MMSE equalization poses the lower bound around 365 km,

while ML and SD allow for transmission over more than double this distance.
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Figure 5.5.: Average reach at an OSNR penalty of 1 dB. Solid markers corresponds

to a reach greater than 95 % of the SD/ML reach.

Because of the tremendous computational complexity, it was possible to employ the

brute-force ML detection only for the case of three modes and QPSK. Therefore, the

SD algorithm will serve as a reference for ML performance. This can be supported

by its theoretical derivation (see Section 5.1.1), and it was furthermore confirmed

with the near-ML performance achieved in the case of three modes and QPSK, as

shown in Fig. 5.4 and 5.5(a).

In addition, Fig. 5.5 highlights with the solid markers the points in the IRSML curve

which achieve more than 95 % of the corresponding ML or SD reach. This is used as

a criterion for choosing Nmax with near-ML performance. For three spatial modes,

IRSML achieves this transmission distance with minimum 16 and 32 candidates for
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QPSK and 16QAM, respectively; for spatial six modes, these values correspond to

32 and 128 candidates for QPSK and 16QAM, respectively.

5.2.2. Computational complexity

This section shows a comparison of the computational complexity of the different

equalization and detection schemes described in the previous sections. Here, the

complexity is computed per subcarrier and is defined as the number of complex

multiplications needed to detect one bit [57, 110].

MMSE equalizer

According to Eq. (5.1), the MMSE equalizer needs one complex matrix inversion

and two matrix multiplications to calculate the filter matrix GMMSE ∈ CNt×Nt .

The matrix inversion is assumed to be performed using the LU matrix factoriza-

tion method, which is a well-known method with good stability and computational

efficiency properties [72]. By means of the LU matrix factorization, a total of

N3
t

3
+N2

t =: c1 (5.16)

complex multiplications are needed for the matrix inversion [72]. As for the two

matrix multiplications in Eq. (5.1) (HHH ∈ CNt×Nt and the multiplication of HH ∈
CNt×Nt on its inverse) 2N3

t complex multiplications are needed. It is assumed that the

computation of GMMSE is only done every time the channel is estimated, i.e. every

Nf OFDM symbols. Whereas the operation in Eq. (5.2) is necessary for every input

vector, which requires N2
t complex multiplications. Therefore, The MMSE equalizer

computes c2 complex multiplications per bit as in Eq. (5.17). The denominator

in Eq. (5.17) corresponds to the total number of bits that can simultaneously be

equalized per subcarrier.

1
Nf

(c1 + 2N3
t ) +N2

t

Nt log2M
=: c2 (5.17)
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ML detection

The ML detection described in Eq. (5.3) requires the computation of the Euclidean

distances between the MNt possible input vectors and the received signal vector. The

multiplication of the vector s ∈ CNt with the channel matrix H ∈ CNt×Nt requires

N2
t complex multiplications for each different candidate s. These operations allow

also for the simultaneous detection of Nt log2M bits. Therefore, the ML detector

computes

MNtN2
t

Nt log2M
(5.18)

complex multiplications per subcarrier and per bit.

IRSML detection

As described in Section 5.1.1, the IRSML scheme can be divided into two stages.

First, it equalizes the signal with the MMSE equalizer, which requires c2 complex

multiplications per bit. Then, ML detection is performed, whose complexity cor-

responds to Eq. (5.18), although the factor MNt is replaced by Nmax due to the

reduced number of hypothesis employed in the IRSML algorithm. Therefore the

complexity of the IRSML is the sum of the complexity of these two stages as shown

in Eq. (5.19).

c2 +
NmaxN

2
t

Nt log2M
(5.19)

SD algorithm

The complexity of the SD algorithm has been studied since it was proposed in

[181, 186]. In [181], the authors demonstrate that the average complexity grows

exponentially, not with MNt as the ML detection, but proportional to MγNt for

γ ∈ (0, 1]. According to [181], MγNt corresponds to the number of nodes visited in

the search tree or number of hypothesis considered. If the factor γ is much smaller

than one, the SD may be feasible even for large numbers of tributaries and high

order constellation formats; if γ is one, the algorithm has visited all nodes in the

search tree, as the ML detection, however, with higher computational complexity

because of additional operations e.g. QR decomposition.
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The complexity of the SD algorithm corresponds to the complexity of the QR de-

composition as in Eq. (5.20) [72], the inversion of R for computing the starting point

in Eq. (5.15) with the complexity described in Eq. (5.16), and the multiplications

required to compute the metrics in Eq. (5.14) for every hypothesis s. Since the first

two terms depend only on the channel matrix and not on the received signal, they

are calculated only every Nf OFDM symbols. The latter term, the number of mul-

tiplications to compute the metrics in Eq. (5.14) denoted by B, has been monitored

during the simulations since it depends on the noise level and the channel conditions,

i.e. how much MDL is there in the system. B is the sum over the total number of

visited nodes of the complex multiplications per visited node. The total complexity

of the SD algorithm corresponds to Eq. (5.21).

2N3
t

3
=: c3 (5.20)

c3+c1
Nf

+B

Nt log2M
(5.21)

Comparison

In this section, the computational complexity of the different detection schemes is

compared. The parameter Nf for computing Eq. (5.17) and (5.21) is assumed to be

20, allowing 10 % of TS overhead and sending two TS per frame for synchronization

and channel estimation purposes. That is, the channel is assumed to be constant

over 20 OFDM symbols or 2 µs, which is in accordance with the experimental results

shown in [150], where the minimum rate at which the channel estimation should be

updated was determined to be approximately 40 kHz, or every 25 µs. Accordingly,

Nf can be incremented even further up to 254 OFDM symbols. With such values

of Nf for the IRSML detection and SD, the complex multiplications per bit and

subcarrier affected by Nf in Eq. (5.19) and (5.21) are virtually negligible. For the

MMSE equalizer, the contribution of the part dependent on Nf in Eq. (5.17) is

comparable to the rest of the equation.

The complexity for the IRSML detection is depicted in Fig. 5.6. Nmax is assumed

to be the minimum value in Fig. 5.5, which accomplish 95 % of the reach of ML or

SD. For example, for 3 modes and QPSK the Nmax employed is 16. Figure 5.6 shows

that IRSML achieves near-ML performance with much less complex multiplications

than the ML algorithm. For three spatial modes, the IRSML algorithm reduces the
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complexity of the ML detection by two and five orders of magnitude for QPSK

and 16QAM, respectively; for six spatial modes, the complexity reduction is higher

reaching five and 12 orders of magnitude for QPSK and 16QAM, respectively.
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Figure 5.6.: Number of complex multiplications needed for the detection of one bit

for one subcarrier.

As the complexity of the SD algorithm is variable it is represented with error bars in

Fig. 5.7, where the length of the vertical lines are twice the standard deviation of the

data. Figure 5.7(a) shows with the solid lines the average complex multiplications

for a TBER of 1e-3; the dotted lines represent the average complexity for values

above and below a BER of 1e-3 for six modes and 16QAM. It can be seen that

the average complexity of the SD increases proportional to the degradation of the

channel conditions. As the inset in Fig. 5.7(a) shows, the MDL accumulates with

the square root of the distance, due to the strong mode coupling generated by the

MSs as shown in Chapter 4. This demonstrates that both the BER and the MDL

influence the complexity of the SD algorithm. The greater the BER and MDL the

less unlikely is that the initial hypothesis in Eq. (5.15) is the one that fulfills the

minimum argument in Eq. (5.10). Consequently, with badly-conditioned channels

the algorithm searches extensively for the ML solution leading to the execution of

more complex multiplications.

Whereas Fig. 5.7(a) indicates the average complexity, and therefore, gives an indi-

cation of the energy consumption of the algorithm implemented in hardware, the
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Figure 5.7.: SD complexity as a function of the distance. (a) Average complexity, (b)

maximum registered complexity, (c) average and maximum γ for three

modes, (d) average and maximum γ for six modes.

maximum complexity indicates the amount of hardware resources that need to be

available. As Fig. 5.7(b) shows, the maximum number of complex multiplications

are several orders of magnitude above the average complexity, often exceeding the

complexity of the IRSML.

Figure 5.7(c) and 5.7(d) illustrates the value of γ, which has also been computed

during simulation from the number of nodes visited by the SD algorithm at 1e-3

of BER. The error bars correspond to the average γ and the isolated markers cor-

respond to the maximum γ registered. Additionally, the dotted curves in Fig. 5.7

(d) correspond to the average γ for six modes, 16QAM and a BER of 1.8e-3 and

0.2e-3. Similar to Fig. 5.7(a) and 5.7(b) and as mentioned in [181], the average and

the maximum γ increase as the channel conditions worsen and are not longer much

smaller than one.

A promising approach to reduce the complexity of SD has been proposed and com-

pared with existing schemes in [182,187]. The decoder proposed in [182,187] uses a

fixed effort, i.e. without relying on the variable complexity of the SD. However, its
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complexity reduction has to be traded-off with its performance degradation.

5.3. Discussion

The detection algorithms IRSML and SD have been compared with each other

and the linear MMSE equalizer in terms of performance and complexity in 3 ×
158.4-Gb/s and 6× 158.4-Gb/s MDM-QPSK-OFDM and, 3 × 316.8-Gb/s and 6 ×
316.8-Gb/s MDM-16QAM-OFDM systems in the presence of MDL.

It has been shown that mode coupling plays an important role for the efficiency

of the near-ML algorithms and the reduction of the accumulated MDL. Otherwise,

with weakly coupled modes, the data streams are largely orthogonal, which makes

the performance of linear and nonlinear equalization very similar.

Both studied algorithms, IRSML and SD, outperform the linear equalizer MMSE.

The SD algorithm achieves ML performance with a complexity that in average is

lower than the ML detection. However, the complexity of the SD is variable since it

depends on the channel conditions, i.e. MDL and SNR, which makes it difficult to

implement in hardware. In contrast, the IRSML algorithm has a fixed complexity and

can achieve near-ML performance with a fixed and considerable less computational

effort than the ML detection. Already by using two hypersymbol candidates for the

IRSML detection the 16QAM and six mode system can achieve an improvement of

more than 60 % of the average transmission reach over the MMSE equalizer allowing

1 dB OSNR penalty.



6. Experimental demonstration of

system tolerance against MDL

So far the beneficial effects of mode coupling and ML-based algorithms on the MDL

system tolerance were demonstrated in Chapters 4 and 5 via simulations. As men-

tioned in Chapter 5, it is important to consider the computational complexity of the

equalizer since it is directly related with the RX energy consumption. In Chapter 5,

it is demonstrated that the near-ML algorithm IRSML detection not only outper-

forms the linear equalizer MMSE but also keeps the complexity fixed and at low

levels compared to ML detection. In this chapter, a system supporting six spatial

modes impaired by MDL is implemented and described to show the better perfor-

mance of IRSML detection as observed in the previous chapter. Both single-channel

(Section 6.1) and WDM channel (Section 6.2) experiments were carried out and

described in this chapter based on the publications [130] and [117,188], respectively.

6.1. Single-channel experiments

6.1.1. Experimental setup

Figure 6.1 shows the block diagram of the experimental setup. At the transmitter,

the baseband OFDM I and Q signals modulated with QPSK and 8-level quadrature

amplitude modulation (8QAM) are loaded into an arbitrary waveform generator

(AWG) whose sampling rate is RDAC = 10 GS/s. Throughout this thesis, the abbre-

viation for samples is denoted with the letter S. A picture of the AWG and MZM

setup can be observed in Fig. 6.2(b).

From 256 subcarriers (NFFT), 174 are used for data (NDATA), three for quasi-pilot

aided (QPA) [133], and three for pilot-aided (PA) phase noise (PN) estimation and

compensation [189]. The rest of the subcarriers are employed for ZP, isolating the

spectrum from the aliasing products generated by the AWG. These aliasing products

are filtered out by a 3.3-GHz 3-dB bandwidth electrical low pass filter (LPF).

135
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Figure 6.2.: Laboratory setup pictures: (a) Scopes for sampling the received electri-

cal signals from six coherent heterodyne RXs, (b) AWG and IQ modu-

lator setup, (c) photonic lanterns and (d) the five fiber spools used for

transmission.

Taking into account the sampling rate RDAC = 10 GS/s, the nominal data rate

results in 163 Gb/s and 245 Gb/s for the MDM-QPSK-OFDM and MDM-8QAM-

OFDM signals, respectively. The nominal data rate is calculated by multiplying
NDATA

NFFT
× RDAC × Nt × Nbits, where Nbits is the number of bits per symbol, i.e. two

and three bits for QPSK and 8QAM, respectively. The signal is converted to the

optical domain by an IQ MZM fed by a laser at an fc of 193.4 THz, followed

by a POLMUX stage having a two OFDM-symbol delay, i.e. a delay of 67 ns.

For multiplexing the modes into the FMF, delay lines are included to create time-
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multiplexed training sequences [127], here, with 4, 8, 12, 16 and 20 OFDM-symbol

delay. Every POLMUX TS consists of one pair of identical binary phase-shift keying

OFDM (BPSK-OFDM) symbols for synchronization and carrier frequency offset

(CFO) compensation purposes described later on.

As mode (D)MUX the fully packaged photonic lanterns described in [68] were used. A

picture of the photonic lanterns can be seen in Fig. 6.2(c). The insets of this figure are

a close up version of the (D)MUX and a schematic diagram taken from [68]. As shown

in Fig. 6.2(c), the photonic lantern consist of three pieces of transparent substrate,

which makes the transition from the one-dimensional SMF array to the adiabatically

tapered FMF array and vice versa. The MUX and DMUX are integrated in the same

transparent substrate. The insertion loss of the (D)MUX ranges from 3 to 7.5 dB

per port.

The link consists of five spools of graded-index FMF with depressed cladding [164]

supporting six spatial modes namely LP01, LP11a , LP11b, LP21a, LP21b, and LP02.

The spools used for transmission are illustrated in Fig. 6.2(d). As shown in Ta-

ble 6.1, the fibers have positive and negative DMD to achieve DMD compensation.

In Table 6.1, DMDA−B is the modal delay between the modes LPA and LPB.

Table 6.1.: Relative mode delay with respect to the mode LP01.

Length [m] DMD01−11 [ns] DMD01−02/21 [ns]

29980 3.45 5.2

23787 −2.75 −5.95

5400 0.95 1.95

10450 ∼ 0 −0.65

4550 0.3 0.95∑
length: 74167 m

∑
DMD01−11 [ns]: 1.95 ns

∑
DMD01−02: 1.5 ns

Figure 6.3 depicts the time-of-flight measurements used to compute the values in

Table 6.1. The measurement was taken by transmitting a 62.5 ps pulse through one

input of the MUX, then the pulse was detected by a photodiode and a scope at

an output of the DMUX. As Fig. 6.3 shows, the DMD01−02 and DMD01−21 cannot

be individually identified, since the group velocity of both modes is very similar;

therefore, they are registered in Table 6.1 in a single column. Reference values for

measuring correctly the DMD values were the specifications provided by the fiber

manufacturer. The total residual DMD is 1.95 ns. A CP of 8 ns was chosen to

completely compensate for the ISI caused by the modal delay and dispersion. The

dispersion for 74 km corresponds to approximately 0.08 ns, which can be calculated
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as in Eq. (6.1) [151], where the ∆fOFDM is the spectral width of the OFDM spectrum

and is computed according to Eq. (6.2) and Dacc is the accumulated dispersion after

propagation, which was calculated with the maximum dispersion parameter of all

spools 19 ps/(nm·km) (worst case scenario). In Eq. (6.2), the factor in the numerator

corresponds to the number of subcarriers occupied by the OFDM spectrum including

the data subcarriers NDATA, the number of pilot subcarrier for the QPA and the PA

PN compensation techniques, NpQPA
and NpPA

, and the number one corresponds to

the subcarrier located in DC. A total attenuation of 17.5 dB was measured after

splicing all spools together.
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Figure 6.3.: Time-of-flight measurements for the fiber spools in Table 6.1.

τCD =
c

f 2
c

|Dacc|∆fOFDM (6.1)

∆fOFDM =

(
NDATA +NpQPA

+NpPA
+ 1
)
RDAC

NFFT

(6.2)
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As mentioned previously, the CP duration is 8 ns (80 samples of an OFDM symbol)

corresponding to CPov = 31.2 %. The TS contribute to a larger overhead which

can be reduced substantially if different DACs for each tributary are used. With 46

OFDM symbols for the TS preamble per frame, i.e. 44 empty OFDM symbols and 2

TSs, and 52 OFDM symbols for the payload, the TS overhead is TSov = 88.5 %. If

only two TSs are generated with different DACs per tributary, which is the scheme

implemented for the simulations, the TS overhead can be reduced to 3.8 %.

After the multimode signal is demultiplexed into six POLMUX signals, it is down-

converted by a LO to an intermediate frequency (IF, 6.6 GHz). The POLMUX

signals can be received by using only two outputs of a coherent heterodyne RX,

thus, the number of required RF inputs in the scopes is 12 for all tributaries. Subse-

quently, the 12 signals are sampled by two scopes at 40 and 50 GS/s, and processed

offline. A picture of the scopes, the coherent heterodyne RXs and the amplifiers and

coupler for the LO input of the RXs can be seen in Fig. 6.2(a). Scope 1 is labeled

as Scope 1a and Scope 1b, since it is composed of two modules.

A block diagram illustrating the DSP structure at the RX is shown in Fig. 6.4. The

first stage of the RX DSP is a coarse CFO compensation, which is performed by

identifying a minimum around the central region of the OFDM spectrum. For this

purpose, the central subcarrier was left unmodulated, which can be clearly identified

from the inset of Fig. 6.1.

After the course CFO compensation, the sampling frequency offset (SFO) is com-

pensated by resampling the signal by interpolation at a fixed frequency difference

between TX and RX clock, since the SFO do not seem to vary much in time. Since

the signals from the scopes have higher sampling rate (40 and 50 GS/s) than at the

TX and they are also different among them, the signals are downsampled to the TX

sampling rate, i.e., 10 GS/s. Afterward, the signals are synchronized by the method

proposed by Schmidl and Cox in [126], which consist of the correlation between the

received tributary with a time-shifted version of itself. The time shift corresponds to

one OFDM symbol, which allows to find two consecutive repeated OFDM symbols

marked by peaks in the correlation. However, the information from a single trib-

utary is not enough for synchronization because considerable amount of power of

the transmitted training symbols might have leaked to other tributary due to mode

coupling; the consequence is that the correlation is conformed by peaks of different

magnitudes. For this reason, the correlation of all tributaries is combined leading to

clearly identifiable peaks.

The fine CFO compensation is applied via the Schmidl and Cox method [126].
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Figure 6.4.: Block diagram of the RX DSP for the experiments.

The coarse frequency offset estimation done by finding the middle of the OFDM

spectrum is complemented with this method to improve the overall accuracy of

the CFO estimation. After removing the CP, the signals are converted into the

frequency domain with the FFT, followed by the channel estimation described for

time-multiplexed TSs in [127]. In order to reduce the noise in the channel estimation,

a moving averaging filter is applied to TSs of consecutive frames. Then, MMSE

equalization is performed.

Afterward, PN estimation and compensation is performed. It is composed of two

stages, which are carried out on an OFDM symbol basis. First, a coarse com-

mon phase rotation is estimated per OFDM symbol via QPA [133] and PA tech-

niques [189]. The different expressions for QPA and PA PN estimation are shown

in Eqs. (6.3a) and (6.3b), where k ∈ KQPA/PA is the OFDM subcarrier index of the

pilots, KQPA/PA is the set of pilot subcarrier indexes used for QPA and PA, NpQPA/PA



142 6. Experimental demonstration of system tolerance against MDL

is the cardinality of KQPA/PA, ΦQPA/PA are the QPA and PA phase estimation and,

Rk and Sk are the kth received and transmitter pilots symbols, respectively. The

subcarrier are indexed so that the subcarrier in the middle of the OFDM spectrum

(DC) has the index zero, k = 0; left and right of the middle subcarrier correspond

to negative- and positive-indexed subcarriers, respectively.

ΦQPA = arg

 ∑
k∈KQPA

RkR−k

 /2 (6.3a)

ΦPA =
1

NpPA

∑
k∈KPA

[arg (Rk)− arg (Sk)] (6.3b)

In the case of QPA, the phase of NpQPA
equalized received symbols Rk are compared

with their mirror subcarrier, R−k. Instead of using pilot symbols, QPA codes the

transmitted symbols as Sk = S∗−k, where ∗ denotes the complex conjugate operator.

This condition allows using the information of 2NpQPA
symbols for the PN estimation

and, thus, averages the noise of 2NpQPA
subcarriers [133]. The advantage of coding

the transmitted symbols with this technique is that similar results can be obtained

by using only half of the pilot tones compared to the PA technique computed as

Eq. (6.3b) [133].

As Eq. (6.3a) shows, for the QPA PN estimation the phase of two symbols have

to be added, but if |arg (RkR−k)| > π, Eq. (6.3a) results in phase ambiguity. For

this reason the QPA scheme is combined with the PA scheme. As Eq. (6.3b) shows,

residual phase rotation due to PN and possible cyclic slips generated with the QPA

technique are extracted by averaging the phase difference between NpPA
-transmitted

pilot symbols and the corresponding received symbols [189].

The second stage of the PN compensation is the expectation maximization (EM)

[190–193]. EM is an iterative machine learning process, which is used to find the

maximum likelihood estimates of the mean and co-variance of clusters of information

described by a two-dimensional Gaussian distribution. Two dimensions is referred

here to the in-phase and quadrature dimensions of the constellation. In this case,

each cluster of information corresponds to an agglomerate of constellation points

(e.g., 8QAM has eight clusters). The EM algorithm is especially beneficial when the

constellation has an imprinted pattern, as in the case of highly coherent nonlinear

and laser PN [190, 193]. The EM algorithm is implemented and provided by the

author in [191] and applied on every OFDM symbol. It estimates the center of each
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cluster, comparing it with the corresponding ideal constellation point, and rotating

back the symbols from all subcarriers.

As mentioned before, EM assumes a bi-variate Gaussian model, i.e. the conditional

distribution of the received symbol at the input of the EM stage yEM ∈ R2 given that

the symbol zk ∈ C belonging to the k-th cluster was transmitted, can be represented

by

p(yEM | zk) = N (yEM | µk,Σk) , (6.4)

where yEM is written as a bidimensional vector since its first and second row cor-

responds to the real and imaginary part of the received symbol as in Eq. (6.5),

respectively.

yEM =

(
yEMI

yEMQ

)
(6.5)

In Eq. (6.4), N (yEM | µk,Σk) denotes the Gaussian distribution of yEM with mean

µk ∈ R2 and covariance matrix Σk ∈ R2×2 and is defined in Eq. (6.6). In Eq. (6.6),

the operator det {·} denotes determinant. In the same manner as yEM, the first

row of µk is the real component mean value of the symbols belonging to the k-th

cluster µI,k and the second row, the mean value of their imaginary component µQ,k

as represented in Eq. (6.7). Similarly, Σk is defined as Eq. (6.8), where ΣI,I,k, ΣQ,Q,k

and ΣI,Q,k are the variance of the real, imaginary part and the cross-covariance terms

for a certain cluster k, respectively.

N (yEM | µk,Σk) =
1

2π
√

det {Σk}
e−

1
2

(yEM−µk)TΣ−1
k (yEM−µk) (6.6)

µk =

(
µI,k

µQ,k

)
(6.7)

Σk =

(
ΣI,I,k ΣI,Q,k

ΣI,Q,k ΣQ,Q,k

)
(6.8)

The marginal distribution of yEM is given by the superposition of K Gaussian den-

sities as in Eq. (6.9) [192], where K is the total number of clusters or the constella-

tion cardinality and πk represent the mixing coefficients, respectively. As shown in
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Eq. (6.9), the mixing coefficients πk correspond to P (zk), i.e. the probability that

the transmitted symbol belongs to the k-th cluster.

p(yEM) =
K∑
k=1

P (zk)p(yEM | zk) =
K∑
k=1

πkN (yEM | µk,Σk) (6.9)

The equations shown before refer to just one received constellation point. The EM

algorithm considers an observation period, namely, a certain number of received

symbols, which in this case is chosen to be the length of an OFDM symbol allowing

the finest possible phase noise estimation. The number of symbols received in an

OFDM symbol is denoted as NDATA. The EM algorithm aims to find the parameters

µk and Σk that maximizes the log of the likelihood function in Eq. (6.10) for the

length of this observation period [192]. In Eq. (6.10), YEM ∈ RNDATA×2 contains the

received symbols at the input of the EM algorithm, whose first and second column

correspond the real and imaginary part of the these symbols, respectively.

ln p(YEM | π,µ,Σ) =

NDATA∑
n=1

ln

{
K∑
k=1

πkN (yEMn
| µk,Σk)

}
(6.10)

The EM algorithm addresses the problem of maximizing Eq. (6.10) by computing

µk and Σk iteratively alternating an E-step and M-step [192]. A block diagram of

the process is depicted in Fig. 6.5.

The first step is the initialization, at iteration number q = 0. Here, the first cluster

association is done for each one of the received symbols at the input of the EM stage.

The incoming symbols are compared with ideal constellation points and clusters are

formed based on the closest Euclidean distance. Also, initial values for µq
k,Σ

q
k and

πqk are computed, which are used to calculate the first log likelihood (LLH) as in

Eq. (6.11) with q = 0.

ln p(YEM | πq,µq,Σq) =

NDATA∑
n=1

ln

{
K∑
k=1

πqkN (yEMn
| µq

k,Σ
q
k)

}
(6.11)

After incrementing the iteration number q, in the E-step, the a posteriori proba-

bilities γ(zkn)q of each received symbol n are computed using the Bayes’ theorem

as in Eq. (6.12) [192]. These a posteriori probabilities can be understood as the

probability the symbol zkn was transmitted given that yEMn
was received.
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Figure 6.5.: EM algorithm block diagram.

γ(zkn)q = P (zkn | yEMn
)q =

p(zk)
q−1p(yEMn

| zkn)q−1

p(yEMn
)q−1

=
πq−1
k N (yEMn

| µq−1
k ,Σq−1

k )∑K
j=1 π

q−1
j N (yEMn

| µq−1
j ,Σq−1

j )

(6.12)

In the M-step, the a posteriori probabilities γ(zkn)q are used to compute new µq
k,
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Σq
k and πqk as [192]

µq
k =

1

N q
k

NDATA∑
n=1

γ(zkn)qyEMn
(6.13a)

Σq
k =

1

N q
k

NDATA∑
n=1

γ(zkn)q
(
yEMn

− µq
k

) (
yEMn

− µq
k

)T
(6.13b)

πqk =
N q
k

NDATA

(6.13c)

where N q
k is defined as

N q
k =

NDATA∑
n=1

γ(zkn)q . (6.14)

Then, the LLHs from iteration q and q− 1, denoted in the block diagram in Fig. 6.5

as LLHq and LLHq−1 are compared, i.e. the LLH increase relative to the LLH of the

current iteration q is examined. If this relative increase is greater than a predefined

threshold ε, the algorithm keeps iterating, otherwise, the algorithm ends the iteration

and proceeds with the phase error calculation and correction.

The phase error estimated via EM ΦEMk
is referred to the comparison of the com-

puted cluster means and the ideal constellation points as in Eq. (6.15), where gk are

the ideal constellation points closest to the cluster k.

ΦEMk
= ∠

µI,k + jµQ,k

gk
(6.15)

The last step of the EM algorithm is the phase correction. It is done by reverting the

estimated phase error for each one of the received symbols as shown in Eq. (6.16),

where xEMnk
and yEMnk

are the n-th output and input symbol of the EM algorithm

associated to cluster k, respectively. The input symbols yEMnk
are associated to k

according to the cluster k that provides the highest a posteriori probability γ(zkn)

at the last iteration.

xEMnk
= (yEMInk

+ jyEMQnk
)e−jΦEMk = yEMnk

e−jΦEMk (6.16)

The beneficial effect of the EM algorithm on the compensation of residual phase

noise is depicted in Fig. 6.6 for QPSK, 8QAM and, back-to-back transmission using

the (D)MUX.
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Figure 6.6.: BER versus OSNR with and without applying the EM algorithm.

6.1.2. Experiment results

We compare the performance of the linear equalizer MMSE and the IRSML de-

tection in the experiments. On the one hand, the MMSE equalizer is the better

linear equalizer examined in Chapter 5 outperforming the ZF equalization. On the

other hand, the IRSML is the near-ML algorithm characterized by a more suitable

practical implementation than the SD as mentioned in Chapter 5.

In contrast to Chapter 5, in the experiments there is PN from the TX and RX lasers,

which has to be taken into account for the IRSML detection. Therefore, Eq. (5.4)

turns into Eq. (6.17), where ◦ is the Hadamard product or element-wise operator

and the vector ΦCPE ∈ CNt is the total estimated common phase error from the

QPA, PA and EM methods for each one of the tributaries.

ŝIRSML = arg min
s∈S

‖ro −Hs ◦ΦCPE‖2 (6.17)

The search set S is determined in the same way as explained in Chapter 5. The

maximum size of S is Nmax hypersymbols, which is chosen according to the allowed

computational complexity in the system. In this case, Nmax is chosen to be eight,

since increasing further the size of S does not change significantly the performance

as the inset in Fig. 6.7(a) shows for the transmission over 74 km and QPSK.
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Figure 6.7.: Average BER over all tributaries versus OSNR for (a) MDM-QPSK-

OFDM and (b) MDM-8QAM-OFDM.

Ideally, if the channel estimation and the PN estimation are accurate, the detec-

tion output corresponds to Eq. (6.17). In this case, perfect channel knowledge is

not possible to obtain and there is residual inter-carrier interference from the PN

estimation. With the purpose of improving the detection criteria in Eq. (6.17) and

make it robust against such inaccuracies, the output of the IRSML algorithm was

modified by assigning a weight to the metric corresponding to the MMSE equal-

izer output after detection ŝMMSE as represented in Eq. (6.18) by ρ. In Eq. (6.18),

ŝwIRSML, A and ŝ′ are output of the proposed weighted IRSML (wIRSML) algorithm,

the set of hypersymbol candidates excluding ŝMMSE and the hypersymbol candidates

themselves, respectively. The value of ρ was chosen as a global optimum for all the
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measurements, corresponding to 0.85. An alternative to further optimize ρ would be

to optimize it blindly by observing the corrected errors of the FEC stage at the RX.

Simulations to corroborate that the performance of the IRSML is influenced by PN

are shown in Section 6.1.2

ŝwIRSML = arg min
s′∈A ∨ ŝMMSE

ρ ‖ro −HŝMMSE ◦ΦCPE‖2

‖ro −Hs′ ◦ΦCPE‖2

A = {s | s ∈ S ∧ s 6= ŝMMSE}

(6.18)

Figure 6.7 compares the performance of the MMSE equalizer and the IRSML ap-

proaches for a set of measurements using MDM-QPSK-OFDM and MDM-8QAM-

OFDM. The curves show the performance of B2B with and without (D)MUX and

after the 74-km transmission. More than four million bit were evaluated for the

BER computation. The FEC limit is also shown for 20 % overhead (2.4e-2 of BER),

which is a promising approach and has become a popular choice for researchers in

the field [69,129,141]. As an example, Fig. 6.7 depicts the wIRSML detection upper

(IRSML) and lower (wIRSML with optimum ρ) bound for the 74-km transmission.

Fig. 6.7 shows that the wIRSML scheme allows for superior performance in com-

parison with the MMSE equalizer. Its improvement for QPSK is 0.5 and 1.1 dB

for the (D)MUX and 74 km curves, respectively, at 1e-3 BER with respect to the

MMSE equalizer. For 8-QAM, the performance improves by 0.9 and 1.3 dB at 1e-2

BER with respect to the MMSE equalization. As shown in Chapter 5, in the pres-

ence of MDL, ML and near-ML detection enhances the system performance and its

improvement depends on the amount of MDL in the system.

The MDL in this system was computed and is depicted in Fig. 6.8. Similar to [68],

an MDL of approximately 8 dB is observed by using the photonic lanterns. An

additional MDL of 2 dB is observed after the transmission over 74 km, which is at-

tributed to splicing imperfections and slightly different fiber attenuation coefficients

per mode.

Simulations with phase noise and IRSML

Simulations were carried out to find out in which way the IRSML is affected by

residual PN. The simulation setup is illustrated in Fig. 6.9. The signal is generated

in the same manner as in the experiments. Afterward, TX PN is added as a Gaussian

random walk of the phase as described in Section 3.1.1. 12 copies of the signal are
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Figure 6.8.: MDL as a function of the frequency in the experiments.

then generated and delayed to form time multiplexed TS as in the experiments.

All tributaries are combined by a photonic lantern, which is modeled according to

the spatial (D)MUXs described in Section 3.3.1. Then, MDL is added based on the

experimental results of the channel matrix SVD. Additional MDL is added as well

by setting different attenuation coefficients in the fiber model as presented in [164].

According to [164], LP01 has an attenuation coefficient of 0.223 dB/km and the rest

of the modes has 0.2 dB/km. The total MDL applied to the transmission resulted

in 10.5 dB.
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Figure 6.9.: Simulation block diagram with PN addition.

The fiber channel corresponds to the model used for the simulations in Chapters 4

and 5. The demultiplexing and PN addition in the RX are modeled in the same

way as at the TX. The DSP for recovering the transmitted bits is similar to the one

shown in Fig. 6.4. However, the downsampling, CFO and SFO compensation were

bypassed since no upsampling and no frequency offsets are added.

BER curves as a function of OSNR are illustrated in Fig. 6.10 for the MMSE equal-
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izer, IRSML and wIRSML for different values of ρ. PN was generated with a LW

of 600 kHz at the TX and RX, respectively. This considerable amount of PN was

added to observe a clearer effect of PN on the near-ML detection. The graphic in

Fig. 6.10 shows that the IRSML outperforms the MMSE equalizer for OSNR lower

than approximately 15 dB. For larger values of OSNR MMSE presents a lower BER.

It can be said that in the regions where AWGN is dominant (low OSNR region) the

IRSML performs better than MMSE, however, for the region where the residual

PN is dominant (high OSNR region) the IRSML generates more errors than the

MMSE. This behavior is also observed in the performance of the experimental data

in Fig. 6.7.
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Figure 6.10.: BER as a function of OSNR for transmission impaired by PN and

wIRSML.

As shown in Fig. 6.7 the factor ρ aids to overcome this problem and to balance the

beneficial effect of near-ML detection and linear equalization in the evaluated OSNR

range. A favorable balance is found when the weight ρ is not that low so that the

wIRSML curve does not approach too much to the MMSE curve in the low OSNR

region and is not that high so that it does not approach the IRSML curve in the

high OSNR region.

The effect of the factor ρ was observed also by inspecting the number of errors

caused by two different cases: when the output of the detector is ŝMMSE but the

correct output corresponds to the second line of Eq. (6.18) for one of the elements
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s′ ∈ A and the other way around, i.e. when the detector output is s′ ∈ A but the

correct detection corresponds to ŝMMSE. The metrics were also inspected by means

of ∆ in Eq. (6.19) in order to measure how close are the detector outputs produced

by the first and the second line of Eq. (6.18).

∆ =
ρ ‖r−HŝMMSE ◦ΦCPE‖2 − arg mins′∈A ‖r−Hs′ ◦ΦCPE‖2

ρ ‖ro −HŝMMSE ◦ΦCPE‖2 (6.19)

The histograms in Fig. 6.11 show the number of errors produced by the two cases

under study mentioned before, for different values of ρ and an OSNR of 21 dB.

Figure 6.11(a) shows the case of the classical IRSML (Eq. (6.17)), in which it can

be observed that there is a considerable amount of errors in the positive part of ∆

and close to zero. Note that ∆ close to zero in the histogram of errors means that

the two metrics compared in Eq. (6.19) were very similar and the detector takes the

wrong decision from Eq. (6.18).
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ŝ

323 

errors

381 

errors

379 

errors

198 

errors

439 

errors

94 

errors

(a) (b) (c)

Figure 6.11.: Symbol error histogram for simulations, different values of ρ and for

an OSNR of 21 dB.

The prominent peak in Fig. 6.11(a) is decreased by decreasing ρ as shown in (b) and

(c). At the same time, by reducing the value of ρ, the errors caused by the detector

output ŝMMSE (green part of the histogram) increases and the ones caused by s′ ∈ A
(magenta part of the histogram) decreases. The number of total number of errors

written on the top of the histograms decreases as ρ decreases. In accordance with

Fig. 6.10, the histograms for the lower OSNR region show an increase of errors for

values of ρ different than one.

Also the experimental data was used to compute these histograms and is depicted

in Fig. 6.12 for 15 dB of OSNR, which an exemplary OSNR value since the other
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values in the experiment present similar characteristics. The histograms in Fig. 6.12

illustrate a behavior similar to Fig. 6.11.
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Figure 6.12.: Symbol error histogram for experiments, different values of ρ and for

an OSNR of 15 dB.

From these simulations it is inferred that due to the remaining PN in the system

the metrics compared in Eq. (6.19) might not be accurate enough and therefore the

criterion in Eq. (6.17) might not be optimum in this case. An alternative for PN

compensation other than correcting the CPE in the OFDM symbol would be to

use a pilot tone in the middle of the OFDM spectrum as in [129]. The pilot tone

tracks the PN and at the receiver it is filtered, conjugated and multiplied by the

incoming signal. In the setup used in this thesis the pilot tone method is not a

feasible option, since the signals from all the tributaries are greatly delayed from

one another. However, in a real scenario a PN compensation with pilot tone should

be feasible since the signals in all tributaries are different and not delayed.

6.2. Multi-channel experiments

Apart from the single channel experiments also multi-channel experiments with 255

WDM channels were carried out across the C-band of transmission (see Fig. 2.8). As

here QPSK is used, the nominal bit rate comes to 41.6 Tb/s. Removing the overhead

from the FEC, CP and TS gives a net bit rate of 14 Tb/s. As mentioned before the

TS overhead can be reduced to 3.8 %, if two OFDM symbols are used as TSs, which

comes to a net bit rate of 25.4 Tb/s. The block diagram of the WDM experiments

is shown in Fig. 6.13. Basically, two changes in the structure of Fig. 6.1 can be

observed. The first one is the generation of the neighboring 254 WDM channels.

The second change is the optical filtering after the demultiplexing stage.
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For generating the neighboring WDM channels essentially the same TX structure

as used for the CUT is needed, however, with a laser source containing 254 peaks.

For this purpose a laser comb was constructed as described in [117,188].

The schematic of the laser comb is depicted in an inset of Fig. 6.13. An array of 85

laser sources were available multiplexed with an array-waveguide grating labeled in

Fig. 6.13 as WDM multiplexer. The 85-laser-comb was placed at the input of an IQ

modulator, which was driven by a single signal generator characterized by

uRF(t) = aRF cos (ωRFt) , (6.20)

where ωRF = 16.7 GHz. This structure allowed to have a frequency modulation and

to control the spectral content at the output of the IQ modulator. The output of the

IQ modulator can be described as in Eq. (6.21), where Eout/incmb
are the electrical

field at the output/input of the comb IQ modulator, Jν are the Bessel functions of

first kind of order ν, βa = πaRF

Vπ
, ΘPM = πuPM

Vπ
and ΘI/Q =

πuBIASI/Q

Vπ
, where uPM is the

driving DC voltage of the IQ modulator phase shifter part (see Fig. 3.7) and uBIASI/Q

is the DC part of the IQ modulator electrical inputs. The derivation of Eq. (6.21)

can be found in Appendix A.3.

Eoutcmb
=
Eincmb

2

[
cos ΘIJ0(βm)− 2 cos ΘI

∞∑
n=1

(−1)n−1 J2n(βm) cos (2nωRF)

− 2 sin ΘI

∞∑
n=0

(−1)n−1 J2n+1(βm) cos ((2n+ 1)ωRFt) + ejΘPM cos ΘQ

]
(6.21)

The target of this laser comb is that the 85 carriers of the laser bank and the spectral

components produced by the first order Bessel function ±16.7 GHz survive after the

IQ modulator. It is convenient that the rest of the products generated by higher

order Bessel functions remain suppressed to avoid that they interfere with other

carriers. As observed in Eq. (6.21), the amplitude of the 85 carriers from the laser

can be controlled by changing the first and the last term, i.e. tuning βm, ΘI, ΘQ

and ΘPM. Hence, to boost this amplitude it is necessary to lower βm, ΘI, ΘQ and

ΘPM. In turn, to boost the amplitude of the first order Bessel spectral component

is it necessary to increase βm and ΘI. However, βm should be kept low since a large

value will increase the amplitude of the spectral components ruled by Jν>1. It should
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be noted that increasing ΘI has also the effect of increasing the amplitude of the

terms multiplied by Jν , if ν is odd, and decreasing the amplitude of the even terms.

Therefore it is important to carefully tune the bias voltages of the IQ modulator

and the amplitude of the RF source and find an amplitude balance between the 85

carriers from the laser bank and the first order Bessel products.

After the IQ modulation in the laser comb generation, the signal is amplified and

the amplitude of the laser comb is equalized. For the latter, a wave shaper or a

programmable filter is used.

The laser comb fed another IQ modulator, which was driven by the in-phase and

quadrature OFDM signal of the same characteristics as the CUT, i.e. same number

of modulated subcarriers. The OFDM I and Q signals are generated by two DACs

each one of them controlled by a field programmable gate array (FPGA), where the

OFDM signal is loaded. The DAC boards are fed with a 16 GHz clock. The setup

of these DACs can be seen in the picture in Fig. 6.14.

Figure 6.14.: Setup for generating the neighboring WDM channels of the CUT.
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After the POLMUX stage of the neighboring WDM channels, one of the generated

channels is replaced by the CUT by means of a band-stop filter (BSF) and a coupler.

The BSF was realized again by programming a wave shaper. The power spectral

density (PSD) of the transmitted spectrum can be observed in the inset in Fig. 6.13.

At the receiver after the mode DMUX, the signals are downconverted by coherent

heterodyne RXs similar as in the single channel experiments. The signals from each

tributary are first optically filtered by a bandpass filter (BPF) with a 3 dB bandwidth

of 0.4 nm, which was the type of filter that was available with the smallest bandwidth

and in quantity. With this bandwidth of the optical BPF it is not possible to filter

a single WDM channel, i.e. there is power from others channels at the output of

the optical BPF. For this reason, in the downconversion process, the channels from

the positive and negative part of the spectrum were interleaved and located in the

spectral gap of around 9.6 GHz of width between neighboring WDM channels as

illustrated in the inset of Fig. 6.13. This interleaved structure was possible with a

difference between the LO and TX laser of the CUT of 3.8 GHz, i.e. fc − fLO =

3.8 GHz, where fLO is the frequency of the LO. Afterward, the sampled signal is

processed by the offline DSP similarly as for the single channel experiments.

6.2.1. Experiment results

All 255 channels were measured and processed to compute the BER using the MMSE

equalizer and IRSML detection using also eight hypersymbol candidates. The trans-

mission results are shown in Fig. 6.15, where (a) is the received power spectral

density after single-mode EDFA amplification and (b) the BER of all channels. The

elevation in the power spectral density of Fig. 6.15(a) is attributed to the typical

gain profile of EDFAs, where frequencies in this range have higher gain and also

slightly lower SNR than lower frequencies.

In Fig. 6.15(b), it can be seen that both schemes, MMSE and IRSML, delivered

BERs below the FEC limit. It can be observed that the IRSML detection outper-

forms the MMSE. Here, the wIRSML was not needed since the dominant noise is

not from the residual PN but from the ASE noise from the amplifiers.

6.3. Discussion

In this chapter, an experimental demonstration of a system supporting six spatial

modes in single channel configuration and multi-channel configuration is shown.
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Figure 6.15.: (a) Received power spectral density after amplification and (b) average

BER of the 255 measured WDM channels.

A single channel of MDM-QPSK-OFDM and MDM-8QAM-OFDM was transmit-

ted at 163-Gb/s and 245-Gb/s, respectively, over 74 km. 255 WDM channels were

also transmitted at 41.6 Tb/s in MDM-QPSK-OFDM configuration. The system is

clearly impaired by the MDL introduced by the (D)MUX stage and imperfections in

the splicing process and the different attenuation coefficients in the FMF itself. The

performance of the IRSML detection algorithm was assessed and compared with the

linear equalization provided by MMSE.

A new approach named wIRSML was also implemented to improve the performance
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of the IRSML in the low BER region or the region where the residual PN is dom-

inant. By improving the PN estimation, it is believed that there is no need of the

wIRSML scheme. The PN estimation can be improved by reducing the OFDM sym-

bol duration and using schemes based on CPE correction. However, with a CPE

scheme there will always be some ICI from the residual PN. The RF-pilot tone com-

pensation is also another alternative for a better PN compensation, where a pilot

tone is inserted in the middle of the spectrum [129]. At the RX the pilot is filtered

and the incoming signal is multiplied by its conjugated version. In the case of these

experiments, this scheme is not effective because of the large optical delays in the

signal generation part at the TX combined with the effect of the mode coupling,

which occasionally makes the pilot to leak to other tributaries reducing the pilot

power and negatively affecting the PN estimation.

By comparing the MMSE and the IRSML, it was observed that the IRSML scheme

outperforms the MMSE equalization by using only eight hypersymbol candidates.

Thus, the number of candidates is reduced from more than 16 million (QPSK) and 68

billion (8QAM) hypersymbol candidates to eight compared to ML detection, which is

a tremendous computational complexity reduction. Similar to the simulations shown

in Chapter 5, the improvement in the performance was observed to be proportional

to the amount of MDL in the system.





7. Conclusions

Optical communication systems based on FMF represent an attractive option for

upgrading the data rate of long-haul systems. By means of the integration of inline

components, FMF systems can potentially reduce substantially the power consump-

tion compared to a system supporting the same number of data streams with inde-

pendent SMFs. However, MDL posses a fundamental limitation when dealing with

more than one mode. In this work, we have studied different aspects that yield an

improved performance of MDL-impaired FMF systems for optical long-haul com-

munications.

One of the investigated aspect was the impact of mode coupling on the system,

shown in Chapter 4. Although weakly coupled modes could make possible a less

complex MIMO equalizer scheme with lower order than Nt × Nt, strongly coupled

modes makes the MDL to accumulate at a lower rate with the distance than weakly

coupled modes. With strongly coupled modes, the MDL accumulates proportionally

with the square root of the distance; whereas with weakly coupled modes, MDL in-

creases linearly with the distance. Either with distributed mode coupling or inducing

mode coupling in certain positions along the link, e.g. with MSs, the transmission

distance can be increased with strong mode coupling. The design of fibers with strong

distributed mode coupling might be challenging, however, it might be possible with

new techniques such as incorporating a grating in the fiber during its fabrication

process [166]. The practical implementation of MSs for FMFs would have to be

explored. This can be done with e.g. spatial (D)MUXs joint together or gratings.

The proper RX DSP can also help to improve the performance of MDL-impaired

FMF systems. In Chapter 5 linear equalizers and two near-ML algorithms were

compared in terms of performance and computational complexity. It was found

than near-ML algorithms greatly outperform the linear equalizers. The SD approach

achieves ML performance, but its computation requires a variable number of math-

ematical operations. The IRSML represents a good alternative to achieve near-ML

performance at a fixed computational effort, which can be adjusted according to the

required performance and the allowed computational complexity. The RX scheme
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proposed in [182, 187] is also interesting and should be tested in the optical com-

munications for future work, since it administrates the allowed computational effort

among all OFDM subcarriers providing more candidates to specific subcarriers when

needed.

The experiments presented in Chapter 6 demonstrated the valuable use of near-ML

techniques for the RX DSP. Six spatial modes were transmitted in single channel

and WDM configuration. The algorithm IRSML was implemented and tested with

this systems that after 74 km presented an MDL of 12 dB. It was found that IRSML

improves the system performance only by using eight candidates from more than

16 million (QPSK) and 68 billion (8QAM) possible candidates. It was also found

that the estimation and compensation of PN plays an important role for the system

performance mostly in the high OSNR region, where the residual PN is dominant

over the ASE noise. It is believed that a more accurate PN estimation would improve

the detector output. The PN estimation can be improved by reducing the OFDM

symbol length or by having independent data streams and combining the phase

estimation of isolated pilot tones such as the so-called RF pilot method described

in [124] for single-moded systems.

Undoubtedly, it is desirable to reduce MDL by eliminating the imperfection in op-

tical components and splices. However, this is even more challenging when dealing

with larger amount of supported group modes. Other alternative, to mitigate MDL

has been proposed in [194]. In [194], a combination of space-time codes and mode

scrambling is used resulting in a reduction of OSNR penalty in MDL impaired sys-

tems. A technique called waterfilling can be also used to enhance the performance of

systems with MDL if there is information on the gain and losses along the link [64].

Waterfilling assigns different launch power to the modes according to the channel

conditions. However, this techniques presents two drawbacks. Firstly, there is usu-

ally no information at the TX about the channel, since the delay of the round-trip

from TX to RX might be longer than the channel dynamics [19]. Secondly, assign-

ing more launch power to certain modes might arise severe nonlinearity penalty for

those modes or all modes due to mode coupling.

In summary, the combination of strong mode coupling with a near-ML algorithm

aids to increase the reach of MDL impaired systems. On the one hand, this requires

to manufacture new FMFs with distributed strong mode coupling and/or MSs. Near-

ML algorithms, on the other hand, require higher computational complexity than

linear equalizer, however, significantly lower than ML detection.
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A.1. Numerical aperture

This appendix shows the derivation that leads to the definition of the NA in Eq. (2.4).

According to Snell’s law and following the notation in Fig. 2.4, the relation between

the incident ray outside the fiber with maximum angle for total internal reflection

and the angle of the refracted ray in the core is

n0 sin θ0max = nco sin θco. (A.1)

Note by observing Fig. 2.4 that at θ1 = θc, the following equation is satisfied

θc + θco + π/2 = π. (A.2)

Therefore, θco can be re-written as θco = π/2 − θc. Thus, Eq. (A.1) can be also

re-written as

n0 sin θ0max = nco sin(π/2− θc) = nco cos θc. (A.3)

Then the relations in Eq. (A.4) are obtained by squaring both sides of Eq. (A.3)

and taking into account that for total internal reflection nco sin(θco) = nclad.

n2
0 sin2 θ0max = n2

co cos2 θc = n2
co(1− sin2 θc) = n2

co(1− n2
clad/n

2
co) = n2

co− n2
clad (A.4)

Finally, Eq. (A.5) can be obtained and NA is defined by taking the square root of

the rightmost and leftmost side of Eq. (A.4).

NA = n0 sin θ0max =
√
n2

co − n2
clad (A.5)
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A.2. Propagation equation: dispersive effects and

mode coupling

This appendix describes the derivation of equation Eq. (2.42). The derivation is

divided in order to obtain one addend of Eq. (2.42) at the time, i.e. first it is assumed

that there is no mode coupling (ideal waveguide) and secondly, it is assumed that

there is no material wavelength dependency, therefore there are no dispersive effects.

For obtaining the dispersive part of Eq. (2.42), the propagation equation,

Eq. (2.14b), is rewritten in the frequency domain as in Eq. (A.6). The last equation

of Eq. (A.6) is the result of considering that κ = ω/c, c = 1/
√
ε0µ0 and n2 = εr.

∇2Elm(x, y, z, ω)− µ0ε0n
2 (jω)2 Elm(x, y, z, ω) = 0

∇2Elm(x, y, z, ω) + µ0ε0n
2ω2Elm(x, y, z, ω) = 0

∇2Elm(x, y, z, ω) + εrκ
2Elm(x, y, z, ω) = 0

(A.6)

Equation A.6 can be further expanded as in Eqs. (A.7a) to (A.7c), where the Laplace

operator ∇2 is expanded in the Cartesian coordinate system and the electric field

is assumed to be of the form Elm(x, y, z, ω) = Êlm(x, y)Slm(z, ω − ωc)e
jβ0lm

z as in

Eq. (2.25a). In Eq. (A.7c), the common exponential term ejβ0lm
z has been canceled

out from Eq. (A.7b). Additionally, the term related to the second derivative with

respect to z of the slowly varying field Slm in Eq. (A.7b) is neglected assuming the

first derivative is more significant, since the change rate of Slm is low with respect

to z.

0 = Slme
jβ0lm

z ∂
2Êlm
∂x2

+ Slme
jβ0lm

z ∂
2Êlm
∂y2

+ Êlm
∂2

∂z2

(
Slme

jβ0lm
z
)

+ εrκ
2ÊlmSlme

jβ0lm
z

(A.7a)

0 = Slme
jβ0lm

z ∂
2Êlm
∂x2

+ Slme
jβ0lm

z ∂
2Êlm
∂y2

+

Êlm

(
ejβ0lm

z ∂
2Slm
∂z2

+ 2jβ0lme
jβ0lm

z ∂Slm
∂z
− β2

0lm
Slme

jβ0lm
z

)
+ εrκ

2ÊlmSlme
jβ0lm

z

(A.7b)

0 = Slm
∂2Êlm
∂x2

+ Slm
∂2Êlm
∂y2

+ Êlm

(
2jβ0lm

∂Slm
∂z
− β2

0lm
Slm

)
+ εrκ

2ÊlmSlm (A.7c)

Then, the method of separation of variables is applied, i.e. all terms in Eq. (A.7c)

are divided by the product SlmÊlm, which leads to Eq. (A.8). In Eq. (A.8), both
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equations for Slm and Êlm, respectively, are equated to the eigenvalue β2
lm, which

corresponds to the propagation constant.

1

Êlm

∂2Êlm
∂x2

+
1

Êlm

∂2Êlm
∂y2

+ εrκ
2 = − 1

Slm
2jβ0lm

∂Slm
∂z

+ β2
0lm

= β2
lm (A.8)

Then, Eq. (A.8) yields Eqs. (A.9a) and (A.9b) after separating the equations. Ac-

cording to [25], β2
lm− β2

0lm
can be approximated to 2β0lm (βlm − β0lm) leading to the

right hand side part of Eq. (A.9b). With Eq. (A.9b), the derivation for the dispersive

part of Eq. (2.42) is concluded.

∂2Êlm
∂x2

+
∂2Êlm
∂y2

+ Êlm
(
εrκ

2 − β2
lm

)
= 0 (A.9a)

∂Slm
∂z

=
−Slm
2jβ0lm

(
β2
lm − β2

0lm

)
= −jSlm (β0lm − βlm) (A.9b)

As for the derivation of the mode coupling part of Eq. (2.42), the equation to start

is also Eq. (A.6), which is rewritten in Eq. (A.10) as a function of the permittivity

and permeability.

∇2E(x, z, ω) + εµ0ω
2E(x, z, ω) = 0 (A.10)

Now it is assumed that the total electrical field is given by the sum of all contributions

from all supported modes u1 as in Eq. (A.11).

E(x, z, ω) =
∑
u1

Êu1(r)Su1(z, ω − ωc)e
jβ0u1

z (A.11)

Equation A.11 is replaced in Eq. (A.10) as in Eq. (A.12a). In Eqs. (A.12b) to (A.12d),

Eq. (A.12a) is further expanded by reorganizing the terms, replacing the second

derivative with respect of z and replacing ε by the sum of the permittivity of the

unperturbed medium εa and the perturbation ∆ε.
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0 =
∂2

∂x2

[∑
u1

Êu1Su1e
jβ0u1

z

]
+

∂2

∂y2

[∑
u1

Êu1Su1e
jβ0u1

z

]
+

∂2

∂z2

[∑
u1

Êu1Su1e
jβ0u1

z

]
+

εµ0ω
2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.12a)

0 =
∑
u1

Su1e
jβ0u1

z ∂
2

∂x2
Êu1 +

∑
u1

Su1e
jβ0u1

z ∂
2

∂y2
Êu1 +

∑
u1

Êu1

∂2

∂z2

[
Su1e

jβ0u1
z
]

+

εµ0ω
2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.12b)

0 =
∑
u1

Su1e
jβ0u1

z ∂
2

∂x2
Êu1 +

∑
u1

Su1e
jβ0u1

z ∂
2

∂y2
Êu1+

∑
u1

Êu1

[
2jβ0u1

ejβ0u1
z ∂

∂z
Su1 − β2

0u1
Su1e

jβ0u1
z

]
+ εµ0ω

2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.12c)

0 =
∑
u1

Su1e
jβ0u1

z ∂
2

∂x2
Êu1 +

∑
u1

Su1e
jβ0u1

z ∂
2

∂y2
Êu1+

∑
u1

Êu1

[
2jβ0u1

ejβ0u1
z ∂

∂z
Su1 − β2

0u1
Su1e

jβ0u1
z

]
+ εaµ0ω

2

[∑
u1

Êu1Su1e
jβ0u1

z

]
+

∆εµ0ω
2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.12d)

Reorganizing the terms in Eq. (A.12d), Eqs. (A.13a) and (A.13b) are obtained. The

first term of the right hand side of Eq. (A.13a) is canceled out since it resembles the

propagation in an unperturbed medium as in Eq. (A.9a), yielding Eq. (A.13b).

0 =
∑
u1

Su1e
jβ0u1

z

[
∂2

∂x2
Êu1 +

∂2

∂y2
Êu1 + Êu1

(
εaµ0ω

2 − β2
0u1

)]
+

∑
u1

Êu1

[
2jβ0u1

ejβ0u1
z ∂

∂z
Su1

]
+ ∆εµ0ω

2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.13a)

0 =
∑
u1

Êu1

[
2jβ0u1

ejβ0u1
z ∂

∂z
Su1

]
+ ∆εµ0ω

2

[∑
u1

Êu1Su1e
jβ0u1

z

]
(A.13b)

Equation A.13b can be simplified by multiplying by Ê∗u and integrating over all x

and y. As the modes follow the orthonormality relationship Eq. (A.14) [48], there is
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only one addend that survives in the first term of the right hand side of Eq. (A.13b),

i.e. u = u1. In Eq. (A.14), the factor 2ωµ0

β0u
corresponds to the normalization of the

electrical field to 1 W/m2 and δu1u is the Kronecker delta function, which is one

when u = u1 and zero otherwise. Hence Eq. (A.13b) is rewritten as Eq. (A.15a).

The equations are further simplified in Eqs. (A.15b) to (A.15d), where Cu,u1 and

β0u,u1
are defined in Section 2.3.4.

2ωµ0

β0u

∫ ∫ (
Êu1 · Ê∗u

)
dxdy = δu1u (A.14)

2jβ0u

[
2ωµ0

β0u

]
∂

∂z
Sue

jβ0uz = −µ0ω
2
∑
u1

Su1e
jβ0u1z

∫ ∫
Ê∗u∆εÊu1dxdy (A.15a)

∂

∂z
Sue

jβ0uz = − ω
4j

∑
u1

Su1e
jβ0u1z

∫ ∫
Ê∗u∆εÊu1dxdy (A.15b)

∂

∂z
Su = j

ω

4

∑
u1

Su1e
j(β0u1−β0u)z

∫ ∫
Ê∗u∆εÊu1dxdy (A.15c)

∂

∂z
Su = j

∑
u1

Cu,u1Su1e
−j∆β0u,u1

z (A.15d)

The propagation equation Eq. (2.42) is then the result of the sum of Eqs. (A.9b)

and (A.15d). The term in the summation in Eq. (A.15d) corresponding to u = u1 is

often in the literature neglected since it only contributes to a phase rotation [36,46].

A.3. Derivation of the IQ modulator output for laser

comb generation

This appendix describes the derivation of Eq. (6.21). The starting point is the

equation for the IQ modulator Eq. (3.8a). In the case of the laser comb uI is

the sum of a DC part and a sinusoidal function from the signal generator, i.e.

uBIASI
+ aRF cos(ωRFt). Thus, Eq. (3.8a) is transformed into Eq. (A.16) for the laser

comb taking into account that the driving voltages of the I and Q parts are described

in Eq. (A.17).

Eoutcmb
=
Eincmb

2

[
cos

(
π

Vπ
uBIASI

+
π

Vπ
aRF cos (ωRFt)

)
+ ejΘPM cos

(
π

Vπ
uBIASQ

)]
(A.16)
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uI(t) = uBIASI
+ uRF(t) = uBIASI

+ aRF cos (ωRFt) (A.17a)

uQ(t) = uBIASQ
(A.17b)

Applying the trigonometric identity cos (x+ y) = cos x cos y− sinx sin y, Eq. (A.16)

can be rewritten as in Eq. (A.18). In Eq. (A.19),
πuBIASI

Vπ
,
πuBIASI

Vπ
and πaRF

Vπ
are replaced

for convenience by ΘI, ΘQ and βa, respectively.

Eoutcmb
=
Eincmb

2

[
cos

(
πuBIASI

Vπ

)
cos

(
πaRF

Vπ
cos (ωRFt)

)
− sin

(
πuBIASI

Vπ

)
sin

(
πaRF

Vπ
cos (ωRFt)

)
+ ejΘPM cos

(
π

Vπ
uBIASQ

)]
(A.18)

Eoutcmb
=
Eincmb

2
[cos (ΘI) cos (βa cos (ωRFt))

− sin (ΘI) sin (βa cos (ωRFt)) + ejΘPM cos (ΘQ)
]

(A.19)

Cosine and sine functions of another sinusoidal function can be expressed in terms

of Bessel functions of first kind as in Eqs. (A.20a) and (A.20b).

cos (x sin (φ)) = J0 (x) + 2
∞∑
n=1

J2n (x) cos (2nφ) (A.20a)

sin (x sin (φ)) = 2
∞∑
n=0

J2n+1 (x) sin ((2n+ 1)φ) (A.20b)

Applying this property, cos (βa cos (ωRFt)) and sin (βa cos (ωRFt)) can be expanded

as in Eqs. (A.21a) and (A.21b), and Eqs. (A.21c) and (A.21d), respectively.

cos (βa cos (ωRFt)) = cos
(
βa sin

(
ωRFt+

π

2

))
(A.21a)

= J0(βa) + 2
∞∑
n=1

J2n (βa) cos
(

2n
(
ωRFt+

π

2

))
(A.21b)

sin (βa cos (ωRFt)) = sin
(
βa sin

(
ωRFt+

π

2

))
(A.21c)

= 2
∞∑
n=0

J2n+1 (βa) sin
(

(2n+ 1)
(
ωRFt+

π

2

))
(A.21d)
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By observing Eq. (A.21b), it can be noticed that the phase of the cosine is nπ
2
.

This means that if n is odd cos
(
2nωRFt+ nπ

2

)
= − cos (2nωRFt); if n is even

cos
(
2nωRFt+ nπ

2

)
= cos (2nωRFt). Hence, the term in the sumation in Eq. (A.21b)

can be multiplied by −(−1)n−1 and the phase of the cosine function can be re-

moved. Equation A.21d can be similarly be processed. The phase of the sine is

(2n+ 1) π
2
, i.e. if n is odd sin

(
(2n+ 1)ωRFt+ nπ

2

)
= − cos (2nωRFt) and if n is even

sin
(
(2n+ 1)ωRFt+ nπ

2

)
= cos (2nωRFt). According to this considerations, the sine

function can be converted to cosine and the term in the summation can is multiplied

by −(−1)n−1. Thus, Eqs. (A.21b) and (A.21d) are replaced in Eq. (A.19) and the

phase considerations just mentioned above result in Eq. (A.22), which agree with

Eq. (6.21).

Eoutcmb
=
Eincmb

2

[
cos ΘIJ0(βm)− 2 cos ΘI

∞∑
n=1

(−1)n−1 J2n(βm) cos (2nωRF)

− 2 sin ΘI

∞∑
n=0

(−1)n−1 J2n+1(βm) cos ((2n+ 1)ωRFt) + ejΘPM cos ΘQ

]
(A.22)





B. List of Abbreviations, Symbols

and Operators

B.1. List of

Abbreviations

16QAM 16-level quadrature amplitude

modulation

3DW 3-dimensional waveguide

8QAM 8-level quadrature amplitude

modulation

ADC Analog-to-digital converter

ASE Amplified spontaneous emis-

sion

AWG Arbitrary waveform generator

AWGN Additive white Gaussian noise

B2B Back-to-back

BER Bit error rate

BPF Bandpass filter

BSF Band-stop filter

CAZAC Constant amplitude zero auto-

correlation

CFO Carrier frequency offset
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CP Cyclic prefix

CPE Common phase error

CSOC Convolutional self-orthogonal

code

CUT Channel under test

DAC Digital-to-analog converter

DFB Distributed feedback laser

DFT Discrete Fourier transform

DGD Differential group delay

DMD Differential mode delay

DML Directly modulated lasers

DMUX Demultiplexer

DSP Digital signal processing

EAM Electro-absortion modulators

ECL External cavity laser

EDFA Erbium-doped fiber amplifier

EM Expectation maximization

FDM Frequency-division multiplex-

ing

FEC Forward-error correction

FFT Fast Fourier transform

FIR Finite impulse response

FMA Few-mode amplifier

FMF Few-mode fiber

FPGA Field programmable gate array

GVD Group velocity dispersion

ICI Intercarrier interference

IDFT Inverse discrete Fourier trans-

form

IEC International Electrotechnical

Commission

IF Intermediate frequency

IFFT Inverse fast Fourier transform

IIR Infinite impulse response

IRSML Improved reduced-search ML

ISI Inter-symbol interference

ITU International Telecommunica-

tion Union

LCoS Liquid crystal on silicon

LDPC Low-density parity check

LED Light emitting diode

LLH Log likelihood

LO Local oscillator

LPF Low pass filter

LW Linewidth

MAP Maximum a posteriori

MCF Multicore fiber
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MDG Mode-dependent gain

MDL Mode-dependent loss

MDM Mode-division multiplexing

MEMS Micro-electromechanichal sys-

tem

MI Mutual information

MIMO Multiple-input multiple output

ML Maximum-likelihood

MMF Multimode fiber

MMSE Minimum-mean square error

MS Mode scrambler

MUX Multiplexer

MZM Mach-Zehnder modulator

NA Numerical aperture

OFDM Orthogonal-frequency division

multiplexing

OSNR Optical signal-to-noise ratio

PA Pilot-aided

PAPR Peak-to-average power ratio

PBC Polarization beam combiner

PDF Probability density function

PDL Polarization-dependent loss

PMD Polarization-mode dispersion

PN Phase noise

POLMUX Polarization-multiplexed

PSD Power spectral density

QPA Quasi-pilot aided

QPSK Quadrature phase shift keying

RIN Relative intensity noise

ROADM Reconfigurable optical

add/drop multiplexer

RS Reed-Solomon

RX Receiver

SD Sphere decoding

SDM Spatial-division multiplexing

SE Spectral efficiency

SLM Spatial light modulator

SMF Single-mode fiber

SNR Signal-to-noise ratio

SRS Stimulated Raman scattering

SVD Singular value decomposition

TBER Target BER

TIA Transimpedance amplifier

TS Training symbol

TX Transmitter

UV Ultraviolet
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WDM Wavelength-division multiplex-

ing

wIRSML Weighted IRSML

WSS Wavelength selective switch

ZF Zero-forcing

ZP Zero padding

B.2. List of

Operators

det {·} Determinant

(·)−1 Inverse

(·)* Complex conjugate

(·)H Conjugate transposition

(·)T Transpose of a vector or matrix

◦ Hadamard product operator

b·e Round to the closest constella-

tion point

loga (·) Logarithm in base a

arg(·) Argument

∇ Vector differential operator

arg minµ {·} Minimum argument among

µ

× Cartesian product

Im {·} Imaginary part of a complex-

valued matrix, scalar or vector

Re {·} Real part of a complex-valued

matrix, scalar or vector

B.3. List of

Symbols

(r, ϕ, z) Radial, azimuthal and longitu-

dinal components in the cylin-

drical coordinate system

α Refractive index decay factor in

the core region

αdB Fiber attenuation in [dB/km]

αp Fiber attenuation in [Np/km]

β̄g Mode-averaged g-th derivative

of the propagation constant

with respect to the frequency

D̄ Mode-averaged dispersion pa-

rameter in [ps · nm−1 · km−1]

n̄gr,lm,x/y Group effective refractive index

for mode LPlm and polarization

x or y

n̄gr,lm Group effective refractive index

related to the mode LPlm

n̄lm Effective refractive index re-

lated to the mode LPlm

P̄u Average power in mode u
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S̄lo Mode-averaged intra-modal

dispersion transfer function in

[ps · nm−2 · km−1]

βa Abbreviation of πaRF

Vπ

βlossy Propagation constant of a mode

whose propagation constant is

close to the cladding index in

[rad/m]

βmax Maximum propagation con-

stant among the bounded

modes in [rad/m]

βmin Minimum propagation constant

among the bounded modes in

[rad/m]

βr Propagation constant of the ra-

diation modes in [rad/m]

βg,lm,x/y g-th derivative of the propaga-

tion constant for mode LPlm

and polarization x or y

βlm Propagation constant related to

the mode lm in [rad/m]

χn nth order susceptibility

χe Susceptibility of the medium

∆n̄gr,lm,xy Difference between the polar-

izations group effective refrac-

tive index

∆n̄lm,xy Birefringence

∆βlossy Difference between βmin and

βlossy

∆β0u,u1
Propagation constant differ-

ence between mode u and u1 at

the carrier frequency

∆βij Difference between the propa-

gation constants of mode i and

j

∆ε Permittivity perturbation

∆λ Spectral width in [nm]

∆φc(t,∆T ) Temporal change of phase

during a time interval ∆T

∆f Spectral width in [Hz]

∆n Relative refractive index profile

∆nPM Refractive index change in a

phase modulator

∆T Pulse broadening from disper-

sion in [ps]

∆vgr,lm,xy Group velocity difference be-

tween x and y polarizations

∆ Difference between the two

metrics taken into account for

the wIRSML computation

δll′ Kronecker delta function, δll′ =

1 for l = l′ and δll′ = 0 other-

wise

ε Dielectric permittivity of the

medium in C2/Nm2

ε0 Permittivity of a vacuum (ε0 =

8.854× 10−12 C2/Nm2)
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εa Permittivity of the ideal

medium

εr Dielectric constant or relative

permittivity

ηpho Quantum efficiency of a photo-

diode

ηpj,si Overlap integral between signal

of i-th mode and pump distri-

butions

Γ Overlap integral between the

modulating electric field and

the confined optical field in the

waveguide of a phase modula-

tor

γ(zkn) A posteriori of a received sym-

bol n related to cluster k in EM

algorithm context

Γp,j(r, ϕ) Normalized optical intensity

distribution of the signal

Γs,i(r, ϕ) Normalized Er3+ distribution

Êlm(r),Êlm((x, y) Transverse component

of the electric field for the mode

LPlm

Î Mutual information in the pres-

ence of MDL in [bits/s/Hz]

κ Wavenumber in [rad/m]

λ Wavelength in [m]

λc Wavelength of the optical car-

rier

A Set of hypersymbol candidates

for the IRSML algorithm ex-

cluding the output of the de-

tector after the MMSE equal-

ization ŝMMSE

KQPA/PA Set of pilot subcarrier indexes

used for QPA and PA PN com-

pensation

M Set of symbols candidates for

the ML detector

S Set of hypersymbol candidates

for the IRSML algorithm

Si Set of hypersymbol candidates

for the tributary i

SR′(ro,H) Set of possible hypersymbols

within the hypersphere radius

R′ for SD

SR(QHro,R) Set of possible hypersym-

bols within the hypersphere ra-

dius R for SD

U Set of all possible supported

modes by the FMF except for

the mode from where a pulse

is launched to study modal

crosstalk

Utotal Set of all possible supported

modes by the FMF

DMDp DMD parameter in [ps/km]

NF Noise figure of an optical am-

plifier
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NF dB Noise figure of an optical am-

plifier in [dB]

OSNR Optical signal-to-noise ratio

OSNRdB Optical signal-to-noise ratio in

[dB]

PMD c PMD coefficient in [ps/
√

km]

CPov CP overhead

LPlm linearly polarized mode lm

TSov TS overhead

µ Permeability of a medium in

[H/m]

µ0 Permeability of a vacuum (µ0 =

4π × 10−7 Ns2/C2)

ω Angular frequency in [rad/s]

ωc Carrier angular frequency in

[rad/s]

ωIF Intermediate angular frequency

in [rad/s]

ωRF Angular frequency of uRF(t) in

[rad/s]

Φ(ϕ) Azimuthal component of the

transverse electromagnetic field

φ0 Initial phase of the optical

source electric field

ΦCPE Total estimated common phase

error from the QPA, PA and

EM methods

φc(t) Laser electric field phase

ΦPA Estimated common phase error

due to PN via the PA method

ΦQPA Estimated common phase error

due to PN via the QPA method

φspi Phase of the electric field of the

laser spontaneous emission spi

πk Mixing coefficients associated

to the k-th cluster in EM algo-

rithm context

Ψ(r, ϕ) Electric or magnetic field

ψ(r, ϕ) Transverse component of the

electromagnetic field

ψβ Transverse field component of

radiation modes

ψspotn nth launch field of a spot cou-

pler

ρ Electric charge density

σ2
η ASE noise variance

σ2
s Transmit signal variance

τDMD Delay spread caused by DMD

[ps]

τmaxD
Maximum delay spread due to

the mode with the largest dis-

persion parameter in [ps]

τPM Delay caused by phase modula-

tor
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ΘI/Q Abbreviation of
πuBIASI/Q

Vπ

θk angle of incidence in medium k

ΘPM Abbreviation of πuPM

Vπ

θ0max Maximum angle of incidence

between the ray and the fiber

axis for total internal reflection

Υ Mode-dependent loss

ηASE Additive noise vector

ŝIRSML Signal vector after IRSML de-

tection

ŝML Signal vector after ML detec-

tion

ŝSD Detector output vector after

performing the SD algorithm

Λ Diagonal matrix from SVD

with elements λ1, λ2, ..., λNt

µk Mean vector of the constella-

tion points associated to the k-

th cluster in EM algorithm con-

text

Σk Covariance matrix of the con-

stellation points associated to

the k-th cluster in EM algo-

rithm context

B Magnetic induction vector

D Electric displacement vector

E Electric field vector

e First hypersymbol candidate

for the SD algorithm

Ec(t) Laser electric field

Er Received electrical field of a

single-moded beam after spa-

tial demultiplexing

GMMSE MMSE filter matrix

GZF ZF filter matrix

H Channel transfer function

including optical channel,

(D)MUX, TX and RX filters

with entries hij

H Magnetic field vector

J Electric current density vector

P Polarization density vector

Q Q matrix for QR decomposition

of H

R R matrix for QR decomposition

of H

r Vector of the cylindrical coordi-

nate system components

ro Channel output vector

s Channel input vector

U One of the two unitary matrix

from SVD

V One of the two unitary matrix

from SVD



B.3. List of Symbols 179

yEM Vector containing the imagi-

nary and real part of the re-

ceived symbol at the input of

the EM stage

yMMSE Signal vector after MMSE

equalization

yZF Signal vector after ZF equaliza-

tion

aRF cos (ωRFt) Amplitude of uRF(t)

an and bn nth overlap integral between

the launch fields of a spot cou-

pler and the complex modes in

the FMF. a and b correspond to

the outer and inner ring of the

spot arrange, respectively

Aefflm Effective area of mode lm in

[µm2]

Bref Reference bandwidth for OSNR

measurements in [Hz]

C Capacity in absence of MDL in

[bits/s/Hz]

c Speed of light in the vacuum

(c ∼= 2.998× 108 m/s)

c(β) Scaling constant for radiation

modes

c1 Complex multiplications re-

quired for a matrix inversion

c2 Complex multiplications re-

quired for performing the

MMSE equalization

C∞ Capacity for infinite number of

modes in [bits/s/Hz]

clm Scaling constant for guided

modes

Cu,u1 Mode coupling coefficients be-

tween mode u and u1

de Distance between two elec-

trodes of a phase modulator in

[m]

Dmaxlm Maximum dispersion parame-

ter among the modes [ps·nm−1 ·
km−1]

Dlm(λ) Dispersion parameter for the

mode lm in [ps · nm−1 · km−1]

e Charge of an electron (e = 1.6×
10−19 C)

E0 Initial magnitude of the optical

source electric field

Ec(t) Laser electric field magnitude

ELO Electrical field of the local os-

cillator

Eout/incmb
Electrical field at the out-

put/input of the comb IQ mod-

ulator

Erx/y
Single polarization component

of the received electrical field of

a single-moded beam after spa-

tial demultiplexing

Espi Electric field of the laser spon-

taneous emission spi
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f Frequency in [Hz]

f0 Reference frequency in [Hz]

fc Carrier frequency in [Hz]

fpump Frequency of the pump laser in

[Hz]

fphoin
Frequency of the incoming op-

tical signal to a photodiode in

[Hz]

Glm Amplifier gain for mode LPlm

Glm Optical amplifier gain for mode

LPlm

h Planck’s constant (h =

6.626068× 10−34 J s)

HD̄(f) Mode-averaged intra-modal

dispersion transfer function

Iphoout
Output current of a photodiode

in [A]

Jν Bessel functions of first kind of

order ν

K Total number of clusters or the

constellation cardinality in EM

algorithm context

k Discreet time variable

L Fiber length in [km]

l Azimuthal mode number

Le Electrodes length of a phase

modulator

Lspan Length of a single fiber span

LB Beat length

M Constellation cardinality

m Radial mode number

n Discrete time variable

n(r),n (x, y) Refractive index profile

N0 Single-polarization one-sided

ASE noise power spectral

density

n0 Refractive index of the medium

outside the fiber

nclad Cladding refractive index

nco Core refractive index

NCP Number of samples in the CP

NDATA Data subcarriers

NFFT Number of subcarrier used for

an OFDM symbol correspond-

ing to the FFT size

Nf Number of OFDM symbols be-

tween two TS preambles

nk refractive index of medium k

Nm Number of spatial modes

NpQPA/PA
Number of pilot subcarriers for

QPA and PA PN compensation

nPM Unperturbed refractive index of

the waveguide in a phase mod-

ulator
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Nspans Number of spans in the optical

link

nsp Spontaneous emission coeffi-

cient

Nt Number of tributaries (total

number of polarization and spa-

tial modes)

NWDM Number of WDM channels

Nbits Number of bits per symbol

Pin Fiber input power

Pout Fiber output power

Pphoin
Input power to a photodiode in

[W]

Psig,out Optical transmitted signal

power at the end of the link

R(r) Radial component of the trans-

verse electromagnetic field

RDAC DAC sampling rate

Rpho Responsivity of a photodiode in

[A/W]

ri[k] Received signal after quantiza-

tion and sampling with i rang-

ing from one to Nt

r33 Electro-optic coefficient

of a phase modulator

(r33 = 30.9 pm/V for LiNbO3)

Rk Received pilot symbol after

equalization for pilot-aided PN

compensation, where k ∈ K

Slaser(f) Laser power spectral density

Slo,lm(λ) Dispersion slope related to

mode lm in [ps · nm−2 · km−1]

si Modulated symbol on an

OFDM subcarrier

Sk Transmitted pilot symbol for

QPA and PA PN compensa-

tion, where k ∈ KQPA/PA

Slm(z, ω) Data signal in frequency do-

main for the mode LPlm

T OFDM symbol duration

t Time variable in [s]

TCP Duration of the CP in [s]

ts Starting time of the OFDM

symbol

u Mode belonging to the set of

modes U

u1 Mode from where a pulse

is launched to study modal

crosstalk

uBIASI/Q
DC part of the IQ modulator

electrical inputs

uI/Q(t) Electrical drive voltages of an

IQ modulator for the I and Q

branches

uPM Electrical drive voltage of an IQ

modulator for the phase shifter

(PM)
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uRF(t) Comb electrical drive signal

for one of the IQ modulator

branches

u1/2(t) Driving voltage 1 or 2 of a phase

modulator

V Normalized frequency

Vc Cutoff normalized frequency

vgr Group velocity

Vπ Drive voltage for a phase shift

of π in a phase modulator

vgr,lm Group velocity of mode LPlm

Wn nth energy level

xEM Output symbol of the EM stage

XT Modal crosstalk

zk Transmitted symbol belonging

to the k-th cluster in EM algo-

rithm context

Psig,indBm Signal power at the input of

the amplifier in [dBm]

Psig,outdBm Optical transmitted signal

power at the end of the link in

[dBm]

NA Numerical aperture

SNR Signal-to-noise ratio
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L. Grüner-Nielsen, and D. J. Richardson, “First demonstration and detailed

characterization of a multimode amplifier for space division multiplexing,”

Opt. Express, vol. 19, no. 26, pp. B952–B957, 2011.

[98] E. Ip, M.-J. Li, K. Bennett, K. Korolev, W. Wood, C. Montero, and J. Liñares,
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