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Abstract 

Developers and designers of interactive digital systems are faced with many chal-

lenges, some less visible than others. One of these more subtle balancing acts is be-

tween personalized user support and unrestricted user autonomy. It raises the ques-

tion how a supportive design that takes a user’s needs and preferences into account 

can be implemented within a technical system while at the same time allowing the 

user to make decisions freely without restrictions. How can autonomy by design be 

incorporated into the process? In this paper we describe the breadth of choice heu-

ristic, which can show where the support of the user by the system stops and a re-

striction of the user’s autonomy begins. To this end, we reference existing literature 

on similar issues, develop our own conclusions and apply them to our work in a pro-

ject on IT for elderly people. 
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1 Introduction 

Steven Krug’s Don’t make me think (Krug 2014) has been a valuable guiding princi-

ple for the design of easy-to-operate systems, but its catchy title does not provide a 

full picture for the responsible design of human-computer interaction (HCI). Clearly, 

interactive systems cannot take all critical thought out of the user’s hands. The blurry 

line between support and paternalism, between paving the way and prescribing the 

way, must be clarified. 

When we speak of autonomy, this does not mean self-legislation as described by Kant 

(Kant 2012). Rather, autonomy refers to a process that opens up all possibilities for 

an individual to interact or not with his physical and digital world, and to position 

themselves within this exchange (Liggieri & Müller 2019). Thus autonomy can also be 

seen here as authenticity (Misselhorn 2018). 

The daily experience of people is increasingly influenced by digital technology. Their 

data is collected, linked, analyzed and used in many ways, often unnoticed. In addi-

tion, the Privacy-by-Default Principle is frequently not applied, leading to the phe-

nomenon of the Privacy Paradox (Joinson et al. 2010, Balthasar & Gerl 2019). 

In this paper, especially in Section 2, we gather theoretical knowledge about user au-

tonomy in the context of HCI. In Section 3 we share our approach taken in the Urban-

Life+ project to preserve the autonomy of users of a personalizable information sys-

tem. Subsequently, in Section 4 we present the breadth of choice heuristic, which is 

our core contribution to the understanding of the role of user autonomy in the design 

of digital systems. Finally, in Section 5 we subject our heuristic to a brief critical dis-

cussion. 
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2 Related Work 

One of the first scholars to think critically about the role of user autonomy in the con-

text of HCI was J. C. R. Licklider (Licklider 1960) in his work on human-computer 

symbiosis, in which he anticipates a future reality of fast and dynamic information 

flows between the human mind and computers. He concludes that a functional sym-

biosis of man and computer can only be achieved if man remains autonomous in his 

ability to think and make decisions even as computing power increases. 

In recent years, a section of HCI that deals with playful interactions has paid special 

attention to the Self-Determination Theory (SDT) to explain motivation. The SDT as 

described by Ryan and Deci (Ryan & Deci 2000) considers three core aspects of in-

trinsic motivation: besides competence and relation, the autonomy of the user is of 

central importance. This autonomy should enable users to make their own decisions 

at their own pace. Thus SDT, like Licklider, builds on the aspect of user autonomy. 

According to a literature analysis by Tyack and Mekler (Tyack & Mekler 2020), the 

use of SDT in HCI system design is mostly very abstract and therefore often superfi-

cial. 

Two other related concepts are User Openness (Davis et al. 1989), which occurs in 

relation to the appropriation of software solutions, and End-User Programming 

(Lieberman et al. 2006), which originates from Participatory Design. 

A number of promising procedures such as Ethics by Design (Spiekermann & Winkler 

2020), Value Sensitive Design (Shilton 2018) or the (now often legally prescribed) 

Data Protection by Design (Danezis et al. 2015) can be examined for the support of 

an ethical design of technology. In addition, participatory ethics evaluation proce-

dures such as MEESTAR (Weber 2015) can provide concrete guidance. General brain-

storming and analysis tools such as the Ethics Canvas (Lewis et al. 2018) are also 

available and will certainly be developed further. 
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3 Project Background 

Without stakeholder commitment, the aspect of user autonomy in HCI remains purely 

theoretical and the effort an intellectual exercise. In order to avoid this, we took the 

opportunity to incorporate the idea of autonomy by design into a larger project. This 

project, named UrbanLife+, is a five-year endeavor in which a number of German-

speaking universities and companies participate. It has developed concepts and pro-

totypes that influence the behavior of seniors through an interactive system by en-

couraging them to participate in more outdoor activities (Fietkau & Stojko 2020). 

The resulting system acts autonomously by collecting and aggregating data about the 

local context without explicit instructions from the user. For this reason, the topic of 

implicit interaction was thoroughly discussed within the design framework. The re-

sult is a system that already reacts to users entering its sensorially detectable area 

(knowingly or unknowingly). Each system is designed to provide specific value, but 

the human being has their unique dignity (Frankl et al. 2019), which is granted strong 

legal protection in German Basic Law (Grundgesetz Article 1). Wherever the two (the 

value of the system and the dignity of the human) may come into conflict, design de-

cisions need to be made with great care. 

Since the system can take action autonomously, questions arise about possible viola-

tions of the human being’s rights, particularly regarding personal autonomy as well 

as data sovereignty. In order to preserve this autonomy within the system, architec-

tural and design decisions were only made after deliberating ethical considerations. 

This also involved the differentiation between two scenarios: on the one hand, a mo-

tivating support of the seniors to explore their environment and on the other hand, 

the manipulation of people to leave existing routines and comfort zones. 

To ensure that the user remains in control, the system described above offers the op-

tion to disable user recognition on an individual basis. Information provided to users 

is usually personalized, but if the user prefers to interact anonymously, a simple but-

ton press makes this possible. This is enabled by conducting user recognition via Blue-

tooth in combination with a mobile phone app that provides a toggle switch. When 

personalization is deactivated, the user’s identity remains hidden from the system as 

well as from other nearby users. At the same time, however, the user’s own prefer-

ences previously defined in the system, such as data protection or the consideration 

of accessibility in the selection of information, remain untouched. A conscious inte-

gration of autonomy prevents its loss to automation. 
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4 The Breadth of Choice Heuristic 

As described in Section 2, existing guidelines for ethical interaction design do not yet 

make it easy for designers to assess the impact of concrete design decisions on user 

autonomy. The provision of rich personalized functionality requires detailed infor-

mation about the user and their needs and preferences. How can we determine dur-

ing the development of a system whether its design respects the user’s autonomy? 

In answering this question, it is important to note that the line between truly helpful 

support and unwelcome paternalism cannot easily be drawn for the general case 

since it depends strongly on the person in question. 

The recognition of this line will vary from moment to moment and from situation to 

situation, so the framework of this project allows users to draw this line themselves 

by making their own decisions. 

During the design process of our UrbanLife+ systems, we have developed a heuristic 

to anticipate the impact of a design choice on user autonomy. The question is: Does 

this interaction broaden the user’s spectrum of available actions, or does it nar-

row it? We observe that interaction designs which undermine user autonomy will 

usually have a specific activity at their core that they want the user to perform, such 

as watching a video advertisement. They will then attempt to ensure that this activity 

is simpler and more convenient than any possible alternative, e.g. by making the but-

ton to close the advertisement as small and difficult to see as possible. The user’s abil-

ity to decide what their technology should do is intentionally subverted, manipulating 

the user and undermining their autonomy. 

In contrast, system designs that respect the user’s autonomy usually offer additional 

options for action or provide equally transparent conditions for all options. While the 

system may provide assessment information on less advisable options or even warn 

the user about potential dangers, ultimately its goal is to empower the user to make 

rational decisions based on all available information. 

The logical argument for the breadth of choice heuristic is as follows: 

1. If the system respects the user’s autonomy, 

2. then the system leaves all important decisions to the user. If that is the case, 

3. then the system extends the user’s range of possible actions. 

And in the opposite case: 
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1. If the system does not respect the user’s autonomy, 

2. then the system makes important decisions on behalf of the user. If that is the 

case, 

3. then the system limits the user’s range of possible actions. 

This breadth of choice heuristic is easier to evaluate and to discuss in the context of 

a design process compared to the abstract criterion of respect for the user’s auton-

omy. When design decisions are made, it asks: Does the decision to be made aim to 

increase or decrease the user’s range of available options? 
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5 Discussion 

As the size and complexity of a project increases, there is a tendency towards a loss of 

autonomy for individuals within it. The responsibility for the resulting system be-

comes blurred, as partial results pass through many different hands and thought pro-

cesses. The awareness of having a certain moral responsibility for the ideas, functions 

and their implementation is not automatic. Once an idea has developed into a first 

prototype, and that prototype has made contact with the system’s context, it is no 

longer possible to “reset” the context back to the earlier state, no matter how small 

the step taken (Liggieri & Müller 2019). This is all the more reason to reflect on pos-

sible consequences during the design process and not just at the end. 

Describing the work of astronauts in space capsules, Anders (Anders 1994) paints a 

picture of humans serving the technical system instead of the other way around: as-

tronauts do not “fly” their capsule in the same sense that a pilot “flies” a plane, instead 

they are flown by the capsule. This allegory describes the handing over of the two 

human responsibilities of action and creation, leaving humans only with the opera-

tion of the system. 

In our project we have attempted to avoid reducing the users’ decision-making to a 

mere operation of the system. The goal is to offer choices which can be decided based 

on knowledge gained from experience and self-reflection – a design of HCI which 

makes Descartes’ anima rationalis (Liggieri & Müller 2019) possible – to be a free 

soul. 

Nonetheless, the phenomenon of decision paralysis, in which someone confronted 

with one or several choices may experience anxiety and avoid or postpone the deci-

sion-making process even to their personal disadvantage, must not be underesti-

mated (Anderson 2003). The answer cannot be to leave every single decision up to 

the user. As designers and engineers, we still need to make judgments about which 

decisions are important enough to involve the user’s mental resources. 

A codification of the goal autonomy within an ethical system development process is 

not yet available and its preconditions must first be clarified. If, however, a large num-

ber of relevant actors are involved, as in many interdisciplinary projects like ours, this 

process has the potential to produce a binding result. 

There is no simple, straightforward answer for the problem of support and autonomy 

in HCI, just like there can be no universally optimal chess move (Frankl et al. 2019), 

but one possible next step could be to derive more concrete design guidelines from 

the presented heuristic. By bringing this conversation into the wider HCI community, 
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we are hoping not only that our heuristic can be useful to practitioners, but also that 

it can serve as a building block in future theories on ethical system design that re-

spects user autonomy. 
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