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Abstract

The increasing demand for electrification of automotive systems with elec-
tronic control units (ECUs) is driven by automotive trends such as electro-
mobility and autonomous driving. However, the functional complexity of
modern analog/-mixed-signal integrated circuits (ICs) causes an increasing
risk from random hardware failures in the electronics. Even more for safety-
related applications, the presence of a hardware failure in the IC may have
severe consequences for humans and environment. Safety-related ICs such
as Smart Power ICs must ensure a safe operating state even in the presence
of a random hardware failure. For this purpose, the ICs implement diagnos-
tic capability by safety mechanisms which prevent random hardware failures
from causing hazard. Recently, this topic has come to the focus of interest
in semiconductor companies due to the advent of the functional safety stan-
dard for road vehicles, ISO 26262. The standard provides a framework of
requirements which affects the whole development process of safety-related
ICs due to which semiconductor companies face new challenges in terms of
compliance.

The pre-silicon functional verification is generally a crucial stage within
the IC development. It allows to detect functional misalignments between
the circuit’s required and actual behaviour before manufacturing. In this
context, the standard explicitly requires a simulation-based method utilizing
the fault injection technique. The purpose of this method is to evaluate the
circuit in the presence of hardware failures in terms of diagnostic capability
and compliance with functional requirements.

Fault injection and simulation of analog/mixed-signal circuits has been
a challenging task since the early 90s. This is mainly due to the lack of a
generally accepted definition of fault coverage and corresponding fault mod-
els. Additionally, thorough fault simulation with the transistor-level netlist
becomes infeasible for the top-level circuit. Moreover, commercially avail-
able computer-aided design tools do not yet offer a feature for automatizing
the fault injection technique for analog/mixed-signal circuits. Thus, this
task requires so far labour-intensive manual effort. In order to utilize the
fault injection technique for pre-silicon safety-related functional verification
of analog/mixed-signal circuits, the above mentioned challenges must be ad-
dressed by an adequate methodology.

The work presented in this thesis facilitates integration and automa-
tion of the fault injection technique in the electronic design automation tool
Cadence® Virtuoso®. A fault model library is developed comprising diverse
fault models which facilitate fault injection at different levels of abstraction
of the circuit design. As an initial approach to safety-related verification, the
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informal safety analysis method Failure Mode, Effects and Diagnosis Analysis
(FMEDA) is utilized to structure the safety-related verification plan. Subse-
quently, a hierarchical fault injection approach is presented for efficient top-
level verification by skipping redundant fault simulation runs. This approach
is based on fast component-level fault simulations and the determination
of functional equivalent faults. Functional fault equivalence is determined
by a clustering algorithm which processes simulated component-level circuit
responses in order to find similarities among the waveforms. Eventually,
functional equivalent faults must not be simulated repeatedly for top-level
verification. Finally, soft faults by means of parametric and soft-structural
fault models are considered for fault injection with variable parametrization.
Their effects in the circuit are evaluated by means of global sensitivity analy-
sis. Sensitivity indices are calculated which quantify the contribution of each
soft fault to the variability of the circuit response. The sensitivity indices
are used to rank faults and identify non-influential soft faults. A statistical
significance test is exercised in order to eliminate non-significant faults from
the soft fault list. Moreover, the cumulative contribution of each soft fault to
the variability of the circuit response is used to further eliminate soft faults
by keeping only those in the soft fault list which account for most of the
variability. Although this approach reduces the soft fault coverage, most of
the output variability due to soft faults in maintained for the verification.

Experimental results are presented for safety-related functional verifica-
tion of an automotive high-voltage Lithium-ion cell balancing and monitor-
ing module and a general purpose gate driver circuit which is a safety-related
module of an automotive System-on-Chip (SoC). Finally, the work is con-
cluded and an outlook is given.
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Abstrakt

Der steigende Bedarf an elektrifizierten Systemen im Automobil durch elek-
tronische Kontrolleinheiten, engl. Electronic Control Units (ECUs), wird
angetrieben durch Trends wie Elektromobilitat und autonomes Fahren. Gleich-
zeitig steigt die funktionale Komplexitdt moderner integrierter Analog/Mixed-
Signal-Schaltungen (AMS ICs), wodurch sich auch das Risiko fiir das Auftreten
eines zufalligen Hardwarefehlers, engl. Random Hardware Failure, in der
Elektronik erhoht. Dies gilt insbesondere fiir sicherheitsrelevante Applikatio-
nen, in denen ein Hardwarefehler schwerwiegende Konsequenzen fiir Mensch
und Umwelt haben kann. Aus diesem Grund miissen sicherheitsrelevante ICs,
wie Smart Power 1Cs; in der Gegenwart von zufalligen Hardwarefehlern einen
sicheren Betriebszustand gewahrleisten. Hierzu wird die Funktionalitat des
ICs durch diagnostische Funktionen und Sicherheitsmechanismen erweitert.

Halbleiterunternehmen haben dieses Thema unlédngst mit der Einfiihrung
der ISO 26262 erschlossen. Der Standard adressiert die funktionale Sicher-
heit von Straflenfahrzeugen und widmet sich dabei insbesondere den elek-
trischen, elektronischen und programmierbar elektronischen Komponenten
im System. Im Allgemeinen bietet der Standard ein Rahmenwerk an An-
forderungen, das den gesamten Entwicklungsprozess sicherheitsrelevanter ICs
betrifft. Halbleiterunternehmen stehen in diesem Kontext neuen Heraus-
forderungen gegeniiber.

Die funktionale Verifikation mithilfe computergestiitzter Entwurfsmetho-
den, engl. computer aided design (CAD), und Simulation, d.h. Pre-Silicon
Verifikation, stellt eine entscheidende Phase innerhalb der IC-Entwicklung
noch vor der Produktion von Prototypen dar. Dabei wird der Schaltungsent-
wurf auf Abweichungen von seinem vorgesehenen funktionalen Verhalten
tiberpriift. In diesem Kontext fordert die ISO 26262 explizit die simula-
tionsbasierte Injektion von Hardwarefehlern in den Schaltungsentwurf. Dies
gilt der Evaluierung des Schaltungsentwurfs hinsichtlich seiner diagnostis-
chen Kapabilitdat sowie Erfiillung von sicherheitsbezogenen funktionalen An-
forderungen in der Gegenwart von Hardwarefehlern.

Die simulationsbasierte Fehlerinjektion fiir AMS ICs gilt bereits seit den
friithen 90ern als eine herausfordernde Aufgabe. Dies ist hauptséachlich auf
das Fehlen eines generell akzeptierten Mafles fiir die Fehlerabdeckung sowie
die damit verbundenen Fehlermodelle zuriickzufiihren. Auflerdem ist eine
eingehende Fehlersimulation auf Transistor-Ebene (Netzliste) fiir grole Schal-
tungsentwiirfe aufgrund der Simulationsdauer nicht praktikabel. Zudem bie-
tet derzeit kein kommerzielles CAD-Tool die automatisierte Fehlerinjektion
fiir AMS ICs. Dadurch ist die Fehlerinjektion mit erheblichem manuellem
Arbeitsaufwand verbunden. Es wird eine adequate Methodik bendtigt, die



die genannten Herausforderungen beriicksichtigt und entsprechende Losungs-
ansétze liefert, um die Pre-Silicon Verifikation im Kontext der funktionalen
Sicherheit zu realisieren. Die vorliegende Arbeit widmet sich diesem Thema.

Zunachst wird ein Ansatz fiir die Integration und Automatisierung der
Fehlerinjektion in dem kommerziellen CAD-Tool Cadence® Virtuoso® vorge-
schlagen und implementiert. Hierzu wird eine Fehlermodellbibliothek ent-
wickelt, mit der die Fehlerinjektion auf unterschiedlichen Abstraktionsebenen
des Schaltungsentwurfs ermoglicht wird. Fiir die Strukturierung und Planung
der Pre-Silicon Verifikation im Kontext der funktionalen Sicherheit wird ini-
tial eine Failure Modes, Effects and Diagnostic Analysis (FMEDA) verwen-
det. Danach wird ein Ansatz fiir hierarchische Fehlerinjektion vorgeschla-
gen, mit dem Zweck redundante Fehlersimulationen zu vermeiden und somit
die Effizienz der Verifikation bei groflen Schaltungsentwiirfen zu erhohen.
Schlielich werden parametrische Soft-Fehler bei der Fehlerinjektion betra-
chtet. Die Effekte der Soft-Fehler werden auf der Basis der Fehlerinjek-
tion mit variabler Parametrierung durch eine qualitative und quantitative
globale Sensibilitatsanalyse untersucht. Zu diesem Zweck werden aus den
Simulationsergebnissen Sensibilitatsindizes berechnet, die jeweils den Beitrag
eines Soft-Fehlers zur Varianz des Schaltungsausgangssignals quantifizieren.
Die Sensibilitatsindizes werden verwendet um Soft-Fehler nach Wichtigkeit
einzuorden sowie vernachlassigbare Soft-Fehler zu identifizieren.

Die experiementellen Ergebnisse werden anhand von zwei Modulen in
sicherheitsrelevanten Applikationen aus dem Automobilbereich generiert. Da-
bei handelt es sich um ein Modul zum Ausgleich und zur Uberwachung von
Lithium-Ionen Zellen sowie einem Gate-Treibermodul, welches eine sicher-
heitsrelevante Funktion in einem System-on-Chip (SOC) durchfithrt. Ab-
schlieflend wird die Arbeit zusammengefasst und ein Ausblick auf die zukiinf-
tige Entwicklung gegeben.
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Chapter 1

Introduction

Safety-related functions in road vehicles are more and more implemented
by electronic control units (ECUs). Modern automotive ECUs are highly-
integrated, multi-functional integrated circuits (ICs), processing digital as
well as analog (mixed) signals. With increasing automotive electrification
and functional complexity, the risk from random hardware failures increases.
The evaluation of the circuit’s functional performance in the presence of a
random hardware failures thereby plays a crucial role. Recently, this topic
came to the spotlight in the semiconductor industry due to the functional
safety standard for road vehicles, ISO 26262.

This thesis addresses the topic safety-related pre-silicon functional veri-
fication of automotive ECUs with emphasis on the analog/mixed-signal do-
main. This chapter provides a background on fundamental concepts related
to this topic and the motivation for this work. Subsequently, the challenges
regarding the addressed topic are explained and the scope of this thesis is
defined. Finally, an outline for the thesis is provided.

1.1 Background

In this section, the background on automotive ECUs, failures in semicon-
ductor devices, pre-silicon functional verification as well as concepts and
definitions in the ISO 26262 is provided.

1.1.1 Automotive electronic control units

Automotive ECUs comprise smart power devices [10]. Smart power devices
are semiconductor devices which integrate power semiconductors [11] and
peripheral circuitry to interface the digital control logic, loads and sensors



into a single unit. Additionally, they integrate self-diagnosis and peripheral
protection circuits against for example current, voltage, temperature and
electrostatic discharge surges [10]. Due to its advanced capability for large-
scale integration and low energy consumption, the metal-oxide semiconductor
(MOS) technology is predominantly used in smart power devices [10]. Fig.
1.1 shows a simplified example of an automotive ECU. Smart power devices
can be distinguished with respect to their functionality in the application
into [10, 1]:

e Driver The driver functionality is implemented by analog/mixed-signal
circuits to drive several types of power actuators, for example LED
modules, various types of electric motors or squibs.

e Supply The supply functionality maintains the voltage and current
supply to other devices. Depending on the application, examples of
supply circuits are bias circuits, linear voltage regulators and DC/DC
converters.

e Transceiver this device facilitates the communication between differ-
ent ECUs via various types of bus systems, for example CAN, LIN and
FlexRay. Transceiver circuits convert the transmitted (received/sent)
information for/from the ECU’s embedded microcontroller.

e Power management This device is implemented by analog/mixed-
signal circuits. Examples are battery management ICs, dedicated to
monitor and balance Lithium-ion battery cells in electric vehicles and
alternator control ICs, dedicated to stabilizing the vehicle’s supply volt-
age.

e Sensor interface This device facilitates information transfer from the
sensors to the ECU’s embedded microcontroller.

1.1.2 Pre-silicon functional verification

The purpose of functional verification of an IC design is “to ensure that the
design meets the functional requirements as defined in the functional spec-
ification” [2]. With increasing complexity and functional diversification of
ICs (“More than Moore™), functional verification is getting even more chal-
lenging [12, 13]. This becomes evident when up to 70% of project resources
are spent on functional verification during IC development [14]. Functional
verification is generally distinguished into pre-silicon and post-silicon verifi-
cation [15]. For post-silicon verification, a prototype of the actual hardware
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Figure 1.1: Example of an ECU with smart power devices and peripheral
devices [1].

is verified in a test environment. Pre-silicon verification on the other hand
is undertaken before any silicon prototype is available. For this purpose, a
model of the IC is verified at various abstraction levels using formal-based
[16] and/or simulation-based methods [2]. Simulation-based verification is
predominantly used in the industry due to its advantages in scalability com-
pared to formal verification [17, 18].

Model abstraction levels

For pre-silicon verification, the IC is typically modelled at different abstrac-
tion levels: architectural, behavioural, register-transfer level (RTL), gate
level and circuit level (also transistor level or primitive level) [19]. The
top-down design methodology starts with an abstract description of the cir-
cuit design and iteratively adds detail to the model [2], see fig. 1.2. The
final level of lowest abstraction is the physical design (layout). Additionally,
the gate-level /primitive-level netlist can be distinguished into pre-layout and
post-layout netlist. Latter incorporates layout-specific parasitic resistive and
capacitive elements.

Due to digital synthesis [20] (automatic translation of an abstract model,
typically RTL, into the logic-gate level design), the digital design implemen-
tation methodology diverges substantially from that of the analog design
implementation [19]. Contrary, analog/mixed-signal design implementation
at transistor level is done manually by means of electronic computer-aided
design (CAD) software tools [21].
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Figure 1.2: Top-down abstraction models [2].

Mixed-signal verification methodology

Simulation-based verification methodologies diverge strongly for the digital
and analog parts in mixed-signal circuits. For digital circuits, typically the
RTL model is used to represent the design under verification (DUV) in a
simulation test bench. The verification thoroughness is expressed in terms of
coverage metrics: code coverage [22], assertion coverage [23] and functional
coverage [24]. They quantify how well the circuit’s functionalities are exer-
cised for a given set of input signal pattern (stimuli). Stimuli are developed
in a directed (user-defined) fashion or in a randomized fashion by includ-
ing constraints to the multi-dimensional input space (“Constrained-Random
Stimuli)” [25].

Analog verification methodology

For analog/mixed-signal circuits, the constrained-random and coverage-driven
verification methodology is a topic of recent research and still under devel-
opment [26]. This is mainly due to two reasons: the ambiguity in defining
analog coverage metrics [27, 28, 29] and the lack of a correct-by-construction
abstract model of the analog circuit, analogous to the RTL model in the dig-
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Figure 1.3: Self-checking test bench [2].

ital domain [30]. Additionally,transient simulation time is a major concern
for complex circuits at the transistor level.

The computational burden of circuit-level simulation is addressed by ana-
log or real-number behavioural modelling using hardware description lan-
guages (HDL) [31], like for example VHDL/-AMS [32, 33| and Verilog/-AMS
(34, 35]. However, the models are not correct-by-construction, i.e. subsequent
equivalence checks between the abstract model and the transistor-level model
are necessary [18]. The accuracy of the behavioural model depends on its
level of detail. For example, a highly detailed behavioural model can take
even more simulation time as its circuit-level equivalent [36].

For complex circuits this is addressed by hierarchical verification [30] and
mixed-mode/mixed-level simulations [37, 38]. To attain consistency through-
out the design hierarchy, the verification typically starts by component-level
verification with circuit-level DUV verified against the component-level de-
sign specification. Subsequently, the verified components are used in the
top-level (or intermittent design level) test bench. For top-level verification,
mixed-mode (combination of circuit-level and RTL) and mixed-level (com-
bination of circuit-level and behavioural model) simulations are considered
[37, 38]. For example, critical circuits which are in focus of verification are
kept at circuit level and non-critical circuits, like bias generators and digital
parts are modelled in HDL, respectively [30].

The test bench for the analog/mixed-signal DUV is typically constructed
as code or as a schematic in a CAD software tool, see fig. 1.3 [2]. The
test bench comprises stimuli defining input pattern for which the DUV is
exercised for different operating modes. In a self-checking test bench the
DUV output is compared with the expected output by regression testing [2].
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Figure 1.4: Bathtub curve function for semiconductor failure rate calculation
[3].

Analog verification flow

The analog verification flow starts with the design documentation from which
design specification is extracted and design risks are identified. A verification
plan is developed to cover the design requirements with the purpose of risk
mitigation. The verification plan is implemented by the modelling plan and
simulation plan for the component-level and top-level models. At the top
level, a self-checking test bench is developed based on the verification plan,
which can be configured regarding the component models to use for each test
case (circuit level or behavioural/RTL level). The final design and layout is
obtained in an iterative process when all regression tests pass. This means
that the design implementation is conform with the design specification.

1.1.3 Failures in semiconductor devices

For semiconductor devices, three failure regions are distinguished: early fail-
ure, random failure and wear-out failure [39]. The failure rate calculation is
based on the bathtub curve function, see fig. 1.4 [40]. In this model, the
early failure rate decreases steadily over time, the random failure rate is a
constant value and the wear-out failure rate decreases steadily. At each point
in time, the bathtub-shaped curve is the sum of the three failure rates.



Random failures

Between the early failure period and wear-out, the device may be subject to
random failures during field operation. The failure rate A of random failures is
a constant and much lower than the early or wear-out failure rates. Random
failures and failure rates are determined by operating life tests in dynamic
electric operation. The failure rate is generally calculated by [3]

- Sum of failures (1.1)
~ Y (Quantity x Time to failures)’ '

The failure in time (FIT) rate is another common notation, with one FIT
being equal to A = 109% failures per device hours. Besides operating life
tests, reliability handbooks are used to obtain the information on failure rates
and generic random failures for different devices, that is failure modes [39)].
Additionally, frequent causes for transient random failures are a-particles and
cosmic radiation [41], electromagnetic interference (EMI) [42] and crosstalk
[43], as well as electrostatic discharge [10].

Safety analysis

Safety analysis is performed with the purpose to evaluate and mitigate the
risk of hazardous events due to random failures. The Failure Mode and Effect
Analysis (FMEA) [44] and Fault Tree Analysis (FTA) [45] are commonly used
safety analysis methods in the automotive and electronics industry. Both,
FMEA and FTA consider the possible failures which may occur in the system
and their effects. The FMEA is based on an inductive approach, inferring
consequences (effects) from causes (failure). The FTA on the other hand,
deductively infers from consequences to possible causes.

The FMEA was developed [44] and standardized [46] by the U.S. military
to study the problems arising from malfunctioning military systems. However
the tool was further developed by aerospace and automotive industries to
fit in to the respective field. The Failure Modes, Effects and Diagnostic
Analysis (FMEDA) is an extension of FMEA for safety-related systems and
additionally includes information on quantitative failure rates, failure mode
distributions and diagnostic capability of the respective failure detection and
prevention measures in a system.

1.1.4 Fault injection technique

From a general point of view, the fault injection technique [47] is used to
evaluate the performance of a system in the presence of a fault (e.g. in terms



Fault injection into | Circuit representation Fault coverage Effort
Hardware +

Emulation + 0 -
Simulation 0 + +
Formal model - 0 -

Table 1.1: Qualitative comparison of advantages (+) and disadvantages (-)
of different methods to conduct the fault injection.

of diagnostic capability) [48] and cause-consequence relationships between
faults and their effects [49]. Fault injection technique is reportedly conducted
hardware-based [50, 51], emulation-based [52, 53, 53], simulation-based [54,
55, 56] and formal-model-based [57, 58], see tab. 1.1. In the following, they
are evaluated respective to their capabilities in circuit representation, fault
coverage and effort for fault modelling and injection. Fault coverage refers
to the capability to address any desired device or node in the circuit for fault
injection.

While by hardware-based fault injection obviously a very high circuit
representation is obtained, a limited number of nodes can be addressed for
fault injection, thus a low fault coverage. Additionally, high effort is required
to conduct the fault injection campaigns (e.g. Design-for-Test [59]). Only
externally caused faults at primary input and output ports can be injected
as well as at test ports, designed for this purpose.

In the emulation-based fault injection, the circuit RTL code including
the fault models are first synthesized on a Field Programmable Gate Array
(FPGA). With this technique, the performance of the circuit can be evaluated
in real-time [60]. However, it is associated with high effort to conduct a fault
injection campaign and is limited to digital circuits only. Additionally, the
correlation between gate-level and RTL fault models is limited to stuck-at
faults but not for example for bridging faults [61].

Simulation-based fault injection incorporates a circuit netlist as a model
and a Simulation Program with Integrated Circuit Emphasis (SPICE) sim-
ulator [62]. This technique offers a variety of abstraction capabilities of the
circuit for the benefit of lower simulation time. The fault coverage is very
high as any node and device in the netlist can be addressed for fault injection.
Compared to the other approaches, low effort for fault injection is required.
However, the main disadvantage of simulation-based fault injection is that it
is computation intensive.

For the formal-model-based fault injection, first a model of the circuit and



fault models are developed which are described in a formal language. This
is generally associated with modelling effort. Moreover, large-scale complex
circuits and analog circuits boost up the formal model and make it intractable
and impractical for use for fault injection [58].

1.1.5 Concepts and definitions of the ISO 26262

The compliance of a product with the functional safety standard for road
vehicles, ISO 26262, is determined for items of the vehicle. Items are defined
to implement safety-related functions at the vehicle level and can be regarded
as isolated from the rest of the vehicle. The standard [4] provides further
concepts and definitions which are described in the remainder.

Hardware design

The item is divided into different element types based on the level of detail:
(sub-)systems, components, hardware parts and software units. Moreover, it
is generally comprised of at least one system which is composed of at least
one sensor, one controller and one actuator. Each of them is called a com-
ponent. Components are composed of at least one hardware part (HW-part)
or software unit (SW-Unit). In addition, elements comprised of lower-level
HW-parts from electrical/electronic technology are also called components.

Fault, error, failure relationship

Faults are physically present in the hardware and cause an error which may
propagate to a failure at the item level. A failure at the level of a hardware
element is a hardware element fault at the item level, see fig. 1.5. An error
is the deviation of a function implemented by a hardware element from its
nominal function. A failure is the malfunctioning behaviour of a hardware
element and a failure mode defines the manner in which a hardware element
fails.

Based on random causes or systematic causes, failures in the hardware are
distinguished into random hardware failures (RHFs) and systematic hard-
ware failures, see fig. 1.6. Latter are due to deterministic issues in the
hardware and can only be eliminated by re-design or change of the respective
issues. RHF's on the other hand are due to physical processes including wear-
out, environmental stress and physical degradation. Moreover, the standard
addresses independent random hardware failures. That is, the probability
of occurrence of two independent failures P4p is the product of each single
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Figure 1.5: Faults, errors and failures in the hardware design [4].

failure probability P4 and Pg. Random hardware failures may occur unpre-
dictably during application with a non-zero failure rate and are assumed to
follow the exponential distribution

r l—e ™ ifr>0
F(z) = t)dt = ' - . 1.2
(@) /_oo A {07 ifr<0 (12)

Types of safety requirements

In the concept phase of the safety life-cycle, possible hazardous events due to
a RHF at the vehicle level are identified by a Hazard and Operability Anal-
ysis (HAZOP) and respective safety goals (SGs) are formulated. Thereby,
hazardous events are assessed based on their severity, probability of exposure
and controllability. Finally, an Automotive Safety Integrity Level (ASIL) for
the avoidance of the hazardous event is derived which is based on this as-
sessment and assigned to the respective SG. An example of a SG formulation
is “Awvoid deep discharge of any battery cell, ASIL D”. In this example, the
violation of the SG may cause the corresponding hazardous event “deep dis-
charge of any battery cell” to occur. This occurrence must be prevented by
utilizing prevention measures required to achieve ASIL D. Thus, SGs are
top-level requirements which are assigned to the item.
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Figure 1.6: Classification of system failures.

At a lower level of the hardware design, functional safety requirements
(FSRs) are assigned to the elements in the hardware architecture. Compli-
ance with FSRs is necessary to achieve the SGs. FSRs are independent from
the hardware detailed design and implementation and are thus formulated
at an early stage of the safety life-cycle.

At the level of the hardware detailed design, technical safety requirements
(TSRs) are derived to implement the FSRs. TSRs comprise requirements
for hardware as well as software. The hardware-related requirements of the
TSRs are isolated from the software-related requirements in the hardware
safety requirements (HSR). HSR are formulated with respect to the hardware
implementation.

Failure mode classification

Failure modes are classified based on their potential to violate safety goals
at the item level and their detectability by safety mechanisms. The classes
are:

e Single-point fault (SPF) Causes a safety goal violation if no safety
mechanism is implemented in the item.

11



e Residual fault (RF) Causes a safety goal violation in the presence
of a safety mechanism which does not detect or control it.

e Multiple-point fault, latent (MPF,L) Singly not detected or per-
ceived but violates a safety goal in combination with another fault.

e Multiple-point fault, detected (MPF,D) Singly detected but vio-
lates a safety goal in combination with another fault.

e Multiple-point fault, perceived (MPF,P) Singly perceived but
violates a safety goal in combination with another fault.

e Safe fault (SF) Cannot cause singly or in combination with another
fault a safety goal violation; or does not occur in a safety-related hard-
ware element.

The total failure rate A for the hardware element is the sum of all faults

A= Agpr + App + Aupr + Asp. (1.3)

Safety mechanisms and diagnostic coverage

Safety mechanisms are active or passive components in the item which detect
and prevent RHFs from violating a safety goal. The diagnostic coverage
(DC) quantifies the proportion of the hardware element failure rate of RFs
and latent MPFs faults in percentage which are detected or controlled by the
safety mechanisms, see equations 1.4 and 1.5, respectively.

A
Kpcrr = (1 — %) -100 (1.4)

A
Kpcaprr = (1 — %) - 100 (1.5)

For the purpose of subsequent hardware architectural metrics calculation,
the standard proposes two approaches for DC quantification. One approach
is to use a conservative DC value proposed by the standard itself with respect
to the type of safety mechanism implemented in the design. Thereby, the DC
estimates Kpcrr and Kpcmpr.r, are used to calculate the failure rates Agp
and Avpr 1, which are required for hardware architectural metrics calculation.
However, generally the conservative DC values are considered too pessimistic
and may degrade the hardware design, unnecessarily. To avoid this, a second
approach is proposed for DC quantification which is based on the failure
mode classification of each individual failure mode of the hardware element
in order to obtain the failure rates Agp and Aypp, for diagnostic coverage
calculation.

12



ASIL | Random hardware failure rate target values
D <10 %"
C < 107!
B <107h"

Table 1.2: Possible target random hardware failure rates [4].

Hardware architectural metrics

Hardware architectural metrics quantify the overall effectiveness of the item
against random hardware failures. It accounts for the diagnostic coverage
of safety mechanisms as well as for the hardware designs inherent reliability.
The hardware architectural metrics respective to single and multi-point faults
are calculated using the equations

> sr.uw (AspE + Arr) B > _sr.aw (Avpr + As)

Hgppy =1 — = (1.6)
ZSR,HW A ZSR,HW A
o 2swawbawern)  Yswnw(apep +Aupep +As)
o YorawA = Aser — Arr)  Dgraw(d — Aser — Awr)
(1.7)

where sum of all safety-related random hardware (SR,HW) failure rates
are considered. A high hardware architectural metric indicates high effec-
tiveness of the item against random hardware failures.
ASIL achievement
The achievement of the required ASIL is assessed for the item based on the
1. sum of all safety-related random hardware failure rates » gy yw A and
2. hardware architectural metrics Hgppy and Hipyg.

Possible target values for the failure rate and hardware architectural metrics
are proposed by the standard and listed in tables 1.2 and 1.3, respectively.

Fault modelling and fault injection

In terms of fault modelling, the standard addresses only independent random
hardware failures, see fig. 1.6 [4]. That is common-cause and cascaded
failures are excluded from design verification and safety analysis. Moreover,
the generic fault models to be covered are determined by
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Hardware architectural metrics | ASIL B | ASIL C | ASIL D
Single-point fault metric >90% | >97% | > 99%
Latent-fault metric >60% | >80% | > 90%

Table 1.3: Possible target hardware architectural metrics [4].

e device failure modes,

e layout-dependent shorts and opens (also “direct-current (d.c.)” fault
model), and

e soft transient errors.

In the standard, the simulation-based verification using the fault injection
technique is explicitly required for the design verification (hardware or sys-
tem) for completeness and compliance with safety requirements.

System-level and hardware-level design verification The simulation-
based verification is required in the product development phase (part 4) for
system design verification (part 4, 7.4.8) and hardware design verification
(part 5, clause 7.4.4). At system level, it is an obligatory (shall ++) re-
quirement to achieve ASIL D or C. The target is to verify the system design
for completeness with the technical safety concept and for compliance with
technical safety requirements. At the hardware level, it is an optional (should
+) requirement to achieve ASIL D or C. The target is to verify the hardware
detailed design including safety mechanisms for compliance and completeness
with hardware safety requirements.

Non-conservative determination of diagnostic coverage In part 5,
the standard proposes the generic fault models to be considered for the non-
conservative determination of diagnostic coverage. The proposed fault mod-
els are distinguished depending on the type of hardware element type and
the target diagnostic coverage which must be achieved. With respect to the
target diagnostic coverage, different fault models must be considered.

Complement to fault injection hardware tests Generally, the fault
injection technique is proposed as a hardware test to verify the complete-
ness and correct implementation of safety mechanisms with respect to the
hardware safety requirements (part 5, clause 10.4.5). However, as fault cov-
erage of hardware-based fault injection is very low, this is only feasible for
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a limited number of faults which can be introduced in a hardware test. To
address this, the fault injection is alternatively proposed to be applied on a
model of the hardware, e.g. gate-level or transistor-level netlist for which the
hardware response can be simulated.

1.2 Motivation

Simulation-based functional verification of analog/mixed-signal designs is an
important task within IC development. However, the state-of-the-art does
not elaborately incorporate the safety-related functional verification in the
presence of possible random hardware failures in the circuit. This gives rise
to utilize the fault modelling and fault injection technique in this context.
Moreover, compliance with ISO 26262 explicitly requires the fault injection
technique for system and hardware design verification if informal safety anal-
ysis methods (e.g. FMEA, FTA) are not considered sufficient, also see Annex
A A.3.8.2 Verification using fault injection simulation [4]. Additionally, the
diagnostic coverage of safety mechanisms is an important factor in hardware
architectural metrics calculation and consequently determines the compli-
ance with the target ASIL. Therefore, it must be quantified accurately. For
a generic set of safety mechanisms, the standard proposes diagnostic cover-
age values which are conservative estimates. This means for example that a
safety mechanism in an actual design may be much more effective, but by
using the conservative value it is degraded for no rational reason. In this
context, fault simulation can be utilized to provide a rationale for evidently
increasing the diagnostic coverage.

1.3 Challenges

The implementation of the pre-silicon safety-related functional verification
into the IC development process is associated with a number of challenges in
terms of feasibility. The main challenges are explained in this section.

Contrary to the digital domain, for analog fault injection there is gen-
erally no well-established methodology. This is mainly due to the difficulty
regarding the definition of analog fault models/coverage. Consequently, it is
difficult to quantify simulation fault coverage in order to express how well
the circuit is exercised by simulation of all possible analog faults.

The analog fault injection technique is not a state-of-the-art automated
feature of commercially available CAD tools. However, in order to achieve
a high verification confidence, extensive fault injection is necessary which is
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manually not feasible.

Although the transistor-level /gate-level circuit is suited to achieve high
verification confidence, its simulation is computationally demanding if the
circuit is complex (e.g. at system level). In order to tackle the simulation
time, an adequate fault simulation methodology is required.

1.4 Scope of this thesis

The scope of this thesis is to investigate the fault injection technique for
safety-related functional verification of automotive Smart Power ICs and
therein particularly analog/mixed-signal devices. Based on the state of the
art in the analog verification methodology and the fault injection technique,
concepts and definitions from the ISO 26262 [4] are used to develop a method-
ology.

The objectives of this thesis are to achieve high confidence of verification
and high quality of safety analysis. Therefore, fault injection and simulation
at the gate-level and transistor-level is addressed. However, due to long sim-
ulation times and unacceptable manual effort, this is particularly challenging
for complex circuit designs and top verification. The work presented in this
thesis addresses to tackle these challenges.

1.5 OQOutline

The thesis is divided into seven main chapters.

Chapter 2: Related work

Based on a literature research, the related work in the fields of computer-
aided safety analysis and simulation-based fault injection is presented. Sub-
sequently, a summary is provided.

Chapter 3: Development of a fault simulation environment

A concept and implementation of an automatic fault injection technique in
the @ Virtuoso® CAD tool is described. An object-oriented fault model li-
brary and a fault injection algorithm is described. The approach is capable of
injection of device-dependent, layout-dependent and functional fault models.
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Chapter 4: Safety-related functional verification

The scope of the safety-related functional verification within the ISO 26262
is described. Several concepts are described in order to facilitate this in a
simulation-based approach. A verification plan is derived from the functional
verification plan and the FMEDA. The extraction of hardware architectural
level fault models from the FMEDA using the functional fault modelling
technique is described. This approach is extended from analog electrical to
analog heterogeneous systems.

Chapter 5: Fault grouping approach for hierarchical fault injection

A fault grouping approach is proposed for hierarchical fault injection in mod-
ular and hierarchical designs. The technique exploits functional fault equiv-
alence at component level and reduces the fault list for top verification. The
chapter is divided into two parts: component-level fault injection and fault
grouping algorithm. The fault grouping algorithm allows to reduce the fault
list based on a hierarchical clustering algorithm and quantitative criteria for
the adequacy of the set of fault groups.

Chapter 6: Evaluation of soft faults by global sensitivity analysis

For the evaluation of the effects of soft (parametric) faults, an approach
based on global sensitivity analysis is proposed. Randomized fault injection
is exercised at component level to identify statistically significant soft faults
based on their contribution to the output response’s variability. Eventually,
the fault list for soft faults is reduced by eliminating statistically insignificant
faults. Based on the global sensitivity analysis approach, a metric for the
simulation fault coverage is proposed.

Chapter 7: Experimental results

Experimental results are presented for two safety-related automotive circuits.
First, a Lithium-ion cell monitoring and balancing module is considered
which is part of a high-voltage battery management system. In the sim-
ulation test bench, the module including Lithium-ion cells are represented
by behavioural models. Using the simulation-based fault injection, failure
modes extracted from the corresponding FMEDA are classified in accordance
to ISO 26262 with respect to variations in the application parameters.
Second, a low-side gate-driver circuit module is considered which is part of
a safety-related automotive System-on-a-Chip. In the simulation test bench,
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the module includes RTL logic and analog/mixed-signal components at cir-
cuit level. Initially, the safety-related functional verification in terms of com-
pliance with safety requirements and effectiveness of safety mechanisms is
demonstrated. Subsequently, the fault grouping algorithm is executed for
analog/mixed-signal components of the module. Finally, soft fault models
of MOSFET stuck-open and stuck-shorts are investigated in terms of global
sensitivity analysis and statistical significance testing.

Chapter 8: Conclusion and outlook

In the final chapter, the presented work is concluded and future work is
proposed.
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Chapter 2

Related work

In this chapter, the related work on computer-aided safety analysis and
simulation-based fault injection is presented. Subsequently, a summary is
provided.

2.1 Computer-aided safety analysis

With increasing system complexity, informal safety analysis methods, like
FMEA and FTA, become more complex. As a result, the safety analysis be-
comes error-prone [63]. To address this, computer-aided safety analysis meth-
ods are proposed. Research in this field addresses high-level and low-level
model-based approaches. From a general point of view, their common pur-
pose is to support safety analysis in terms of evaluation of cause-consequence
relationships between faults and effects in a system.

2.1.1 High-level model-based approaches

High-level model-based safety analysis methods use a system model in a
high-level description language, like Unified Modelling Language (UML) [64,
65]. Based on this model, safety analysis is automatically executed in a
formal manner using software tools [66]. By using dedicated model-checking
algorithms, the model can be directly translated into into an FMEA or FTA
[67]. Initially, the system model is not necessarily available and must be
created manually. This issue is addressed in recent work by automatic safety-
related system modelling using a model-to-model transformation algorithm
[68].

Nevertheless, high-level model-based approaches scale not very well and
thus are not suited to accurately represent more complex systems, like SoCs

19



[69]. This is addressed by low-level model-based approaches.

2.1.2 Low-level model-based approaches

Low-level model-based approaches are based on a physical model of the elec-
trical, electronic and programmable electronic system. For this purpose, the
gate-level and transistor-level netlists can be used. The evaluation of cause
consequence-relationships between faults and effects is based on fault simu-
lation results using for example a SPICE simulator.

In [49], a hierarchical fault simulation approach for large and complex
systems is proposed in order to identify all failure modes of the components
in the system. In this context, the authors emphasize the importance of
low-level modelling and fault simulation for safety analysis in order to obtain
accurate results of the effects. The simulation results are subsequently used
to build an FMEA table.

For digital systems, simulation-assisted FMEA approaches are proposed
[70, 63]. The system modelling and fault simulation is executed using high-
level behavioural modelling languages particularly for digital systems, like
for example SystemC [56, 71].

In multi-disciplinary (heterogeneous) systems like Micro-Electromechanical
Systems (MEMS), low-level fault simulation is proposed in [72]. Their ap-
proach incorporates the gate-level and circuit-level netlist together with be-
havioural modelling of non-electrical parts in the system with the hardware
description language VHDL-AMS [33].

2.2 Digital fault simulation

In the digital domain, the fault simulation is a well-established method. It
plays an important role in the Automatic Test Pattern Generation (ATPG)
for structural testing of digital circuits [73]. The availability of discrete stuck-
at fault models, that is stuck-at-1 and stuck-at-0, allows in this context for
quantification of the respective structural fault coverage.

2.2.1 Fault collapsing

At the logic gate level, all gate input and output nodes are considered fault
sites for fault occurrence. The structural fault list comprises two structural
faults (sal, sa0) for each fault site. Additionally, potential bridging faults
among the gate nodes can be considered which are not covered by the struc-
tural fault list. The fault collapsing technique is used to reduce the fault
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list to a reduced fault list. For structural faults, the structural fault collaps-
ing technique is applied [74, 75] and for bridging faults or circuits including
fanout branches, the functional fault collapsing technique is applied [76, 77].
Structural fault collapsing is based on the logic gate-level circuit topology.
However, functional fault collapsing involves fault simulation to determine
functional equivalence among the faults in the fault list. Two faults are
functionally equivalent, if they cause the same malfunctioning behaviour ob-
servable at the primary outputs of the circuit. Typically, first structural
fault collapsing is applied to the parts in the circuit topology without fan-
out branches. Subsequently, functional fault collapsing is applied in order to
further reduce the equivalence and dominance collapsed fault list [78].

2.2.2 Digital fault modelling and injection

Fault modelling and injection in the digital domain can be distinguished
into three techniques based on simulator-commands [71], saboteurs [79, 61]
and mutations [80, 79]. The simulator command technique, injects a fault
during simulation time to the circuit by forcing an arbitrary logic signal or a
model parameter to the desired faulty value. The saboteur technique refers
to manipulating the circuit for malfunctioning behaviour by adding a fault
model instance, the saboteur, which acts at the interface signals of existing
instances in the circuit. Finally, mutation refers to the manual manipulation
of an instance for malfunctioning behaviour. For fault simulation, the original
component is replaced in the circuit by its mutant counterpart. Eventually,
the techniques are complementary and usually combined [81].

2.2.3 Simulation speed-up

The long simulation time of complex digital circuits at the gate-level [82]
makes it out of the question for extensive fault simulation. Before synthesis,
model abstraction is considered for early fault injection campaigns [82]. Com-
mon abstraction methods reported in this context are the RTL [82, 83, 84, 85],
behavioural level [86, 87, 88, 89, 90] and transaction level [54, 48, 54].

The concurrent simulation method is a prominent approach to the reduc-
tion of simulation time in digital circuits by changing the simulator’s source
code [91]. It is extended in the context of fault simulation in order avoid
re-simulation of some parts of the circuit model, which are not affected by
the injected fault [92, 93].
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Figure 2.1: Classification of analog circuit faults with +5% tolerance for
deviation from nominal [5].

2.3 Analog fault simulation

The analog fault simulation differs from the digital counterpart due to the
absence of a discrete set of universally valid fault models. For example, a
short-circuit fault may require a number of simulations with probabilistically
varying short-circuit resistance values [94, 95]. This complicates the

e definition of analog fault coverage [96, 97, 98] and

e cxecution of structural fault collapsing and structural testing [99, 100].

Another inherent ambiguity is related to detecting and classifying a fault
based on the resulting circuit output signal failure. With time-/value-continuous
signals and voltage-current duality it may be not straightforward to define
a discrete cut-off condition for the faulty and the fault-free output response.
Thus, the severity of the failure is commonly expressed by the percentage of
deviation of a certain attribute (e.g. amplitude) from the nominal output
response, see fig. 2.1 [5].

2.3.1 Analog fault classification

Analog faults are classified based on their effect on the primary circuit output
signals into two categories [101], see fig. 2.1) [102]:

e Hard faults, also “catastrophic faults”, cause an inoperable circuit
state, e.g. breakdown of a function like analog-digital conversion.

e Soft faults, also “out-of-specification faults”, cause a circuit operation
outside acceptable specification limits, e.g. introduction of delay times.
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In addition, fault occurrence is distinguished by means of fault classification
based on the fault timing into two classes [47]:

e Permanent faults occur at some point in time and are persistent, e.g.
short-circuit of signal paths.

e Transient faults occur at some point in time as a single event and
disappears after some time or occurs periodically, e.g. power supply
disturbance.

Analog fault modelling

The inductive fault analysis (IFA) is a well-established technique to de-
rive potential opens and shorts due to variations in the fabrication process
[103, 104, 105]. It is based on defect statistics and a layout-level analysis of
adjacent signal paths [106]. Due to its computation-intensive algorithm, IFA
is difficult to directly apply for complex circuits [107, 108].

More recently, an alternative layout-based analog fault modelling is re-
ported which uses the parasitic extraction method [109] to derive potential
opens and shorts [110]. This approach is motivated by the fact that the in-
creasing trend in technology down-scaling cause parasitic effects which may
cause faulty behaviour. In essence, a high parasitic resistance of a long signal
path indicates a high likelihood for occurrence of an open and a high parasitic
capacitance between two adjacent signal paths indicates a high likelihood of
occurrence of a short. Based on the parasitic values, relative likelihoods for
opens and shorts fault occurrence is calculated [111].

Circuit-level fault modelling Circuit-level fault models cover signal path
defects [107, 94, 95], parametric faults of device parameters [112] and compact
fault models for physical fault modelling of a device [113, 39].

Device-specific fault models Fault models for semiconductor devices
are proposed with respect to the technology. For bipolar junction transistors
(BJTs), commonly six resistive fault models are considered, three high-ohmic
in series (open-circuit fault model) and three low-ohmic in parallel (bridging
fault model) at the respective emitter, collector and base nodes [102]. For
MOSFETS, the common fault models at the switch level are the resistive
stuck-open and stuck-short fault models [98]. At a lower level, six resistive/-
capacitive fault models (series and parallel) respective to the drain, gate
and source nodes are considered [101, 114]. The authors in [102] propose a

23



standard set of technology-dependent fault models, denoted

Nup =2(R+C+ M)+ 6B, (2.1)

Nep = 2(R + C) + 2B, (2.2)

where Ngr is the number of structural faults, Ngr is the number of para-
metric faults. R, C', M and B are the is the number resistors, capacitors,
MOS transistors and bipolar transistors in the circuit. Therein, only two
fault models for MOS transistors are considered, i.e. stuck-open and stuck-
short.

To cover wear-out failure mechanisms, like time-dependent dielectric break-
down of a MOSFET, the compact fault modelling technique is proposed
[113, 39]. Thereby, the original device is replaced in the netlist by the cor-
responding compact fault model. The compact fault model is composed of
other compact device models, e.g. MOSFETS, capacitances, resistance, volt-
age and current sources, cte.

Opens and shorts Opens and shorts may be tractable at component
level, however at system level, faults can be totally masked in the error
propagation path in analog/mixed-signal circuits [107]. Contrary, weak (also
“soft”) opens and shorts can cause the circuit to function poorly and must
be handled respectively, e.g. by a built-in fault diagnosis [107, 115, 116].
The soft open/short faults are simulated in a randomized manner, based on
probability density functions (PDF) of potential open and short resistance
values [94, 95].

Parametric degradation faults Due to production process fluctua-
tions or, at a later stage of product-life, due to ageing and wear-out, some
devices can be subject to parametric degradation. Parametric device faults
are based on the respective PDF's of parameter values. Commonly, the pa-
rameters are assumed to be normally distributed with mean p being the
nominal parameter value which is subject to some variance o [39]. Typically,
the £ 1o up to pu 4 30 values are considered within acceptable limits and
the faulty variation to be the +60 values [102].

Functional fault modelling For functional fault modelling, the circuit
is divided into components and each component is considered as a black-
box [107]. Based on the assumption that any fault which occurs inside the
component propagates to its inputs or outputs, the fault models are injected
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directly at the input and output nodes of the components. The fault models
are typically modelled in order to violate the component specification limits
[117, 118]. Although, functional fault modelling has been validated [118],
the overall performance is questioned regarding insufficient correlation of
functional fault models to more realistic transistor-level fault modelling [107].

2.3.2 Model abstraction techniques

Abstraction techniques are utilized to reduce the fault simulation time. Ad-
ditionally, at the beginning product development (e.g. concept phase), the
circuit-level design may not be available to be used for fault injection. There-
fore, model abstraction techniques are proposed which allow for fault simu-
lation at an early design phase.

Macro modelling

In [119, 120, 121, 122] macro modelling is proposed to replace the original cir-
cuit by an equivalent circuit. The equivalent circuit is typically composed of
a smaller number of devices and simplified voltage and current source primi-
tives. Fault simulation time can be reduced at the cost of an “acceptable loss”
of accuracy [119]. However, this approach requires parameter estimation for
the macro-models and the macro models must be created manually.

Behavioural-level modelling

Behavioural-level models (BLM) of analog circuits using analog hardware
description languages (AHDL) is a widely accepted technique to support ver-
ification activities of analog/mixed-signal systems [123]. Due to significant
savings in simulation time and adequate correlations between the transistor-
level circuit and BLM, it has become a common method to support fault
modelling and simulation activities [124, 125, 126, 127, 128]. Different mod-
elling languages are reported for this purpose, for example Cadence-Verilog-
A (previously Cadence-AHDL [118]), SystemC-AMS [71], Verilog-A [129],
Verilog-AMS [130] and VHDL-AMS [126].

Hierarchical analog fault simulation using BLMs simultaneously with the
circuit-level netlist is multiply reported [131, 55, 132]. In these approaches,
BLMs are typically used to propagate the failure of a faulty circuit-level
component throughout the design hierarchy to the primary outputs of the
system-level circuit. Generally, BLM approach is considered to be less time
consuming regarding the modelling aspect compared to the macro-modelling
approach [133]. In a more complex approach reported in [134], both BLM
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and macro-models are fault simulated together which enables the reduction
of fault simulation time compared to transistor level with same accuracy
regarding simulation results.

As the manual (static) fault modelling in AHDL means additional mod-
elling effort, statistical fault modelling is proposed to automatically generate
a faulty component in AHDL based on statistical fault simulations at circuit
level [114, 135, 136, 137, 138]. The general approach is to exercise exhaus-
tive Monte-Carlo fault simulations at circuit level and to train a regression
function implemented in AHDL with the simulated data.

2.3.3 Analog functional fault equivalence

The analog functional fault equivalence technique is similar to its digital
counterpart. For fault simulation in complex systems, fault groups with func-
tional equivalent faults are identified at the component level and exploited
in order to reduce the number of faults to simulate at the system level. It
is determined by the similarity of component output responses, subject to
different faults.

Fault grouping algorithms

This approach was firstly proposed in [139] for efficient fault simulation and
diagnosis of analog/mixed-signal circuits. Based on the component simula-
tion data, two different numeric techniques are proposed to determine the
fault groups, namely a

e k-means clustering algorithm [139, 140] and
e fault stratification algorithm [141, 142, 143].

The main disadvantage of the fault stratification algorithm is that the criteria
for fault equivalence is the similarity of distance of the faulty to the nominal
circuit response. Two faults which have similar distance to the nominal
response are not necessarily similar to each other. This is a misconception
which is generally avoided in distance-based clustering algorithms [144] and
must be considered for the fault grouping technique [116].

Validation of fault groups

The mentioned publications do however not report any objective validation
method for choosing an adequate number of fault groups. That is, the validity
of the collapsed fault list is based on engineering judgement. In [114] the
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optimal number of fault groups is addressed by means of external cluster
validation [145]. Therein, the optimal number of fault groups is obtained by
comparing the fault groups with a user-specified ground-truth. A validation
index is used which has been introduced previously in [146] based on the
Mutual Information criterion [114]. The disadvantage of this approach is
however, that external cluster validation is based on a ground-truth, that is
prior knowledge on how the data can be divided into an adequate set of fault
groups. Furthermore, cluster validation based on the Mutual Information
criterion states a computation-intensive statistical method, for which a large
sample size (i.e. high number of fault simulation runs) is required. However,
fault simulations are generally subject to long simulation times and hence
may not be suited for this cluster validation method in a straightforward
way. Therefore, the authors propose a re-sampling technique called Bootstrap
[144] to avoid exhaustive Monte Carlo simulations. The use of the Bootstrap
technique in the context of fault simulation is proposed in [147].

2.3.4 Simulator-dependent techniques

The concurrent analog fault simulation technique [148] is based on the as-
sumption, that the iterative calculation of the currents at certain circuit
nodes using the Newton-Raphson loop [149] need not to be calculated re-
peatedly for each fault simulation if the respective node is not affected by
the fault model. Several other approaches are reported which are based on
concurrent fault simulation in [150, 151]

Another technique to speed-up fault simulations in the context of defect-
oriented testing is the Fault Sensitivity Analysis method [152, 153, 154]. In
this approach, the main objective is to determine the detectability of faults
and not necessarily the continuous waveform of the output failure. According
to the authors in [154] this achieves over 1000 times simulation speed-up
compared to the conventional transient analysis.

2.4 Heterogeneous fault simulation

Heterogeneous systems are composed of components from different physical
domains, e.g. electrical, mechanical, thermal, etc. To simulate such sys-
tems, the simulator must be capable of solving equations from these domains.
Some commercial tools which allow simulation of heterogeneous systems are
Cadence’s AMS-Designer [155] and Mentor Graphics’ ELDO [156] in com-
bination with the hardware description language VHDL-AMS [32], Analogy
Inc.’s SABER [157] with the behavioural language MAST [158] and SMASH
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with the behavioural language ABCD [159].

In [49, 160, 161, 162] a fault simulation methodology for MEMS is pro-
posed. The fault injection in [49, 160] includes fault models obtained from
the device failure modes of an FMEA.

2.5 Summary

The computer-aided safety analysis allows to automatically evaluate the
cause-consequence relationships between faults and effects by using a model-
based approach. However, the accuracy and scalability of this approach
depends on the model complexity. High-level modelling and evaluation in a
formal manner lacks accuracy and scales poorly for complex analog/mixed-
signal circuits. For this purpose, low-level modelling and evaluation in a
simulation-based manner is suited. However, the simulation time of the cir-
cuit netlist must be addressed by an adequate methodology.

Several techniques are reported in order to tackle the long simulation
time. These are the model abstraction techniques, the analog functional
fault equivalence techniques and simulator-dependent techniques. However,
the simulator-dependent techniques apply only for proprietary simulators for
which the simulator algorithm can be changed.

Contrary to the digital domain, there is no discrete set of universally valid
fault models in the analog domain. This makes it difficult to estimate for
example the fault coverage of fault simulation. Nevertheless, in the literature,
fault models are proposed with respect to the problem they address, like
signal path defects, device degradation, device wear-out, etc.

In a safety-related context, an automotive ECU at the system level may
generally comprise components from other domains than analog electrical,
for example mechanical, thermal, etc. For the evaluation of the cause-
consequence relationships between faults and effects, it is important to also
model such components in the simulation test bench. Moreover, in the pres-
ence of a malfunctioning behaviour of for example a mechanical component,
it is required to evaluate the integrity of the safety-related ECU. Therefore,
fault modelling in the heterogeneous domain can be considered.
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Chapter 3

Development of a fault
simulation environment

In order to facilitate the safety-related functional verification, an adequate
fault injection and simulation environment is required. The presented ap-
proach is developed within the CAD tool Cadence® Virtuoso®. It includes a
fault model library which is in accordance with the ISO 26262 requirements.
Additionally, different approaches to automatic fault injection are discussed
of which one is implemented and used throughout this thesis.

3.1 Elements of the fault simulation environ-
ment

Commercially available CAD tools cover many of the functionalities and au-
tomated steps, required to execute simulation-based functional verification.
Such functionalities are also useful for safety-related functional verification.
Moreover, the fault injection technique must be integrated into the CAD
tool. For this purpose, the simulation environment must be extended by
additional new elements. In fig. 3.1 the minimum required new elements are
coloured in grey. They interact with the regular elements using respective
interfaces. The new elements can be described as:

e Fault list generation The fault list specifies the faults to be con-
sidered for fault injection. The fault list comprises fault models from
relevant sources like failure modes of devices, technology data, layout-
level analysis or other relevant sources.

e Fault model library The fault model library covers the faults spec-
ified in the fault list. It can be integrated into the CAD tool in the
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Figure 3.1: Elements of the mixed-signal simulation environment with inte-
grated facility for fault injection.

same manner as a regular design library.

e Faulty netlist The faulty netlist is based on the regular circuit netlist
but includes a fault model.

e Fault injection The fault injection is the procedure which generates
the faulty netlist from the regular netlist by using the fault list and the
fault model library.

¢ Report and safety-related checks A report which documents safety-
related simulation results by using for example checkers.
3.2 Circuit-level fault modelling

Circuit-level fault models cover
e signal path defects and

e device (transistors, resistors, etc.) failure modes.
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Signal path defects are modelled using resistive and capacitive fault models.
Device failure modes are modelled either by changing the connectivity of
the device pins or by changing the device model parameters. Alternatively,
more elaborate fault models can be used, like for example the compact fault
modelling technique [113, 39].

In terms of the ISO 26262, circuit-level fault models are used for fault
injection at the hardware-detailed level.

3.3 Functional fault modelling

For functional fault modelling, the hardware element considered to experience
a failure is handled as a black box. Functional fault models are injected at
the interface signals of the component in order to initiate a faulty behaviour
in the circuit. Fig. 3.2 demonstrates the circuit-level and functional fault
modelling techniques (b and c). Therein, a stuck-at high failure mode of a
low-side gate driver circuit is realized using both techniques. The functional
fault model is a circuit, composed of two ideal switches S7 and S2 and a DC
voltage source. The behaviour of the functional fault model can be controlled
by the switches:

e S1 open, S2 closed: stuck-at high

e 51 closed, S2 open: nominal circuit behaviour

e 51 open, S2 open: high-impedance output

e S1 closed, S2 closed: short-circuit (interconnection)

Functional fault models can be added to the fault model library by design-
ing them to be generic and suited for re-use in other circuits and hardware
elements. In the example of the functional fault model this can be achieved
by a soft-coded high-voltage potential VHigh and to allow to set VHigh,
S1 and S2 externally without having to change the implementation of the
functional fault model. Additionally, the functional fault model covers four
different failure modes for which only a single instantiation of the fault model
in the circuit is required.

In terms of the ISO 26262, functional fault models are used for fault
injection at the hardware-architectural level.

Re-usability and representativeness

For analog circuits, the analog hardware description languages (AHDLs) are
suited for designing functional fault models. Parameters can be passed to the
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Figure 3.2: Circuit-level and functional fault modelling on a low-side gate-
driver example.

model in a generic way and an arbitrary level of abstraction of the fault model
can be achieved. A high-level abstraction improves re-usability and allows
to keep the circuit complexity from blowing up and thus reduces simulation
time. However, these benefits come at the cost of increasing convergence is-
sues during simulation (e.g. high ‘21—? of a digitally controlled analog variable)
[36]. Thus, adequate measures to prevent such issues must be implemented
in the functional fault model or the simulator. Additionally, the representa-
tiveness of the fault model in terms of its ability to behave like the real failure
mode decreases with increasing level of abstraction. Therefore, a compromise
regarding re-usability and representativeness must be achieved.

Implementation and performance

The functional fault modelling technique is advantageous when behavioural
level or macro models of components are used. Such models describe the
component in a more functional and less detailed way by collapsing a number
of devices to one or neglecting some devices completely. Thus for the fault
injection, some fault sites are missing at the circuit level. In these cases,
the functional fault model can be used, as it requires no knowledge on the
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implementation of the component.

However, the main disadvantage of the functional fault model is that
by acting only at the interface signals of instances, usually at one output
signal, it is difficult to be used when a failure mode depends on input signals.
Additionally, hardware elements with multiple outputs may experience a
failure of more than one output signal. Thus, two simultaneous functional
fault models are required for each output signal and each must be set to
simulate a different failure mode.

Transient fault models

Transient faults in the digital domain are typically modelled by bit-flips,
transients or single-event upsets. Therein, transient faults caused by alpha
particles are typically considered which are formally modelled by a double
exponential function. In most analog and mixed-signal circuits and therein
particularly power electronics, the alpha particle may have small to no effect
on the circuit performance (max. amplitude induced current in the range
of 2 — 10mA for the duration of 100 — 600ps [163]). In analog/mixed-signal
circuits, potential transient failures are power supply disturbances or oscil-
lations e.g. due to a permanent fault in a linear voltage regulator. Here, the
functional fault modelling technique can be applied to inject the transient
failure mode to the component’s output signal. The transient failure pattern
must be known for the parametrization of the functional fault model, e.g.
amplitude, duration, and oscillation frequency, damping factor, etc.

3.4 Implementation of a fault model library

The fault model library comprises circuit-level and functional fault models.
A functional fault model is proposed which is generic regarding the fault
types which can be injected and includes transient failure modes. The con-
cept of the functional fault model design can also be used in other energy
domains. Thus, it can be used for fault injection in heterogeneous systems.
Additionally, the library includes digital fault models.

3.4.1 Electrical domain

For fault injection in the electrical domain, circuit-level fault models and
functional fault models are used.
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Figure 3.3: Some types of hardware parts and fault models.

Circuit-level fault models

Fault modelling at the circuit-level includes resistive and capacitive fault
models as well as parametric fault models. Fig. 3.3 illustrates some circuit-
level fault models for common devices in analog/mixed-signal circuits.

Functional fault models

In 3.4, a schematic of the functional fault model is shown. It is implemented
in VHDL-AMS. The fault model can be configured in a generic fashion by a
set of parameters, see tab. 3.1. The functional fault model can be inserted
to the interface signals of instances (primitives or components). For this pur-
pose, the regular connection of an instance terminal to a net, e.g. net0, is
removed. Subsequently, the fault model is inserted in the schematic by con-
necting point B to the instance terminal and connecting point A to net0. An
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Figure 3.4: Basic schematic of the functional fault model.

Parameter | Description Unit
imject_time | Fault activation time Time in s
nject_end | Fault de-activation time Time in s
ft fault_type = 2: Falling edge duration Time in s
fault_type = 4: Damping factor of oscillation Frequency in Hz
rt fault _type = 2: Rising edge duration Time in s
fault type = 4: Period of oscillation Frequency in Hz
pa fault type = 2: Pulse amplitude Voltage in V
fault_type = 4: Amplitude of oscillation Voltage in V
Sfault_type | =0: no fault,=1: open-circuit,=2: pulse (offset), | -

=3: short-circuit, =4: damped oscillation

Table 3.1: Parameters of the functional fault model.

arbitrary number of short-circuit faults can be realized by using the terminal
pint and connecting parallel resistances resintC, resintD, ..., resintZ to the
respective target short-circuit nets. By setting one or more resistances to

short-circuit values, interconnections to the respective nets can be injected.

Architecture In the basic architecture of the functional fault model, two

voltages and currents are defined:

e vnet and inet: Voltage across and current through ports pi to po

e vint and 7#int: Voltage across and current through ports pi to pint
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The analog signals are digitally controlled by the parameters fault_type,
inject_time and inject_end in if-then-else statements. One fault model re-
spective to the corresponding fault type is defined in one state. The duration
of the fault occurrence is determined by timing parameters inject_time and
inject_end. For a permanent fault, inject_end must be set beyond end of
simulation time.

Fault types and implementation The functional fault model comprises
two structural fault types, the open and short-circuit, as well as two transient
fault types, the pulse-shaped and sine-shaped transients. Additionally, by
de-activating it, no fault is injected, thus the circuit exercises its nominal
behaviour. Generally, the presented functional fault modelling concept is
modular and extendible to cover more than the described fault types.

The fault models respective to the fault type are described in the remain-
der using VHDL-AMS concurrent statements notation [33].

Nominal (fault-free) By setting fault_type to 0, the fault model is
de-activated. For example, this state is the current state until another fault
type is activated after inject_time or de-activated after inject_end. In this
state, the functional fault model shorts pi to po and disconnects pi from pint

—-— ideal short pi to po
—— ideal open pi to pint

Here and in the remainder, ideal opens (i==0.0) and ideal shorts (v==0.0)
are considered. Alternatively, open and short resistances can be defined for
the respective fault type. This state can then be defined by:

1 |vnet == rshortxinet; —-- resistive short pi to po

vint == ropenxiint; -- resistive open pi to pint

Open-circuit The open-circuit fault is activated by setting fault_type
to 1. In this state, the functional fault model disconnects pi from po and pi
from pint by:

1|inet == 0.0; -- ideal open pi to po
i 0.0; —-- ideal open pi to pint
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Pulse-shaped transient This fault model is based on the work pre-
sented in [128]. A pulse-shaped transient disturbance of a voltage signal is
activated by setting fault_type to 2 and is designed using the ramp() func-
tion implemented in VHDL-AMS [33]. In this state, the functional fault
model inserts a non-linear voltage source between the ports pi and po and
disconnects pi from pint by

vnet == —-intV’ramp(rt,ft) —-- ramp voltage between pi and po
iint == 0.0 —-- ideal open pi to pint
Vp : PROCESS(inject) -- digital driver of pulse-shaped transient
BEGIN
intVv <= 0.0;
IF inject = ’'1’ THEN
IF fault_type = 2.0 THEN
intV <= pa;
ELSE
END IF;
ELSE
END IF;

END PROCESS;

The pulse amplitude pa is passed to the variable intV for the duration of
the active fault, indicated by the variable inject set to 1. The ramp function
follows the value of intV with the specified rising and falling edge durations
rt and ft, respectively.

Short-circuit The short-circuit fault is activated by setting fault_type
to 3. In this state, the functional fault model shorts pi to po and pi to pint

—-— ideal short pi to po
—— ideal short pi to pint

Damped sine-shaped transient A sine-shaped transient disturbance
of a voltage signal is activated by setting fault_type to 4 and is designed using
the exp and sine functions implemented in VHDL-AMS. In this state, the
functional fault model inserts a non-linear voltage source between the ports
pi and po and disconnects pi from pint: NOW is a pre-defined function
provided by VHDL-AMS and returns the current simulation time when it is
called [33]. The period of oscillation is set by rt. Additionally, a damped
oscillation can be realized by the setting a damping ratio ft.
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vnet == -paxexp (- (NOW-inject_time)xft) ...
sin(2.0+«MATH_PIxrt* (NOW-inject_time));
—— damped sine voltage between pi and po

iint == 0.0; ——- ideal open pi to pint

3.4.2 Fault injection in heterogeneous systems

The functional fault modelling approach can be used for fault injection in
other conservative energy domains (natures) in the same fashion as in the
electrical. For this purpose, the analog modelling constructs for diverse na-
tures provided by VHDL-AMS are used in analogy to the electrical nature,
see tab. 4.1. Thus, other energy domain systems are assumed to be mod-
elled in accordance to generalized Kirchhoft’s circuit laws. The architecture
of the functional fault model is illustrated with respect to the effort and flow
aspects in fig. 3.5.

3.4.3 Digital fault models

For completeness, the fault model library comprises digital functional fault
models designed in VHDL. The digital functional fault model are also generic
with respect to the fault type and comprises the following fault types for a
single-bit signal:

e Stuck-at
e Inverted
e Single-event upset (SEU) and single-event transient (SET)

In this work, fault injection in digital hardware elements is only considered
for the top-level design and only functional fault models are considered. That
is, the digital fault models are injected at the primary inputs and outputs of
the digital hardware elements.

3.5 Automation concepts

In this section, the sequential arrangement of procedures required for fault
injection and simulation automation is described. The automation is imple-
mented for a default set of device-specific fault list, for a layout-based fault
list and a custom fault list.
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Figure 3.5: Domain-independent architecture of the functional fault model.

3.5.1 Dynamic fault injection

The flow diagram for the automation concept for a dynamic fault injection
approach is shown in fig. 3.6. In the dynamic fault injection approach, all
fault models corresponding to the faults in the fault list are at once inserted
into a regular netlist (copy). The faulty netlist comprises all fault models
which will be simulated. The inserted fault models are not active until the
scripts for simulation with the test bench are created. Instead, the fault
models are initialized by dynamic parameter assignment. The netlist which
comprises the fault models with the dynamic parameters is called generic
faulty netlist in this work. Dynamic parameters are overwritten during sim-
ulation by faulty values in order to activate them.

The advantage of this approach opposed to static fault injection, i.e. one
netlist for each fault, is that during pre-processing, netlisting and compilation
time can be saved. Moreover, the database of faulty netlists is reduced to a
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Figure 3.6: Flow diagram of the automation concept for dynamic fault in-
jection.

single faulty netlist which makes it easier to handle in terms of automation.

The approach starts with the selection of the first fault from a fault list in
which each fault is assigned to a number in increasing order, i.e. k =1,..., K
and K is the last element of the fault list. In the fault model insertion
routine, a fault model corresponding to the &' fault is selected from the
fault model library and instantiated in the target regular netlist from which
a generic faulty netlist is generated. This procedure is repeated until k =
K. Subsequently, the fault simulation starts and is shown in fig. 3.6 in an
iterative manner. However, parallel computing is an alternative in order to
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to speed-up the total fault simulation time.

3.5.2 Implementation in a CAD tool

The automation of dynamic fault injection is implemented in Cadence®
Virtuoso®. The design automation language SKILL/SKILL++ [164] is used
for fault injection at schematic-level in association with the OpenAccess (OA)
database framework [165]. This implementation has several advantages:

e Fault model insertion algorithm is independent from the netlist format.

e Schematics can be transformed after fault model insertion into any
netlist format using the dedicated netlister.

e Direct accessibility of OA database and relevant design information
instead of text-based parsing of a netlist.

The test benches for fault simulation are automatically created and simu-
lated with the Executable Verification Plan (XVP) regression tool [166]. As
simulator, for example the Cadence’s AMS-Designer [155] can be used.

The fault model insertion algorithms are distinguished with respect to the
fault modelling techniques: Device-dependent, layout-specific and functional.

Device-dependent fault injection

Device-dependent fault models at the primitive level can be derived from
reliability handbooks [167] and technology data. Latter is typically intellec-
tual property of a semiconductor manufacturer. If such information is not
available, a default set of device-dependent structural and parametric fault
models are provided, see list. 3.2.

The algorithm scans the schematic for the available device instances.
Based on the device type, the respective fault models are inserted. Thus,
the number of fault models comprised in the generic faulty netlist is the sum
of all structural and parametric faults, Ngtructural @0d Nparametric, Se€ eq. 3.1
and 3.2, respectively. R, C', D, B and M are the number of resistances,
capacitances, diodes, BJTs and MOSFETS, respectively. However, the pre-
sented approach is generally extensible to cover more devices and more failure
modes.

Nstructwral = 2(R+ C + D)+ 6(B + M) (3.1)

Nparametric = 2(R + C + B) (3.2)
The fault models are defined in an object-oriented fault model library

for which the UML diagram is illustrated in fig. A.1. A fault model class
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Hardware part | Local structural faults | Parametric faults
MOSFET M | Ropen;Rshort -
(including stuck-short,
stuck-open)

BJT B Ropeanshort Gain Bfault = ﬁnom(l + K)
Resistance R | Ropen,Rshort Value Rt = Ruom (1l £ K)
Capacitance C' | Ropen,Rshort Value Cyauir = Crom (1 £ K)
Diode D Ropquslwrt -

Table 3.2: Default set of faults covered by the fault insertion algorithm at
the hardware detailed design level.

is defined with respect to the device type. However, all fault model classes
are derived from a master fault model class which incorporates elementary
attributes and methods, like a method for fault injection, see A.2. Due to the
object-oriented design, the method for fault injection runs different routines
depending on the class of the fault model object, see list. A.1. For example,
the class definition of a functional FET fault model (resistive stuck-open/-
short) is shown in list. A.3 and with a complementary routine in list. A.4 for
short-circuit fault insertion. The fault model is instantiated in the schematic,
however not visibly connected by nets but inside the design database. The
fault models are instantiated at proximate distance to the regular design by
using a xy-positioning routine, see list. A.5.

Layout-dependent fault injection

Layout-dependent fault model insertion algorithm uses the parasitic capaci-

tance and resistance values in a layout-extracted cell view in order to calculate

the relative likelihood of potential short and open faults, respectively. Fig.

3.7 shows an example set of parasitics extracted from the design layout.
The algorithm proceeds in two stages:

1. Determine the parasitic threshold values for which fault injection is
considered necessary based on a cumulative relative likelihood calcula-
tion.

2. Fault injection of opens and shorts only for parasitics whose values are
greater-than or equal the respective threshold values.

Fig. 3.8 illustrates the threshold calculation algorithm for a given cu-
mulative relative likelihood target value which should be covered by fault
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Figure 3.7: Example of layout extracted parasitic resistance and capacitance.
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Figure 3.8: Algorithm for determining the parasitic threshold values.
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injection. The algorithm for threshold calculation is shown in list. A.6. Af-
ter sorting the parasitic capacitors (or resistors) in decreasing order from
i =1,...,k,..., N, the relative cumulative likelihood of opens (or shorts) is
calculated by

S, pValue(i)
> pValueli)
where peym rei(k) = 1 for k = N (maximum coverage of all layout-dependent
opens and shorts). If peymrer(k) = 1 is chosen, all parasitics are considered
for fault injection. However, based on a plot of peym rei(k) over the number
of parasitics (i.e. number of faults) k, it can be seen in fig. 3.8 that a minor
set of parasitics covers over 90% of the cumulative relative likelihood. For
this purpose, a target cumulative relative likelihood pigrger,cum,ret 15 passed to
the algorithm. It subsequently quantifies the maximum values of parasitic
capacitors and resistors for which

pcum,rel(k:) = (33)

pcummel(k) S ptarget,cummel- (34)

These values are used as threshold values in the fault injection algorithm.
Parasitic capacitors and resistors which are greater or equal to the threshold
are considered as relevant for fault injection.

Custom fault list

The user-specific fault list is suited for fault injection using the functional
fault model. The user-specific fault list comprises the fault sites at which
the functional fault models are inserted. Additionally, potential short-circuit
sites and parameters of existing instances in the schematic can be addressed
(see fig. 3.4). The user-specific fault list is written in a certain syntax which
can be read by the fault insertion algorithm. Listing 3.1 shows the syntax in
Backus Naur notation. Per default, the short-to-ground fault is considered
in the functional fault model.

Listing 3.1: Fault list in Backus Naur notation for the fault insertion algo-
rithm at the hardware architectural design level.

(*1: Fault list with multiple linesx)
<faultlist> ::= {<aline> <CR> <LF>}

(x2: Definition of one linex)
<aLine> ::= <libName> <cellName> <viewName> ’;’ {<ffunc> ’';’ | <

fpar> 7;"}

(x3: Definition of functional fault model insertionx)
<ffunc> ::= <fsinglesig> | <frmultisig>
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10
11
12

13
14
15
16

(x4: Architecture-dependent fault insertionx)

<fsinglesig> ::= <instName> <pinName> {<shortNetName>}
<fmultisig> ::= <instName> <pinName>’ (/<msBit>:<1sBit>")’ <
bitNum> ...

{<shortNetName>}

(x5: Definition of parametric fault model insertionx)
<fpar> ::= <instName> ’'CDF!’ <parName>

3.6 Summary

The fault injection technique is integrated into the CAD tool Cadence®
Virtuoso® including a fault model library and procedures for fault injection.
A fault model library is included into Cadence™in the same fashion as reg-
ular device model libraries. For circuit-level fault injection, the fault model
library comprises fault models which correspond to the state-of-the-art in
the analog and digital domain. For component-level fault injection, the fault
model library comprises a functional fault model by which circuit-level fault
models can be injected, as well as arbitrary bridging faults and transient
faults. It is configurable regarding the fault type it implements during simu-
lation, the fault timing as well as the parametrization of the fault types (e.g.
frequency of oscillation failure mode).

A dynamic fault injection and simulation approach is implemented which
allows to automatically execute fault injections, generate faulty test cases
and run fault simulations in Cadence™. By using this automation, very
high fault coverage can be achieved at the cost of almost no manual effort.
However, this is also limited by the typically very long simulation times for
analog /mixed-signal circuits. Running as many fault simulations as possible
in a brute-force manner is not an option for realizing a high fault coverage in
complex circuits. Therefore, adequate techniques must be applied in order to
reduce the simulation time in general and in particular to reduce the number
of faults to simulate.
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Chapter 4

Safety-related functional
verification

This chapter addresses the safety-related functional verification in accordance
to ISO 26262 [4]. Generally, it is considered as an extension of the state-of-
the-art functional verification methodology and covers safety requirements
and the occurrence of random hardware failures within verification.

4.1 Scope within ISO 26262

The safety-related functional verification addressed in this work covers the
e evaluation of safety goal violations due to random hardware faults (A),

e verification of the design implementation with safety requirements (B),
and

e verification of the effectivity of safety mechanisms (C).

All three state interrelated aspects of the safety-related functional verifica-
tion. However, (A) is required at the item level. That is, the simulation test
bench must represent the circuit within the safety-critical application. The
violation of safety goals can only be determined if the safety-critical equip-
ment is also represented in the test bench. (B) is required at hardware level
or system level. The corresponding safety requirements are the hardware
safety requirements and technical safety requirements. (C) is dedicated to
the safety goals and is therefore required at the item level.

For the simulation-based verification approach, the test bench and the
design-under-verification must allow to accurately evaluate the effects of ran-
dom hardware failures.
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4.2 Evaluation of effects of random hardware
failures

The evaluation of effects of random hardware failures plays a central role in
the safety-related functional verification. It is the basis for the

e failure mode classification into safe faults, single-point/residual faults
and multi-point faults (latent, detected and perceived),

e determination of compliance with safety requirements, and
e determination of diagnostic coverage of safety mechanisms.

The confidence of the safety-related functional verification and safety analysis
generally depends on the accurate evaluation of effects of random hardware
failures [72].

4.2.1 Generic architecture of a safety-related design

In order to realize safety-related functional verification in a simulation test
bench, several considerations are made on a generic architecture of safety-
related designs, illustrated in fig. 4.1. The architecture of complex ICs, like
system-on-chips (SoCs), is typically designed in a hierarchical and modular
manner. The design comprises a number of hierarchy levels, starting by
the first level which is typically a component comprised of primitives like
transistors, resistors, etc. The second level is comprised of a number of
components which communicate via interface signals. After an arbitrary
number of intermediate levels, the top level comprises all components of the
design. In a safety-related circuit this includes the safety-critical equipments
(systems) as well the safety mechanisms.

4.2.2 Error propagation

Fig. 4.1 illustrates the propagation of an error from the first level to the
top level of the hierarchical architecture. An error is caused by for example
a fault of a transistor device. At the top level, the safety-critical system
comprises a signal sg which is controlled by the safety-related circuit. Safety
goals are assigned to the sg signal. The safety mechanism is implemented
in order to prevent the state variable sg from violating a safety goal. The
safety mechanism may act in different ways, for example:
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Figure 4.1: Error propagation of a random hardware fault to a top level
failure in a safety-related circuit with hierarchical architecture.

e Detects the failure of the safety-related circuit via sm_detect and con-
trols its effect on the safety-critical system by interfering to the safety-
critical system via signal sm_react.

Example Critical threshold for over-voltage at the electrodes of a bat-
tery cell is exceeded and a safety switch is activated to decouple the

cell from the safety-relevant circuit.

e Detects a critical deviation in the safety-critical system via sm_detect
and initiates the safety-related circuit via signal sm_react to react re-

spectively.
Example Critical threshold for over-temperature of a battery cell is
exceeded during charging and signal to safety-relevant circuit is sent to

stop the charging process.

Eventually, random hardware faults occur at a very low architectural
level. Their effects on the other hand are be evaluated at a higher level, e.g.

item level.

4.2.3 Realization of item-level fault simulations

Item-level fault simulation may necessitate non-E/E/PE components to be
part of the simulation test bench. In order to include such components,
heterogeneous behavioural modelling languages like VHDL-AMS can be used.
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Failures in heterogeneous systems

In order to initiate hazardous events in a simulation test bench or to evaluate
the integrity of the ECU in the presence of non-E/E/PE failures, heteroge-
neous fault injection is conducted.

The functional fault model proposed in this work can be used for this
purpose. In tab. 4.1 examples for the analogy of errors, faults and failure
modes in the electrical, mechanical and thermal energy domains are listed.

Acceleration of fault simulation

Abstraction techniques using behavioural level or macro modelling are the
state-of-the-art in the functional verification of analog/mixed-signal circuits
[37, 38]. The simulator-dependent techniques on the other hand are yet only
available for proprietary simulators. Moreover, their implementation into
commercial simulators is not possible because access to the source code is
restricted.

Moreover, two options depending on the fault modelling technique are
used in this work to accelerate fault simulations:

e Mixed-mode/mixed-level simulation with circuit-level fault mod-
elling All components are replaced by abstract models, except the
faulty component which is kept as the transistor-level model. The ab-
stract models propagate the error.

e Behavioural-level simulation with functional fault modelling
All components including the faulty component are replaced by ab-
stract models. The faults are injected to the interface signals of the
behavioural-level components.

Reduction of the fault list

Faults and failure modes with low failure rates/likelihood can be eliminated
from the fault list. This approach is based on the assumption that a risk of
a hazard is inherently present in any system but by preventing faults which
are more likely to occur, the absence of unreasonable risk can be achieved.
In this context, fault simulation is only exercised for the prioritized set of
most likely faults.
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FNl\EDA

Fll\/\EA | |
Bill of material (BOM) | |
l |
| | |
# | Material | Function Type Hard/Soft Block Distribution Origin Effect Latent | FFM | SM
error failure mode description analysis
11| V_reg | Voltage Main HE 1/0 short 30% LDO fault Over-voltage No FFMO01] SM1
regulator supply catalog (chip destruction)

12 HE 1/0 open or 30% LDO fault | No supplyforchip No FFMO08] SM1
short to GND catalog

13 HE Output at higher 7.5% Max. ratings Over-voltage Yes FFMO01] SM2
value (up to 10%) in spec

14 HE Output at lower 7.5% Max. ratings| Under-voltage Yes FFMO02]| SM2
value (up to 10%) in spec

15 HE Output 10% LDO fault | Modulated output Yes FFMO1] SM2

oscillates catalog no effect: +/- 0.5V FFMO02
56| T1_1 Power |High-voltage HE Drain-source 40% Reliability | Switch cannot be No FFMO03| SM4
MOSFET switch short handbook opened
57 HE Drain-source 20% Reliability Parallel T2_1: Yes X X
open handbook Temp. Increase

Figure 4.2: Simplified extract of an FMEDA.

4.3 Verification plan

The verification plan for safety-related functional verification is based on
the general functional verification plan and a safety analysis method like for
example an FMEA or FTA. In the industry, the development of safety-related
products is typically accompanied by safety analysis tools. Therefore, they
are usually available and can be exploited in this context.

The functional specification-driven verification plan comprises for exam-
ple relevant test cases, test conditions, hardware specification limits, etc. The
verification plan is extended by by safety-related content. Additionally, one
test case is created for each fault injection campaign. Hardware safety re-
quirements or technical safety requirements are derived from the specification
limits of the product [4].

4.3.1 FMEDA-oriented approach

FMEASs are generally composed of a bill of material (BOM), that is a listing
of devices and components (materials) of the design, see fig. 4.2 [167]. For
each material, the corresponding failure modes, failure rate distributions and
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ENTITY g_driver IS
GENERIC(...) Fault-free

PORTY...) . behavioural-
END ENTITY g_driver; level gate
ARCHITECTURE behav driver Parameter set FMEDA
OF g_driver 1S Inject_time Fault list
inject_end
END behav; 1_f1: open ... .
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fault_type
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Functional
fault model

Generic faulty netlist

Figure 4.3: Implementation of the FMEDA-oriented simulation-based safety
analysis.

expected effect descriptions are specified. The FMEA can be extended to
an FMEDA by providing additional information on fault classification (e.g.
latent analysis), the mapping of material failure modes to application-specific
failure modes (functional failure modes (FFMs)) and the diagnostic coverage
of safety mechanisms (SMs).

In this work, the FMEDA is utilized to plan the safety-related func-
tional verification. The simulation-based approach can be used to verify
the FMEDA in terms of component failure modes, effects, functional failure
modes, etc.

4.3.2 Implementation of functional fault injection

Functional fault models are used to inject faults into the interface signals of
components in order to initiate the respective component failure mode during
simulation, see fig. 4.3. For this purpose, first a fault list is extracted from the
FMEDA. The respective failure rates (and distributions) can be used to rank
and eliminate faults in the fault list by their likelihood of occurrence. The
parameter set of the functional fault models are configured in accordance
to the fault list. Fault simulations are run and a safety-related report is
generated. Based on the reported results, the properties of the FMEDA can
be verified.
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4.4 Summary

In this chapter, the scope of the safety-related functional verification in accor-
dance to the ISO 26262 is explained. Methods to realize this in a simulation-
based manner are proposed with respect to the architectural property of the
circuit design. The conventional functional verification plan is extended by
safety-related content derived from an FMEDA. Functional fault models are
used to inject component failure modes. The concept of functional fault
modelling is extended for fault injection in heterogeneous systems.
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Chapter 5

Fault grouping approach for
hierarchical fault injection

The confidence of the safety-related functional verification generally depends
on the number of faults injected and the accurate circuit representation by
a model [4]. Therefore, the gate-level and transistor-level netlists are suited
for this purpose. Long simulation times of such netlists can be addressed
by mixed-mode/mixed-level simulation [37, 38] with circuit-level fault mod-
elling. However, due to functional fault equivalence in analog/mixed-signal
circuits, many circuit-level faults may cause similar failure modes at the com-
ponent level and propagate to a similar effect at top level. This introduces
redundant fault injection campaigns due to the re-occurrence of effects which
have already been simulated and analysed.

Functional fault equivalence can be exploited by the fault grouping tech-
nique in which faults are collected in one group if the corresponding compo-
nent-level circuit responses are similar. This section contributes to the fault
grouping technique by proposing an algorithm which is capable of processing
similarities between time-continuous waveforms as circuit responses. This
is important in the safety-related context because of the qualitative distine-
tion of permanent and transient failure modes. Moreover, in the proposed
approach, functional fault equivalence can be quantified for arbitrary num-
ber of stimuli pattern by which the component is exercised and for arbitrary
number of output ports. For fault grouping, a hierarchical clustering algo-
rithm and numeric cluster validation is used which does not necessitate prior
knowledge on the division of faults into an optimal number of fault groups.
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Figure 5.1: The number of distinguishable failure modes decreases with in-
creasing level of design hierarchy due to functional fault equivalence.

5.1 Functional fault equivalence: a review

In a hierarchical design architecture, the circuit complexity and the number
of fault sites increases with increasing hierarchy level, see fig. 5.1. That is, the
number of faults to be simulated at the top level is greater than at any other
lower level. However, the number of distinguishable failure modes decreases
with increasing hierarchy level. This is for example due to the fact that some
device failures cause a similar component failure. This becomes obvious
for example for components with high-impedance inputs like for example
an inverter circuit. Whatever the input signal is, the output is either set
to the high or low level. That is, it propagates the input error either not
or by inverting the expected output level. Moreover, soft failures may not
propagate upwards to the top level. Consequently, no failure but instead the
nominal circuit response may be perceived at the top level. Additionally,
two or more in series or in parallel connected components may cause similar
and non-distinguishable failure modes at the top level. This circumstance is
referred to in the literature by functional fault equivalence [141, 75].

5.1.1 Hierarchical fault grouping

In fig. 5.2, the schematic of a gate-driver circuit is shown. The components
C1 and C2 alevel shifter and an output stage connected in series. At a higher
level, the component C3 is comprised of C'1 and C2 and is instantiated inside
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the component HT together with a safety mechanism for the gate-driver
output and a level shifter in a feedback loop. The digital logic processes
the output of the safety mechanism and controls the gate driver circuit,
respectively.

One or more faults inside C7 may cause a stuck-at high failure mode of
C'1. These faults are called functional equivalent and can be collected in one
fault group ge, o due to the similarity of the output response (failure mode)
of C1 in the presence of these faults. In the same manner, one or more faults
inside C2 may cause a stuck-at high failure mode of €2 and can be collected
in another fault group gc, 1. Eventually, all faults inside C'7 and 2 which
cause a stuck-at high, respectively, will propagate to the same failure mode of
C3. Thus, at the level of C3, both fault groups gc, 2 and g¢, 1 can be merged
into one group. Additionally, a group of faults g¢, 3 is dissimilar from the
faults in g, 2 at the level of C1 but cause the same failure at the level of C3.
Hence, g, 2 can be merged together with g¢, 2 and ge, 1.

In fig. 5.2, five fault groups are available at the level of C'3. However,
four possible failure modes including the nominal circuit response are listed
in the table for HT. A reason for this can be, that the safety mechanism
reads a critical value for signal Vi, (t) and forces the system to interrupt the
gate-driver process.

5.1.2 Representative faults

Due to functional fault equivalence, the total population of faults F' in a
component accounts for a limited number of distinguishable failure modes
Kfor which generally F' > K. Equivalent faults can be divided into fault
groups (sub-populations), which must be identified. Eventually, one of the
faults within a fault group can be picked to represent the other equivalent
faults by a certain accuracy regarding its representativeness. This fault is
called the representative fault. Thus, for the total population of faults the
number of fault groups and representative faults is equal to K — 1 if at least
one fault within the population causes a negligible failure. However, this is
generally the case if the fault-free circuit-response is part of the population.

5.1.3 Functional fault collapsing rate

The total amount of faults F' in the component can be reduced to K — 1
representative faults, with the collapsing rate [142]

K—1
CR=1-=—". (5.1)
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Figure 5.2: Gate-driver example to illustrate hierarchical fault grouping in
analog and mixed-signal circuits.

If K is chosen too small, fewer representative faults are available and
less top-level fault simulations are required. However, the risk of inaccurate
representation of the fault groups by the representative faults rises. This
is due to the fact that within-dispersions (errors) are high because groups
contain faults which are too dissimilar to be grouped. On the other hand,
choosing K too high, will improve the representativeness but at the cost of
more top-level fault simulations. Therefore, it is important to decide for an
optimal K which balances both, representativeness and the number of faults
to simulate at the top level.

5.2 Implementation overview

To guide through the next sections, a short overview regarding the imple-
mentation of the hierarchical fault injection is given.

1. Component-level fault simulation To identify the failure modes
of a component, component-level fault simulations are run. For this
purpose, a component-level test bench is required comprising adequate
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stimuli and loads.

2. Hierarchical clustering algorithm Based on the similarity of the
circuit responses (failure modes) at the component level, equivalent
faults can be identified. As criterion for the similarity (or dissimilarity),
a distance measure between the output responses of the component is
used. A distance-based grouping of equivalent faults is implemented
by a hierarchical clustering algorithm.

3. Optimal fault groups The optimal number of fault groups is deter-
mined by using internal cluster validation indices.

4. Representative faults From the optimal number of fault groups, one
fault from each group is chosen to represent the other equivalent faults
based on a criterion.

5.3 Component-level simulation test bench

Circuit-level and gate-level fault models are chosen for fault simulation at
the component level. A test-bench is prepared for the multi-input and multi-
output component including adequate stimuli and loads, see fig. 5.3. Fault
equivalence is generally determined with respect to the input stimulation.
The component must be stimulated for the input range for which the com-
ponent exercises its nominal behaviour in the test cases. Alternatively, a
randomized input range to cover possible input stimulation outside the spec-
ification of the input range can be considered. However, this may reduce the
fault collapsing rate because more failure modes may be triggered depend-
ing on the stimuli diversity. However, if the failure of other components are
considered, the component must be stimulated with respect to the full range
of variation it may experience, if other components in the circuit fail.

From component-level fault simulations, waveform data of the output
responses are obtained and stored. The waveform data must be re-sampled in
order to obtain equidistant time-value parts of unit size. The post-processed
waveforms corresponding to the faults f = 1,...,F, the s' stimulus and
the o' output are stored in column vectors Wy s,r- The complete data set is
composed of multi-modal waveform data with respect to stimulus s =1, ..., S
and output o =1, ...,0 and is shown in tab. 5.1.
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s=1,...,S o=1,...,0

Figure 5.3: Schematic test bench for the multi-input, multi-output compo-
nent.

Output 1 ... Output o ... Output O
Fault no. Stimulil ... Stimuli S ... Stimulis... Stimulil ... Stimuli S
Fault 1 11_]’171?1 11717371 15'0,371 15’0,171 1170,5’,1
Fault f W1, f Wh,s,f oo Wos,f - Wo,1,f lf}'o,s’f
Fault F 1171,17F u‘)’lyg’F u‘)’ms’F ’u_}'o71yF wO7S7F

Table 5.1: Data-set of vectors w, s y comprising component output responses.

5.4 Hierarchical clustering algorithm

Hierarchical agglomerative clustering is a method for dividing data into natu-
ral groupings [144]. Generally, the data is passed to the hierarchical clustering
(HC) algorithm in form of a two-dimensional coordinate matrix composed of
objectsxfeatures. The main steps of the HC algorithm are [168]

1. Distance matrix Calculation of a square distance matrix comprising
the pairwise dissimilarities (or similarities) among all objects

2. Linkage function Generation of a hierarchically nested cluster tree
based on a linkage function for grouping objects using the distance
matrix

3. Optimal number of clusters Determine where to cut the cluster tree
based on a criterion for the optimal number of clusters
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The HC algorithm produces F'— 1 levels of hierarchically nested clusters,
where F' is the number of objects. The cluster tree can be displayed in a
dendrogram which provides a complete graphical description of the clustering
(168, 144].

5.4.1 Data set preparation

The decision about fault equivalence depends on the accurate calculation of
the dissimilarities among the output responses. To fully cover the variability
of time and value-continuous output responses, the vectors 4, sy obtained
from waveform data are processed for dissimilarity calculation. To analyse
the data set by the HC algorithm, first a square distance matrix must be
calculated which comprises the pair-wise dissimilarities among the vectors
Wo,s,r. HC algorithms are typically not designed to process multi-modal
waveform data. In order to facilitate this, the multi-modal waveform must
be prepared for the HC algorithm.

FEuclidean distance metric

The dissimilarity among the output responses respective to faults f and f’ is
quantified by the multivariate euclidean pair-wise distances for the o' output
and s stimuli in vector notation [144]

d;ﬁf’ - \/(U_jovsvf o wO,S,f/)(MO,S,f - wo,s,f’)T- (52)

It is zero for f = f’. That is, faults f and f’ produce identical output
responses for any stimulation s.

For f, f'=1,..., F, a square distance matrix D, = (d}%) is built. This
is exercised for all output-stimuli pair data sets, resulting in a set of O - S
distance matrices.

Combined distance matrix

Squared euclidean distances are generally additive. Therefore, without loss
of information they can be linearly combined to one distance matrix

(). (5.3)

It is composed of euclidean elements dy ;» which can be multiplied by a scal-
1

ing factor 55 to match the distance range of D to D,,. In this notation
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all distance matrices D, ; contribute equally to the combined distance ma-
trix. The combined distance matrix can be directly used as input to the HC
algorithm, see list. B.1 and B.2.

Principal Coordinates Analysis

Data sets in form of a coordinate matrix are generally more convenient to
analyse than multi-modal waveform data. Although the HC algorithm pro-
cesses the distance matrix, linkage functions and cluster validation methods
[169] generally process two-dimensional coordinate matrices instead of dis-
tance matrices. Moreover, some clustering algorithms (e.g. K-Means [170])
only process coordinate matrices. In order to use the multi-modal waveform
data in other algorithms, it must be transformed into a two-dimensional
coordinate matrix.

Given a euclidean distance matrix, a coordinate matrix can be derived
by applying Principal Coordinates Analysis (PCoA) to the distance matrix
[171]. PCoA is a dimensionality reduction technique which is based on eigen-
value decomposition and orthogonal projection of the original data into a
lower-dimensional coordinate matrix, composed of new orthogonal features.
By applying PCoA to the combined distance matrix D, the resulting coor-
dinate matrix is equivalent to the multi-modal waveform data set in terms
of the pair-wise distances among the output responses. For this purpose,
the squared distance matrix is first processed by double centring using the
centring matrix J =1 —n~'11’

| R—
B = —§JD J, (5.4)
where n = F. The double centred distance matrix B is subsequently
processed in terms of eigenvalue decomposition

B = EAE'. (5.5)

The eigenvalues in A and orthogonal eigenvectors in E are ordered by decreas-
ing eigenvalue. The m largest positive eigenvalues A1, ..., A, and correspond-
ing eigenvectors ey, ..., e, are subsequently used to calculate the coordinate
matrix X

X = E,,Al/2. (5.6)

The coordinate matrix represents the multi-modal waveform data in a two-
dimensional space. It can be used for cluster validation and other algorithms
which require a coordinate matrix as input.
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5.4.2 Optimal set of fault groups

The optimal number of clusters K, that is fault groups, can be determined
for example by visually inspecting the

e dendrogram of the cluster tree produced by the HC algorithm, or
e scatter plot of the two-dimensional coordinate matrix.

However, to automatize the determination of K,,, various cluster valida-
tion methods are proposed in the literature on cluster analysis [169]. They
can be roughly distinguished into internal and external methods. Internal
cluster validation is reported to outperform external cluster validation in de-
termining adequate K, [145]. Additionally, opposed to external methods,
internal cluster validation is advantageously based on the information inher-
ent to the data set and thus requires no further information as reference.

Besides the cluster validation method, the linkage function of the HC
algorithm contributes strongly in reducing the dissimilarities of the objects
within each cluster in the hierarchical clustering scheme. Therefore, an ade-
quate linkage function is determined.

Selection of a linkage function

A HC algorithm with the linkage functions listed in tab. 5.2 are used in
this work [6]. Generally, different linkage functions may result in different
sets of hierarchical clusters. They differ with respect to the similarity of
the objects linked to one cluster at a subsequent level. The within-cluster
sum-of-squared errors SSE(K) is a measure of within cluster compactness,
see list. B.3. It quantifies the dissimilarity of the objects within the same
cluster. It is defined as

SSE(K)=>_ Y  dj. (5.7)

k=1 f,f eCp,f<f'

where Cj, is the ™ cluster for k =1, ..., K.

To achieve high representativeness of the representative faults within each
fault group, high within-cluster similarity at any level of the hierarchical
cluster tree is addressed. Thus, the linkage which produces the smallest
SSE at any level from k =1 to k = K is preferred. This is generally given
by the Ward linkage, which seeks to minimize the total SSFE for any K.
However, other linkages can be considered and ranked by equation 5.7 based
on their cumulative SSE.

63



Linkage

Description

Single

Complete

Average

Centroid

Median

Ward

Weighted

Smallest distance
between objects in
two clusters
(nearest neighbour)
Largest distance
(furthest neighbour)

Average distance
between all pairs

of objects in

two cluster
Euclidean distance
between centroids of
two clusters
Euclidean distance
between weighted
centroids

Minimum variance

when joining objects in

two clusters into one
cluster

Recursive distance
between two clusters

Function

d(r,s) = min(dist(z,;, xsj)),
ie(1,...,n.),

je(l,...,ng)

d(r, s) = max(dist(z,;, xsj)),

ie(1,..,n.),
Jje 1, ,nls)

N
d(r,s) = - 2oila

d(r,s) = [|Tr — Tl .

T = 1L 5 )
Tr = o Eizl Ly

d(r,s) = [|zr — Zs|l5
Ty = %(fp + 5(1)

2NNy

d(r,s) =

d(r, s) = =) +dlas)

?il dist(Tri, Ts5)

(n,,.-'-ns) HET - f5”2 Y

Table 5.2: Linkage functions for the hierarchical clustering algorithm [6].
Cluster r is induced from clusters p and ¢, n, the number of objects in

cluster r and z,; is the i object in cluster 7.

Internal cluster validation methods

For internal cluster validation, three different methods are used, see tab.
5.3. Generally, the functions are evaluated for K = 1,..., F. The optimal
number of clusters K = K, is determined for the global maximum or global
minimum of the respective function, see list. B.4, B.5 and B.6. All three
If the methods suggest different K,
then the candidate satisfying the practical meaningfulness of the resulting

methods are used simultaneously.

fault groups is chosen.
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Method Criterion Function

Davies Min DB(K) = S maxy { Dyt
Bouldin Dy, = %
Silhouette Max Sil(K) = 5 LS~ nor Zfeck m;;f a?fbf)

ar = neoy —1 ZyECk,yyéx (faf)
b‘f - mlnl l;ék('fl(/ Zyecl (f f/))
Dunn Max D(K) - Hlink;(mlnl( mmfeck"f/ecld(f’f) ))

maxm (maz; srec, d(f,f'))

Table 5.3: Cluster validation methods [7, 8, 9] used for the determination of
final set of fault groups K.

Davies Bouldin The Davies Bouldin function is based the within-cluster
between-cluster distance term Dy ;, where dy. is the average distance between
each point in C} to the cluster centroid and d;, respectively [7]. The Davies
Bouldin function is minimum 0, indicating the optimal number of clusters
when for within-cluster similarity is high and between-cluster distance simi-
larity is low.

Silhouette The Silhouette function compares the average distance a; of
one point f to the other points f’ in its own cluster Cj with its average
distance b; to points f’ in other clusters C; [8]. The Silhouette function
is maximum 1 when all points are well-matched in their respective cluster,
indicating the optimal number of clusters.

Dunn The Dunn function, aims to balance intra-cluster compactness and
intra-cluster separateness by minimizing the within-cluster sum of squares
and maximizing the between-cluster sum of squares [9]. The global maximum
of the Dunn function indicates the optimal number of clusters.

5.5 Choice of representative faults

Representative faults are determined using two criteria, the medoid and
worst-case. In a cluster, the medoid [144] is the object closest to the centre
of the cluster (centroid). The worst-case object in a cluster is determined
for the object which is most dissimilar to a reference object. In this context,
the worst-case fault in a fault group is the one which is most dissimilar to
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the nominal fault-free circuit response. The implementation of both criteria
is shown in list. B.8.

5.5.1 Medoid criterion

In terms of cluster analysis, the best representative object of a cluster is the
medoid [172]. The medoid is closest object to the cluster centroid and its
average dissimilarity d rec,, to all other objects in the same cluster is minimal.
The medoid is defined as

Hlinfeck( Z df’f/), (58)

feCy

where M, is the number of faults in the ™" cluster Cj.

5.5.2 Worst-case criterion
The worst-case object f in cluster C} is defined as

maXysecy (df,f’Enominal)a (59)

where f/ = nominal is the nominal circuit response and must be an object
of the coordinate matrix X.

If the within-cluster sum-of-squared errors is large for C}, (e.g. because
of a high collapsing rate C'R), the worst-case object can be chosen as a
representative fault. This way, the missing out of the most severe fault in
a fault group is avoided. Here, the most severe fault in a fault group is
considered the fault which is most dissimilar to the nominal circuit response.

5.6 Summary

In order to increase the verification confidence but reduce top-level fault
simulation runs, a hierarchical fault injection technique is proposed which is
based on functional fault equivalence and fault grouping.

Functional fault equivalence is determined for a component with respect
to its output signals and its stimulation by component-level fault injection.
Subsequently, the component output responses in form of waveforms are pro-
cessed by a hierarchical clustering algorithm. The optimal number of fault
groups is determined by internal cluster validation. One fault from each
fault group is determined based on a criterion to represent all other equiv-
alent faults in the same fault group. This fault is called the representative
fault. For top-level verification, fault simulation is only executed with the
representative faults.
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Chapter 6

Evaluation of soft faults by
global sensitivity analysis

Faults can generally be classified into soft and hard faults, based on the
severity of their effects in the circuit [102]. The soft faults considered in this
chapter are parametric degradation faults of devices [112, 39] and signal path
defects [94, 95, 107].

The work presented addresses the reduction of soft faults from the fault
list based on the significance of their effects on the circuit response at com-
ponent level.

6.1 Modelling soft faults

Parametric degradation faults of devices are most frequently modelled with
a symmetric distribution of the parameter value for example a Gaussian dis-
tribution [112, 39]. The mean of the distribution u is set to be the nominal
parameter value. The out-of-specification limits are determined to be a mul-
tiple of the distribution variance o.

Signal path defects such as opens and bridging faults are frequently mod-
elled by resistive fault models [107, 116]. However, for resistive fault models,
symmetric distribution cannot be considered. For example the nominal (i.e.
fault-free) resistance value of the open-circuit fault model is zero. In the
case of a soft open-circuit, the value can be between zero and a value after
which it becomes a hard open-circuit fault. Generally, the resistance value of
the open-circuit fault can vary from less than 100k2 to several G{) and the
resistance value of a short-circuit fault can reach 20k [115, 116, 173]. The
resistance range for which the resistive fault model causes a soft failure can
for example be determined by simulation with varying resistance values.
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Figure 6.1: Component failure with respect to a resistive short-circuit fault
model.

6.2 Component failure and fault model pa-
rameter ranges

From a general point of view, parametric degradation faults and signal path
defects can cause three types of failures of the circuit output: hard failure, soft
failure and no failure. This is illustrated in fig. 6.1 for a low-side gate driver
circuit composed of MOSFETs. An NMOS in the gate driver experiences a
stuck-short failure. It is modelled with a resistive fault model Rgyore. The
fault model is analysed with respect to its effect on the current 7,4 in the
application. The gate driver is a component with primary output signal Vi,
and input signal V7,. In the illustration, it is assumed that an ideal short
circuit with Rgpor = 0€2 will cause a hard failure, e.g. a stuck-at high. This
will cause the Power MOSFET (n-type) in the application to be stuck-on,
hence I1,,q > 0. However, it is initially uncertain at which R, value, I,qq
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will only experience a soft failure or no failure, at all.

6.2.1 Determination of soft failure ranges

Generally, the resistance value, at which I;,.,q experiences a soft failure de-
pends on the gate driver circuit and the application. However, if Vs experi-
ences no failure, I,,4 will not, either. If Vp,; experiences a hard failure, I;,,4q
will either. If Vj,; experiences a soft failure, I;,,q may either experience a
hard failure, a soft failure or no failure. Thus, to evaluate the soft fault in
the application, it is sufficient to initially identify the resistance range for a
soft failure at component level, i.e. Spin < Rshort < Smaz-

The failure and parameter ranges for each fault f = (fi, fo, ..., fv,.) are
determined in a test bench exclusively for the component in which fault
simulation is exercised with varying parameter values p = (pi,pa, ..., Dn,)-
The error of the primary output in the presence of a fault may generally
depend on the input stimulation. Thus, the test bench comprises a set of
stimuli s = (s1, 2, ..., SN )-

6.2.2 Mean normalized output error calculation

With respect to fault f, parameter p and stimulus s, the mean normalized
error of the primary output amplitude can be calculated by

S 1 & 4
‘AVOUt;f)‘ N, Z Vout{meminal) _ Voutgp) . (6.1)
8=81

The voltage VOut""™) is the primary output response for the given
stimulus s in the presence of no fault (nominal). If the primary output error
is processed as a time-dependent waveform, the euclidean distance in vector
notation can be used for error calculation by

‘A Voutl()f)

S 7p

SN
1 - - (nominal) - (f) - (nominal) - (f)
=N E \/( Vout, — Vout,,, )(Vout — Vout, )T
=81

(6.2)
The vector notation indicates column vectors composed of samples of the
output response. This is advantageous, if the time at which a fault will cause
an error of the output is not known, that is the sampling time not defined.
The mean normalized error is plotted over p from which the hard, soft and
no error ranges are extracted, sece middle box in fig. 6.1. If the component
has more than one output signals, the parameter value ranges are extracted
for each of them individually.
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6.3 Global sensitivity analysis

Sensitivity analysis is a method to investigate the contribution of the vari-
ability of a number of inputs X on the variability of the output Y in a model
Y = f(X). The inputs are given in a n x k input matrix X = (X1, Xo, ..., X),
where k is the number of inputs and n is the sample size.

Sensitivity analyses are roughly divided into local [144] and global meth-
ods [174]. In a local sensitivity analysis, the input variability is limited to a
close proximity around a specific point X. Moreover, only one input can be
varied at a time. This limitations are not given in a global sensitivity anal-
ysis. Here,the full input feasibility space is accounted for. The contribution
of the inputs X on the output Y are quantified by sensitivity indices, also
called effects), which range from 0 to 1. Sensitivity indices close to 0 indicate
non-influential inputs and higher values indicate more influential inputs. Ef-
fect estimates obtained from global sensitivity analysis (GSA) are typically
used to [175]

e rank inputs by their relative contribution on the output (factor priori-
tization [176]) and

e identify inputs which are non-influential on the output (screening [177,
178] or factor fixing [174]).

6.3.1 Qualitative methods

For screening, a qualitative GSA method is typically used which is only
capable of identifying non-influential inputs. The effect estimates are quan-
titative but they cannot be used to rank or compare the effects of different
inputs with each-other. A frequently used qualitative GSA method is the
elementary effects method [179].

6.3.2 Quantitative methods

Quantitative GSA provides effect estimates of relative contributions for each
input on the output. It can be used for both, screening and factor prioriti-
zation. Quantitative GSA is usually more computationally demanding than
qualitative GSA. The most prominent quantitative GSA methods are for
example based on

e variance decomposition [180, 181],

e density estimation [175], and
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e sampling-based method under the linear model assumption [182, 183,
184].

Correlation analysis analysis and regression analysis are frequently used
sampling-based methods [184]. Sampling-based methods are based on the
linearity assumption made on the model f(X). Thus, the linearity hypoth-
esis must be confirmed in order to prove the validity of the analysis. The
variance-based and density-based GSA are alternative methods which are
not restricted to any assumptions made on the model f(X). However, these
methods are typically more computationally demanding than the sampling-
based methods.

6.4 Evaluation of soft faults

The soft faults are evaluated in terms of global sensitivity analysis. The
sampling-based methods are applied in order to rank soft faults based on their
effects on the component output response. In order to use the sampling-based
method, the following topics are discussed in the remainder of this section:

e Linear model assumption In order to use a linear model for GSA,
the linearity of the function f(X) must be confirmed statistically.

e Screening A parameter screening is utilized in order to eliminate non-
influential soft faults (i.e. with negligible effects) from the fault list.

e Effect estimates Effect estimates which can be used in the sampling-
based method.

e Non-parametric re-sampling A sampling technique which is used
to calculate the confidence intervals and statistical significance of the
effect estimates.

Finally, a screening method is discussed which is used to identify non-
influential soft faults. This analysis is used to reduce the number of inputs
prior to the sampling-based method.

6.4.1 Linear model assumption

For a given fault list comprised of k soft (parametric) fault models and their
corresponding parameter ranges, each fault is evaluated in terms of its con-
tribution to the explained variance of the circuit response. The explained
variance is the proportion of the total variance of the output variable, to
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which a mathematical model of the circuit response accounts for. Comple-
mentary with the unexplained variance, it sums up to the total variance
V(Y).

Coeflicient of determination

The proportion of total variance to which the mathematical model accounts
for is quantified by the coefficient of determination, denoted R?, and is defined
as [144]

R2_q_ Sum of squares of residuals L ZZ(Y; _ 2)27 63)
Total sum of squares S - V)2

where Y] is the i*" sample of the output variable, Y is the sample mean and
Y; is the predicted output variable (circuit response) by the mathematical
model.

Multiple linear regression model

A linear multiple regression model is assumed to predict the output variable
in the soft failure range. The faults are represented by input variables in a
n X k input matrix X = X, X, ..., X} which are regressed on the output
variable Y by [144]

k
Y =a+) bX;+e (6.4)
j=1
where a is the intercept, b; are the regression coefficients for j = 1, ..., k input
variables and ¢ is the residual of Y and estimated Y.

Linearity hypothesis

The linear regression model is a valid predictor for Y, if the linearity hypoth-
esis can be confirmed statistically by providing evidence on [182, 183, 184]

e a normal distributed ¢ = Y — Y with ¢ = 0 and
e a significant R? close to 1.

In the presence of uncorrelated input variables, the sum of all total effects
is equal to R? [182]. Thus, it indicates how much variability is omitted
in the output variable, if one or more input variables are eliminated from
the regression model. Consequently, the number of input variables can be
reduced by keeping a scalable amount of variability, e.g. 90%, in the output
variable.
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Simulation fault coverage

Under the linearity assumption, a measure for the simulation fault coverage
is derived. It is based on the cumulative contribution of each fault model
parameter X; to the coefficient of determination R?. First, the total effect
estimates are sorted in decreasing order from X; = X; to X;. The simulation
fault coverage F'C' for keeping the first m faults is calculated by

FC(m) = % <1 - %) . (6.5)

It is 1, if m = k and decreases for decreasing m. It is used to determine how
much variability is omitted in the output variable, if one or more soft faults
are eliminated from the soft fault list.

6.4.2 Screening

Prior to the sampling-based approach it is desirable to eliminate non-influential
input variables in a computationally efficient manner. For this purpose,
screening using the elementary effects method is applied.

Overview

Using the extended elementary effects method [185], inputs can be ranked and
non-influential inputs can be identified. The range of the input parameters
are first subdivided into a discrete number of levels p. Only one parameter
value is changed per simulation run from one level to another by +A. This
One-At-A-Time (OAT) procedure is defined in sampling matrix. Simulations
are exercised in accordance to the sampling matrix for the total amount of
inputs k& and for a number of samples 7. Based on the simulated response of
the primary output, three sensitivity measures can be calculated according
to [179]:

e 4i: estimate of the overall linear and additive effect of a fault model on
the output

e o: estimate of the non-linear effect and interactions

In [177], the elementary effects method is extended by an additional measure
px which is used to rank the fault models based on their effect on the output.
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Elementary effects

Given the sampling matrix which defined for the k-dimensional input vector

X, each element X; can assume integer values in the set {0, zﬁ’ 1%’ oy 1}.

Thus, the experimentation region, €2, is a k-dimensional, p-level grid. The

elementary effect of the i*® input for a realization x of X, is defined as [179]
Y(@1, . i1, T+ A, Ty, ) — Y(X)

di(x) = A : (6.6)

where z; is varied by A = 1/(p — 1). To output obtained for an input x is
y(x).

Sensitivity measures

The sensitivity measures are calculated from the mean and variance of the
clementary effects [179]

= — (6.7)
and

(6.8)

respectively. The measure which is used to rank the fault models based on
their importance, is calculated by [177]

[ = Z ldi] (6.9)

In the literature, u is not considered to be suited to rank the inputs based on
their importance, as elementary effects with opposed signs may cancel each
other out. However, with ux this is avoided by calculating the mean of the
absolute values of elementary effects.

Sampling matrices

The experimental plan is based on r sampling matrices which must be de-
signed in order to calculate the elementary effects. A sampling matrix Bx
with dimension (k + 1) X k is composed of randomized elements. One sam-
pling matrix Bx* provides one elementary effect per input and is defined as

[174]
B = (Jk—l—l,lX* —+ (A/2)[(2B — sz—l—l,k)D* + Jk-i—l,k])P*a (610)
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where Jypy1, is a (k4 1) x k matrix of ones, x* is a randomized base value
of X to start the OAT procedure for the r*® sampling matrix. The diagonal
matrix D* is composed of elements which are either +1 or —1 with equal
probability and B is a (k+ 1) x k matrix which is a lower triangular matrix
of 1s. P* is a k x k matrix in which each column is composed of 0s and a
single 1 where no to columns have a 1 in the same line (here realized by a
diagonal matrix).

The lines of B* are composed of surrogate values {0, ]ﬁ7 p%l, e 1}. The
surrogate values must be mapped to the corresponding values at the respec-
tive levels defined for the fault model parameters p1, po, ..., pp, where P = k.
This mapping transforms B* into B’ which can be passed to the fault simu-
lation via fault injection scripts to assign the values in B’ to the respective

fault model parameters. Fault simulations are exercised accordingly.

6.4.3 Sampling-based effect estimates

The effect estimates are presented for the direct and total effects. Direct
effects quantify the contribution of each input to the output variable and do
not account for the variability of the other effects. Total effects take account
of the variability of other effects.

Generally, total effects are used for determining non-influential inputs
and ranking. They comprise among the direct effects of inputs, any effects
due to the shared variances of the inputs [174]. However, the direct effect
can generally be used complementary with the total effect in order to identify
suppressor variables among the inputs [182]. A suppressor is a variable which
shares small variance with the output but contributes to the shared variance
by removing variance from other inputs.

Zero-order correlation

The zero-order correlation, that is Pearson correlation coefficient, quantifies
the shared variance between a single input X; and the output Y [186]. It is
defined as

Cov Xi, Y
p(Xi.Y) = ( )

\/ Var(X;)Var(Y)

where Cov(X;,Y) is the covariance of X; and Y. Var(X;) and Var(Y') are

the variances of the input and output, respectively. The implementation is
shown in list. C.2.

(6.11)

I6)



Beta weights

The beta weights are a measure of total effect of a variable X; on the output
Y. Beta weights are based on linear multiple regression (see equation 6.4)
and are calculated by

Var X@
B; = b Var(Xi) (6.12)

Var(Y)
Therein, b; is the regression coefficients for ¢ = 1,..., k input variables. For
uncorrelated inputs, the beta weights range between —1 and +1. Total effect
estimates are obtained by squaring the beta weights [182]. The implementa-

tion is shown in list. C.3.

Relative weights

Opposed to beta weights, the relative weights [187] are more accurate in
partitioning the shared variance among inputs and are particularly suited in
the presence of multi-collinearity and a high number of inputs (more than
10) [182]. It is based on calculation of an orthogonal set of new variables
Z, which are maximally correlated to X by its singular value decomposition
into singular values o7, ..., 0,,, = diag(X) as well as left and right eigenvectors
U and V

X =UxXV". (6.13)

Subsequently, the output vector y and input matrix X are regressed to the
orthogonal variables Z by

B=(Z72)"'Zy (6.14)
and
A= (Z7)'7’X (6.15)
respectively. Finally, the relative weights € are obtained by
e = A*B2. (6.16)

The implementation is shown in list C.1.

6.4.4 Sampling approach

Randomized fault simulations are run to calculate the effect estimates based
on the circuit responses (mean normalized error, see equation 6.2). Thereby,
all fault model parameters are varied simultaneously within their feasibil-
ity space. Afterwards, non-parametric re-sampling is applied to calculate
confidence intervals for the effect estimates. Subsequently, the statistical
significance of the effect estimates are obtained with a hypothesis test.
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Non-parametric resampling

For computation-intensive models, exhaustive simulation (sampling) should
generally be avoided. However, effect estimates obtained from a small sample
size are prone to error. The uncertainty of effect estimates can be quantified
by bootstrap confidence intervals utilizing the non-parametric resampling
technique [188]. Non-parametric resampling makes no prior assumptions on
the distribution of the data and aims to reduce the error due to a low number
of samples.

Given a data set with sample size n, number of inputs d and a single
output, the inputs and output can be merged into one n x (d+1)-dimensional
data set D = (X,Y). Non-parametric resampling is applied on the rows of
the data set D.

Confidence interval of effects

The non-parametric resampling technique is used to calculate confidence in-
tervals for the estimates of total and direct effects. For this purpose, the
following steps are followed [189]:

1. Apply non-parametric resampling with replacement on D to create a
large number (e.g. 1000) of bootstrapped data sets of the original data
set

2. Calculate estimates of direct and total effects individually for each boot-
strapped data set

3. Calculate the confidence intervals around the estimates

Statistical significance test

In order to determine non-influential parameters, a significance test can be
exercised by employing the non-parametric resampling technique. Thereby,
statistical significance of the estimates are obtained with the null hypothesis
that the difference between the effect estimates associated with the inputs
and a randomly generated dummy variable are zero. The steps required for
this purpose are [190]:

1. Add a randomly generated dummy variable of sample size n to the
input matrix X and construct D gymmy comprising the dummy variable
as input

2. Apply non-parametric resampling with replacement on D gymmy to cre-
ate a large number (e.g. 1000) of bootstrapped data sets
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3. Calculate estimates of direct and total effects individually for each boot-
strapped data set

4. Calculate the differences between the input effects and the dummy
variable effect

5. Calculate the confidence intervals around the differences
Confidence intervals of effect estimates which include zero are considered not
significant at the desired confidence level.

6.5 Summary

In this chapter, the evaluation of soft (parametric) faults in terms of global
sensitivity analysis is proposed. The approach facilitates to prioritize soft
faults based on the severity of their effects on the circuit response. Initially,
the fault model parameter value range for which it causes a soft failure of
the circuit response is determined. Subsequently, a screening is conducted
in order to identify non-influential faults. Afterwards, effect estimates with
confidence intervals are calculated. Based on their statistical significance soft
faults are kept or eliminated from the fault list. A metric for the simulation
fault coverage is proposed by which the fault list can be further reduced by
keeping most of the variability in the circuit response.

The proposed approach for effect estimation is strictly based on the linear-
ity hypothesis between the circuit response and the fault model parameters.
If the linearity hypothesis is rejected, the proposed approach can still be used
by prior utilizing a rank transformation of the data set [174]. Alternatively,
approaches which are not based on the linearity hypothesis can be used, like
the variance-based [176] or density-based [175] global sensitivity analysis.
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Chapter 7

Experimental results

The experimental results are presented for modules from two different auto-
motive safety-related electronic control units (ECUs):

1. High-voltage Lithium-ion battery management system.
2. Low-side gate driver circuit module with safety-critical load.

In this chapter, first the ECUs are introduced, their elements and functional-
ity is described. They are used in the case studies on evaluation of safety goal
violation, safety-related functional verification, fault grouping and evaluation
of soft faults.

7.1 Battery management system module

The high-voltage battery management system (BMS) module in this case
study comprises six modules, each comprising twelve lithium-ion cells. The
modules control the charging and discharging of each cell. Moreover, they
monitor the cells to detect and control safety-critical events, for example cell
over-/under-voltage and over-temperature.

7.1.1 Passive balancing of Lithium-ion cells

The Lithium-ion cells in the modules are connected in series. The power
electronics and control logic for each cell are connected in parallel see fig.
7.1. In the circuit, the Module Management System (MMS) monitors volt-
ages and temperatures for all twelve cells and balances charge across the cells
using passive balancing. In the following, the passive balancing procedure for
charging the cells is described. In charging mode, all twelve cells are charged
in series at constant current. The MMS halts the charging procedure, if it
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detects the maximum allowed voltage (determined by the cell specification)
at the electrodes of any cell. Subsequently, the MMS turns on the corre-
sponding power switch, by which the particular cell is discharged via the
parallel resistance for a specific lower state-of-charge (SOC) threshold value.
When the particular cell reaches this SOC threshold, the MMS turns off the
corresponding power switch and continues the constant current charging pro-
cedure. This procedure is executed iteratively, until all cells are at the same
SOC level, that is the cells are balanced (end of charge).

Wire st
Inductance |

A/D
Converter
Resist Module
esistance
Lithium-ion Management
Cell + System (MMS)

Charging
Enable /
Disable

Passive Balancing
Algorithm

+

Wire
Inductance

Power Electronics & Control Logic

12 x

Figure 7.1: Simplified schematic of the battery management module with
passive balancing function.

7.1.2 Elements and functionality

The voltages at the cell electrodes are measured by two different A/D con-
verters for different purposes, namely for the cell balancing and voltage mon-
itoring. For cell balancing, 13-bit delta-sigma converters are used for precise
voltage reading. For voltage monitoring, 10-bit successive approximation reg-
ister (SAR) converters are used for fast cell over-voltage and under-voltage
detection. In the circuit, the SAR converters are safety mechanisms, dedi-
cated to the prevention of a hazardous event due to over-voltage or under-
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voltage at the cell electrodes. In the presence of a failure of the delta-sigma
converters, the SAR converters act by the respective prevention measures,
like stopping the charging procedure due to over-voltage detection. In par-
ticular, the SAR converters implement two functions during the charging
procedure:

e To stop the charging process by sending a short-term digital high over-
voltage signal to the MMS, if any cell voltage reaches end-of-charge
voltage (nominal case or fault is not detected).

e To stop the charging process by sending a permanent digital high over-
voltage or under-voltage signal to the MMS; if any cell exceeds end-
of-charge voltage or if any cell falls under the end-of-discharge voltage
(fault is detected).

7.1.3 Case study: Evaluation of safety goal violations

The high-voltage battery management system (BMS) is a safety-related ele-
ment of the electric drive train in electric vehicles, see fig. 7.2. The electric
drive train is an item of the electric vehicle. That is, safety goals are defined
for the high-voltage battery cells. Their potential violation due to random
hardware failures must be evaluated at the item level. That is, a test bench
covering the BMS and the battery cells must be considered. The presented
approach addresses the evaluation of safety goal violations due to random
hardware failures in the power electronics and control logic. In particular,
the occurrence of random hardware failures during the charging process is
considered. The failure modes of several components in the BMS module are
extracted from a dedicated FMEDA and are listed in tab. 7.1.

Safety goals for the Lithium-ion cells

Safety goals are determined by a hazard and risk analysis of the BMS module.
The safety goals considered in this case study are:

e SG1: Avoid deep-discharge of any battery cell (ASIL D)
e SG2: Avoid over-charge of any battery cell (ASIL D)

e SG3: Avoid external short circuit of any cell (ASIL D)
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Figure 7.2: Electric drive train as item with corresponding hardware ele-
ments.

Failure mode classification

The BMS module comprises a safety mechanism stated by the SAR con-
verter. Therefore, all single-point faults (SPFs) which lead to a safety goal
violation can be classified residual faults (RFs). Faults which lead to a failure
(i.e. any deviation of the component’s performance from nominal) but no
safety goal violation, must be considered for further MPF analysis because of
a potential perceived multi-point fault (MPF P) in combination with another
independent fault. Faults which lead to no failure and hence to no safety goal
violation (not perceived, nor detected) need further MPF analysis because
of a potential latent multi-point fault (MPF L) in combination with another
independent fault. Faults which are detected by the SAR converter are con-
sidered for further MPF analysis because of a potential detected multi-point
fault (MPF,D) in combination with a fault in the SAR converter.
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Table 7.1: Test case, components, failure modes and ISO 26262 related failure
mode classification based on simulated results for one Lithium-ion cell and
corresponding components.

Case study description

Safety goals
Circuit

Test case
Condition

Li-ion battery cells; over-/under-voltage, external short-circuit

Li-ion BMS module; power electronics and control logic

10A constant current charging with passive balancing
Nominal ambient conditions; all cell SOCs at 60%

Fault list for fault injection and failure mode classification results

Component | Component failure mode— Effect description Classification
delta-sigma | stuck-at high— only non inverted differential signal MPF,P,D
converter stuck-at low— only inverted differential signal MPF,P.D
drift (high/low)— wrong diff. voltage MPF,L
DC-fault— short between HV and LV part RF(SG1, SG3)
transient spike p/m— differential voltage oscillates MPF,L
SAR output stuck-at 1— stuck-at max. output value MPF,P.D
converter output stuck-at 0— stuck-at min. output value MPF,P.D
switching point wrong— 10% deviation MPF.P,D
stuck-at high— only non inverted differential signal MPEF,P.D
stuck-at low— only inverted differential signal MPF,P.D
drift (high/low)— wrong diff. voltage MPF,L
DC-fault—> short between HV and LV part RF(SG1, SG3)
transient spike p/m— differential voltage oscillates MPF.P,D
Voltage input to output short— chip over-voltage/destruction | RF(SG2)
regulator input to output open— no supply for chip MPF,P.D
output too high/low— supply over/under-voltage MPF,P.D
output oscillates— modulated supply voltage MPF,P,D
Reference input to output short— reference at supply level MPF,P.D
voltage (to | input to output open— no supply for converter MPF,P,D
delta-sigma | output too high/low— wrong converter output MPF,L
converter) output oscillates— wrong delta-sigma output MPF,P,D

Schematic simulation test bench

The schematic simulation test bench is designed in Cadence Virtuoso. It is
basically comprised of individual behavioural model instances for the Lithium-
ion cells, the power switches, passive balancing circuitry, the A/D converters
(delta-sigma and SAR), a voltage reference for the delta-sigma converters
and a voltage regulator.

Configuration

The charging of high-voltage Lithium-Ion cells takes a few hours. However, in
the simulation this procedure can be accelerated by scaling the cell capacity
to a lower value and adjusting other test-bench parameters, respectively.
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With this adjustment, the simulation time can be set to less than a minute
in order to simulate the whole charging process, but it also depends on the
initial SOC setting for the cells. In the test bench, the cells are charged with
10A constant current and varying state of charge (SOC) initializations of the
cells. The charging stops when any delta-sigma converter reads the end-of-
charge voltage at any cell. In parallel, the SAR converter checks the cell
voltages and disconnects the cells from the charging source in case of failure
at any element by disabling a safety relay which is in series connected to the
battery. The test bench switches to idle state after the charging process.

Fault modelling

The presented fault modelling covers failure modes defined for the power
electronics and control logic of three adjacent cells (10th, 11th and 12th,
latter is directly connected to the charging source). Additionally, the failure
modes of a reference voltage generator for the delta-sigma converters and a
voltage regulator are considered, see tab. 7.1. In this case study, the analog
and digital functional fault modelling technique at the component-level is
used, see fig. 3.4.

Simulation results

The presented simulation results cover single-point and dual-point faults for
several components of the circuit. In particular the power electronics and
control logic corresponding to the three adjacent cells (10th, 11th and 12th)
are considered. Single-point faults which do not violate any SG are analysed
by dual-point fault injection. For the different SOC initializations, the sim-
ulation time is determined to be 10s in order to simulate the whole charging
procedure until the end of charge.

Failure mode classification results The failure mode classification re-
sults obtained from fault simulation of each individual failure mode corre-
sponding to the components of one Lithium-ion cell are shown in tab. 7.1.
Most of the faults are perceived and eventually detected by the SAR con-
verter (MPF, P/D). Safety goal violations SG1, SG2 and SG3 are all caused
due to bridging failures of component 1/Os. For example, a bridging fault
at the inputs of the delta-sigma converter causes the violation of SG1 and
SG3 because the corresponding cells are then externally shorted (SG3). This
causes an under-voltage (SG1) at the cell, because it cannot be controlled by
the SAR converter. Some faults are not perceived or detected, nor do they
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cause a safety goal violation. These faults are latent and must be considered
for further multi-point fault potential.

Next, the failure mode classification under the following assumptions is
presented:

e A failure of a component corresponding to one cell may have an effect
on an adjacent cell.

e A failure of a component may have different effects for different cell
SOCs.

For this purpose, a total amount of 88 failure modes are considered, respec-
tive to the components of three adjacent cells, namely the 10th, 11th and
12th, with latter being directly connected to the charging source. Moreover,
different initializations for the cell SOCs are considered:

e All cell SOCs at 50%.

e 11th cell with SOC=60%, all other cells at 50%.
e 11th cell with SOC=40%, all others 50%.

e 11th cell with SOC=80%. all others at 40%.

The failure mode classification results with respect to the SOC initialization
are plotted in a histogram in fig. 7.3. It can be seen that safety goal violations
occur most frequently, when there is a large deviation of the SOC levels
among the cells (11th cell with SOC=80%, all others at 40%). Overall, it
can be seen that for different cell SOCs, different effects for the same fault
can be expected.

Evaluation of failure modes In the remainder, the component failure
modes are evaluated with regard to their potential to directly violate SG1
(avoid under-voltage of any cell voltage) and SG2 (avoid over-voltage of any
cell voltage). For this purpose, the simulation results for the cell voltages
Veell x are inspected. The evaluation is presented for a selected set of enu-
merated single-point faults:

e Fault 42: SAR converter over-voltage detection stuck-at 0 at 11th cell.
e Fault 61: SAR converter over-voltage detection stuck-at 0 at 12th cell.

e Fault 74: Delta-sigma converter inputs shorted at 12th cell.
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FGaOiIure Mode Classification With Respect to Variable Cell SOCs

I Al cell with SOC=50%
I 11th cell with SOC=60%, others 50% -
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[ 111th cell with SOC=80%, others 40%
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Figure 7.3: Failure mode classification results for single-point fault injection
and variable cell SOCs.

e Fault 44: SAR converter under-voltage detection stuck-at 0 at 12th
cell.

For evaluation, the waveforms of all cell voltages Veell x and the digital
outputs of the SAR converter are drawn altogether in one plot for the nominal
simulation, see 7.4, as well as for a selected set of fault injection campaigns,
see figures 7.5, 7.6 and 7.7. Te plots include the critical over-voltages and
under-voltages of the cells are drawn. If any cell voltage is higher than the
critical over-voltage or lower than the critical under-voltage, SG2 or SG1 are
violated, respectively.

Single-point faults In fig. 7.5, the simulation results corresponding
to equal cell SOCs (all cells are initialized at 50%) are shown. Injection
of fault 42 is not perceived at the cell voltages and nor is it detected by
any SAR converter. After reaching the end-of-charge voltage of all cells, the
SAR converter corresponding to the 12th cell stops the charging process by a
short-term digital high (pulse) to the MMS. In this context, fault 42 is latent
and can be classified as a safe fault (SF), if we can exclude its potential for
contribution to a latent multi-point fault (MPF,L) with another independent
fault.
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Injection of fault 61 (SAR converter over-voltage detection stuck-at 0 at
11th cell) causes the cell voltages to exceed the end-of-charge voltage and is
detected by the SAR converters. It writes a permanent digital high to the
MMS to stop the charging process permanently. This prevents the fault from
violating SG2. In this context, fault 61 is perceived and detected and can be
classified a safe fault (SF), if we can exclude its potential for contribution to
a detected or perceived multi-point fault (MPF P or MPF,D) with another
independent fault.

Injection of fault 74 (SAR converter over-voltage detection stuck-at 0 at
12th cell) is perceived at the cell voltages and detected by the SAR converter
which sends a permanent digital high to the MMS. This fault causes the 12th
cell to be externally shorted. The SAR converter cannot prevent the cell
voltage to fall below the critical under-voltage. Therefore, fault 74 violates
SG1 and SG3 (avoid external short circuit of any cell) and must be classified
a residual fault (RF).

In fig. 7.6, simulation results respective to a different cell initialization
are shown. Therein, the 11th cell SOC is initialized at 80% and all other cells
SOCs are initialized at 40% initialisation are drawn. Same as in the previous
results, injection of fault 42 is not detected by any SAR converter. However,
contrary to the previous results, fault 42 does violate SG2 and hence must
be classified a residual fault (RF). This is due to the fact, that fault 42 is a
stuck-at 0 of the digital output of the SAR converter corresponding to the
11th cell. Due to its initialization, the 11th cell reaches as first the end-of-
charge voltage. Due to the stuck-at 0 fault of the SAR converter, it cannot
send the digital high to the MMS in order to stop the charging process. Thus,
the charging continues until another cell reaches it’s end-of-charge voltage (in
this case the 12th cell). During this, the voltage of the 11th cell exceeds the
critical over-voltage.

Injection of fault 61 is perceived and detected by the SAR converters. The
charging process stops because 11th cell exceeds the end-of-charge voltage.
This fault does not violate any safety goal. However, further analysis to
exclude perceived or detected multi-point fault (MPF,P or MPF,D) potential
is required.

Injection of fault 74 is perceived but it is not detected by the SAR con-
verter. Also, for the time frame captured in 7.6 it does not violate a safety
goal either.

Dual-point fault In fig. 7.7, the simulation results corresponding to
a different cell SOC initialization are shown (11th cell with SOC=60%, all
other cells at 50%). It can be seen that fault 42 is latent because it is not
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Figure 7.4: Simulation results for the nominal cell voltage response with all
cells initialised to equal SOC=50%. Cell voltages, critical over- and under-
voltages are drawn together with the digital over-voltage and under-voltage
detection.

detected by a SAR converter and also does not violate any safety goal. It
is considered for latent multi-point fault potential with another independent
fault. In fig. 7.7 it can be seen that this fault causes together with fault 44
(SAR converter under-voltage detection stuck-at 0 at 12th cell) the violation
of the over-voltage (SG1) of the 11th cell. Therefore, fault 42 can be classified
differently with respect to the cell SOCs:

o SF, if all cell SOCs are at similar level (see fig. 7.5).

e RF, if corresponding cell SOC is at higher level than other cell SOCs
(see fig. 7.6).

e MPF.L, in combination with fault 44, if cell SOCs are at similar levels
(see fig. 7.7)
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Figure 7.5: Simulation results for single-point fault injection. All cells are
initialised to equal SOC=50%. Cell voltages, critical over- and under-voltages
are drawn together with the digital over-voltage and under-voltage detection.
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Figure 7.6: Simulation results for single-point fault injection. The 11th cell
is initialised to SOC=80% and all other cells to SOC=40%. Cell voltages,
critical over- and under-voltages are drawn together with the digital over-
voltage and under-voltage detection.

Discussion

The battery management system (BMS) module is a safety-related automo-
tive circuit with stringent safety requirements (ASIL D safety goals). In
order to comply with the safety requirements in automotive applications in
accordance to the ISO 26262, a method for evident argumentation within
the evaluation of safety goal violations due to random hardware failures is
needed. To address this, a simulation-based approach is presented, in which
the fault injection technique is used. The fault injection covers analog and
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Figure 7.7: Comparison of single-point and dual-point fault injection. The
11th cell is initialised to SOC=60% and all other cells to SOC=50%. Cell
voltages, critical over- and under-voltages are drawn together with the digital
over-voltage and under-voltage detection.

digital fault models. The faults are injected at the component-level using
the functional fault model. The simulation results are used within the fail-
ure mode classification procedure in accordance to the ISO 26262. The failure
mode classification can subsequently be used for quantification of diagnostic
coverage of the safety mechanisms. Therefore, it states a crucial task within
the standard and determines the compliance of a product with the target
ASIL.

The presented work comprises a constitutive approach and can be used
for further investigations on the evaluation of safety goal violations due to
random hardware failures. This also covers additional operating conditions
as well as test cases in order to expose other hazardous events. Moreover,
in the presented simulation results it can be seen that the exposure of a
hazardous event also depends on the state of the safety-critical equipment.
For Lithium-ion cells, the state-of-charge (SOC) values determine the severity
of the effect of the considered failure modes. Thus, depending on the SOCs,
failure modes can be classified differently. This consideration adds additional
complexity to the overall evaluation procedure and must be covered by the
simulation-based approach.

90



7.2 Low-side gate driver circuit

The low-side gate driver (GD) module is a generic safety-related automotive
smart power device in the automotive field. It is designed to turn on and off
LEDs or any kind of loads connected to a battery. This functionality is con-
trolled by a digital control unit which communicates with other automotive
ECUs via a bus system.

7.2.1 Elements

In the experimental set-up, the GD module drives an LED, see block diagram
in fig. 7.8. A typical application of this device is to visually indicate (LED)
the failure of other automotive ECUs in the vehicle. The GD module is based
on a modular concept in which the digital functionality is divided from the
analog functionality, see fig. 7.8. The digital control unit comprises registers,
logic and timers to drive and control the analog functionality. The analog
part comprises buffers and a low-side driver including a safety mechanism.
The buffers interface the digital control unit, the low-side driver and the
safety mechanism in a feedback loop.

7.2.2 Functionality

The basic functionality of the GD module is described for two use cases.
First, when the GD driver is requested to turn the LED on and second,
when a system-level failure occurs during this use case.

Gate driver on

The digital enable signal en initiates to turn the LED on. Via the buffer
interface, it is an input to the level shifter. The level shifter lifts the volt-
age level of the input from the digital V DDp to the analog V. DD,. This
generates the output signal vs which drives the gate driver output stage via
an intermediate logic circuit to produce the output stage inputs vn and vp.
The circuits of the level shifter and output stage are shown in fig. 7.9 and
fig. 7.10, respectively. The output-stage produces an output signal vg which
drives the Power MOSFET gate voltage in order to turn the LED on or off.

System-level failure

The circuit comprises an over-current limitation (OCL) circuit which is ded-
icated to over-current failure detection at the system level. For this purpose,
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Figure 7.8: Interconnect and stuck-open/short fault grouping results for the
level-shifter circuit (LS), gate driver circuit (GD) and over-current limitation
circuit (OC).

the current in the Power MOSFET IDS is measured indirectly via a resis-
tance. The voltage on the resistance vin is compared via a reference voltage
vref in the OCL circuit. If vin is lower than vref, over current is detected.
Subsequently, the OCL circuit limits /DS indirectly by controlling the gate
voltage vg. This action is communicated with the digital control unit via the
active-high signal cl. After a pre-defined shut-down delay time ¢ sp, the
digital control unit disables the gate driver and resets ¢l via the en signal.
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input signal en from the digital level V. DDy into the analog level V DDy,
resulting in the output signal vs. The second input signal pd indicates a
power supply failure in the digital control unit and disables the output signal
vSs.

7.2.3 Case study: Safety-related functional verifica-
tion

The low-side gate driver (GD) module functionality is verified at the system
level for a number of safety-related test cases. The verification target is
compliance with the technical safety requirements. These are derived from
the product specification. A self-checking simulation test bench is set-up for
the test cases. Simulation results and discussion is presented.

Safety-related test cases

The safety-related test cases are derived from the functional verification plan.
In presented experimental results, four different test cases are considered.
These are:

e Driver on The GD module is requested to turn the LED on for a pe-
riod of time. The verification target is the compliance with the require-
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Figure 7.10: Circuit of the low-side gate driver output stage (OS). The gate
driver signal vy is driven by input signals Vy and Vp. The output slew rate
is controlled via Ipss and Iy, provided by bias circuitry (not shown).

ments on the Power MOSFET on-voltage V DS, and its on-resistance
RD Stemton-

Driver off The GD module is requested to turn the LED off. The
verification target is the compliance with the requirements on the Power
MOSFET pull-down current 1DSq.

Dynamic current limitation During the Driver on request, the GD
module experiences a system-level failure. The failure is due to a short-
circuited output load (LED). The verification target is the compliance
with the requirements on the limitation of the Power MOSFET current
IDS to ID SCL-

Shut-down delay time During current limitation, the digital control
unit must disable the GD module after a pre-defined shut-down delay
time. The verification target is the compliance with the requirements
on the shut-down delay time t¢y, sp between the rising and falling edges
of the current limitation signal cl.

Safety-related test cases are created for the analog/mixed-signal parts

of the GD module. For this purpose, fault injection is considered in the
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level shifter, the output-stage and the over-current limitation circuit. The
components are mainly composed of MOSFET devices. The MOSFET stuck-
open and stuck-short failure modes cover already 60% of the failure rate of
one device. They are modelled by very high-ohmic resistive opens (1Gf2
in series to the transistor drain) and very low-ohmic resistive shorts (1msS2
in parallel to the transistor), respectively. All faults in all components are
considered with equal probability of occurrence.

Simulation test bench

The simulation test bench is self-checking regarding the verification targets
and covers the safety-related test cases. It comprises a mixed-mode model
of the GD module, where the digital core is modelled in RTL and the analog
part at circuit level. Different loads are configured to cover the nominal case
as well as the system-level failure case.

Simulation results

The simulation results are presented in two parts. In the first part, the
collective verification results are shown for the component fault injections in
different test cases. In the second part, the simulated waveforms are shown
for two safety-related test cases.

Verification results Fig. 7.11 gives an overview of the verification results.
It shows the percentage of failed tests in the presence of MOSFET stuck-open
and stuck-short faults in the level shifter, output stage and the over-current
limitation circuit. The results are illustrated for the different test cases driver
on, driver off dynamic current limitation and shut-down delay time.

Overall, most tests failed during the dynamic current limitation and shut-
down delay time test. These test cases are most sensitive to the accurate
function of all components.

No test failed during the driver off test case with fault injection in the over-
current limitation circuit. That is, all faults occurring in the over-current
limitation circuit are latent until the GD module is turned on. Generally,
the driver off test case e states that there is no request from any other au-
tomotive ECU to turn on the LED in order to visually indicate a failure of
the requester. This test case can be considered to be the most common use
case for the GD module. In this context, the verification results show that
unless adequate measures are implemented, the failure of the over-current
limitation will be undetected until an automotive ECU fails and requests the
GD module to indicate this. For an equal probability of occurrence for all

95



Safety-Related Functional Verification Results
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Figure 7.11: Functional verification results for safety-related test cases. The
percentage of failed tests in the presence of MOSFET stuck-open and stuck-
short faults in the level shifter, output stage and over-current limitation
circuit are illustrated for the different test cases.

faults in the over-current limitation circuit, this means that 30% of faults
will cause the GD module to not comply with its requirements to drive the
LED on. Moreover, in the presence of a simultaneous system-level failure,
more than 60% of faults will cause the GD module to not comply with its
requirement on current limitation and more than 70% of faults will cause the
GD module to not comply with its requirement on the shut-down delay time.

Waveforms The simulated waveforms of the Power MOSFET voltage VDS
and current DS are plotted for the dynamic current limitation test case.
The waveforms for nominal (fault-free) simulation are compared with the

waveforms in the presence of (see gate driver output stage circuit topology
in fig. 7.10)

e PMOS MVBP16 stuck-open,
e NMOS MO stuck-open, and
e PMOS MVBP1 stuck open.

Dynamic current limitation (nominal) In the dynamic current lim-
itation test case, the driver is off until it is turned on at ¢ = 50us, see for
example fig. 7.12. While the driver is on, a system-level failure occurs at
t = 100us and the load (LED) is shorted. This causes an increasing current
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MVBP16 Stuck-Open in Dynamic Current Limitation Test Case
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Figure 7.12: Failure caused by fault injection of a stuck-open fault model of
PMOS MVBP16 in the gate driver output stage. Simulated waveforms of
the Power MOSFET voltage VDS and current /DS in nominal and failure
mode during the dynamic current limitation test case.

IDS through the Power MOSFET which is subsequently limited by cur-

rent limitation circuit. After a delay time the GD module is shut down at
t =~ 130us.

Stuck-open fault of MVBP16 The stuck-open failure mode in the
output stage causes the Power MOSFET to be stuck-on. Starting by ¢t = 0,
the voltage across the Power MOSFET is set to V. DS,,. When the load is
shorted, current I DS through the Power MOSFET increases and cannot be
sufficiently limited by the over-current limitation circuit.

Functional equivalent faults The NMOS MO stuck-short fault and
PMOS MVBP1 stuck-open fault cause very similar circuit responses in the
dynamic current limitation test case, see fig. 7.13 and 7.14, respectively.
Both cause the Power MOSFET to be stuck-on. When the load is shorted,
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MO Stuck-Open in Dynamic Current Limitation Test Case
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Figure 7.13: Failure caused by fault injection of a stuck-open fault model
of NMOS MO in the gate driver output stage. Simulated waveforms of the
Power MOSFET voltage V DS and current /DS in nominal and failure mode
during the dynamic current limitation test case.

current DS through the Power MOSFET increases and can be sufficiently
limited by the over-current limitation circuit. However, after the shut-down
delay time, the Power MOSFET is still conducting with DS = IDS,,.

Before the load is shorted, all three failures of MO, MVBP1 and MVBP16
are similar. Thus, for the test cases driver on and driver off, they can be
considered functional equivalent.

Discussion

Based on functional test cases of the low-side gate driver (GD) module,
safety-related test cases are derived. The verification target is compliance
with safety requirements, derived from the product specification. The sim-
ulation test bench is set-up for system-level verification. Fault injection is
done to three components in the analog part of the GD module. These are
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MVBP1 Stuck-Short in Dynamic Current Limitation Test Case
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Figure 7.14: Failure caused by fault injection of a stuck-short fault model
of PMOS MVBPI1 in the gate driver output stage. Simulated waveforms of
the Power MOSFET voltage VDS and current /DS in nominal and failure
mode during the dynamic current limitation test case.

a level shifter (LS), the gate driver output stage (OS) and an over-current
limitation (OCL) circuit .

The simulation results are particularly useful to determine compliance
with safety requirements and the latency of faults for different test cases.
It can be shown, that depending on the test case, different faults can cause
similar effects on the circuit response. These are individually simulated but
arc evaluated identical in the verification procedure.

7.2.4 Case study: Hierarchical fault injection

The hierarchical fault injection approach is deployed on the low-side gate
driver (GD) module. In order to identify functional equivalent fault groups
at component-level, component-level faults are run. Subsequently, the simu-
lated waveform data is processed by the fault grouping algorithm. An optimal
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set of fault groups is calculated and representative faults are presented.
In the GD module, the level shifter (LS), gate driver output stage (OS)
and over-current limitation (OC) circuit are considered in this context.

Simulation test bench

Component-level simulation test benches are created for the LS, OS (in-
cluding LS and output stage) and OCL components. The stimuli for the
components are derived from measurements of the component input signals
from the system-level nominal simulations for the driver on and driver off
test cases.

For all components, fault injection of MOSFET stuck-open (1G2 in series
to the transistor drain) and stuck-short (1mf) in parallel to the transistor)
faults are considered. Additionally, for the LS component, local bridging
faults (1mS2 in parallel to the transistor) on the MOSFET pins is considered.

The schematics of the LS and OS are shown in fig. 7.9 and fig. 7.10,
respectively. The netlist of the OC is composed of 46 MOSFET devices.

Simulation results and discussion

An overview of the fault grouping results for each component are shown and
subsequently discussed in-detail for the level shifter and output stage. For
this purpose, the hierarchical clustering scheme in form of a dendrogram is
presented. The cluster validation results are shown and the representative
faults are presented.

Overview of fault grouping results The results of fault list reduction
by the fault grouping approach are shown for each component and fault type
in fig. 7.15 with respect to the cluster validation index which was used to
determine the optimal number of fault groups.

The strongest fault list reduction is obtained for the over-current limi-
tation component with the stuck-short/open fault type which is reduced by
more than than 82% compared to the initial fault list comprised of 92 faults.
All cluster validation indices suggest an optimal number of fault groups to
be eleven.

For the output stage component, the level shifter is considered to be its
sub-component, hence, the stuck-short/open faults in the level shifter are
also comprised in the results for the output stage. It can be seen, that for
the output stage even smaller number of fault groups is suggested than for
the level shifter. The reason for this is that some faults of the LS propagate
either to stuck-at-high or stuck-at-low faults when entering the output stage.
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Fault List Reduction with Different Cluster Validation Methods
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Figure 7.15: Interconnect and stuck-open/short fault grouping results for the
level-shifter circuit (LS), gate driver circuit (GD) and over-current limitation
circuit (OC).

The level shifter and the output stage are connected with each other via an
intermediate CMOS circuit, which transforms the single output of the level
shifter into two inputs vp and vn for the output stage. That is, although
the number of faults increases from sub-component to component-level, the
number of fault groups decreases with increasing hierarchy level.

For the level-shifter, stuck-short/open and bridging faults are separately
considered. For the bridging fault type a higher fault list reduction is achieved
(76%) than for the stuck-short/open fault type (67%).

It can be concluded that the hierarchical fault injection approach scales
well for hierarchical architectures (level shifter as a sub-component of the out-
put stage), large circuits with many devices (over-current limitation circuit)
and in the presence of many faults (bridging faults in the level shifter).

Hierarchical clustering scheme The hierarchical clustering algorithm
produces different results, depending on the linkage function used, see tab.
5.2. Fig. 7.16 shows the cumulative within-cluster sum-of-squared errors
(SSE) over the number of total clusters K. It can be seen that in any
case, the Ward Linkage produces clustering results with minimum cumulative
SSE. For fault grouping, the goal is to generate fault groups in which
all faults are as similar as possible, i.e. fault groups with minimal SSFE.
Therefore, the Ward linkage is used for fault grouping.
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Comparison of Hierarchical Clustering Linkages

Comparison of Hierarchical Clustering Linkages

= Single gingle
2r Complete | - 6| P omplete
< Average < Avgrage
18 F Weighted g We\ght.ed
[0 = Centroid % 5t Cent‘rmd
%] Median ° Median
L6 e Wardl 4 2 e Ward
s ©
3 ERAI
£ 14 1 £
3 3
o 3l
12+ 1
1 | | | | | | P . . . |
0 5 10 15 20 25 30 35 0 10 20 30 40 50
Number of Clusters K Number of Clusters K
(a) LS, interconnects (b) LS, Stuck-On/Off
a4 Comparison of Hierarchical Clustering Linkages 17 Comparison of Hierarchical Clustering Linkages
L L ———single [ ] 16 — Single
82 Complete e Complete
o 3t Average <15 Average |
,_,xj‘ Weighted E Weighted
0 2.8 == Centroid | 4 » 14 Centroid | 4
@ Median @ Median
_02) 26 = Ward 1 _3 13 Ward 1
s kS
S 24 1 S 12 1
€ €
=3 3
Q22 1 oMt 1
2t 1 10 1
18 . . | . 9 | . | .
0 10 20 30 40 50 0 20 40 60 80 100
Number of Clusters K Number of Clusters K
(c) GD, Stuck-On/Off (d) OC, Stuck-On/Off

Figure 7.16: Comparison of the cumulative sum-of-squared errors using dif-
ferent linkage functions in the hierarchical clustering algorithm.

The hierarchical clustering schemes are shown in form of dendrogram
with Ward linkage function for the level shifter component and the output
stage component with level shifter as sub-component, see fig. 7.17 and fig.
7.18, respectively. The faults are enumerated including the nominal circuit
response (number 1 for the level shifter, 1 and 32 in the output stage). In
fig. 7.17 it can be seen that five other faults (number 5, 8 25, 26, 29, 30)
cause a similar circuit response as the nominal circuit response. The distance
(vertical axis) of these objects are very small to each-other.

From the structure of the presented dendrogram it can be concluded that
the faults are mostly either very similar to each-other or very different from
each-other. This conclusion generally applies for the components which are
stimulated by a limited number of non-randomly generated input signals.
In this case, non-random stimuli are chosen because they correspond to the
stimulation of the component during the driver on and off test cases.
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Hierarchical Clustering Scheme
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Figure 7.17: Hierarchical clustering scheme (dendrogram) of stuck-open/-
short faults for the level shifter with enumerated faults (1 is the nominal
circuit response).
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Figure 7.18: Hierarchical clustering scheme (dendrogram) of stuck-open/-
short faults in the output stage with the level shifter as sub-component. The
level shifter faults are enumerated from 1 to 31 , the output stage faults are
enumerated from 32 to 50 (1 and 32 are nominal circuit responses).

Cluster validation The cluster validation results for the level shifter com-
ponent and output stage with level shifter as sub-component are shown in fig.
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Figure 7.19: Cluster validation results for stuck-open/-short faults in the
level shifter.

7.19 and 7.20, respectively. Additionally, the sum-of-squared errors (SSE) is
drawn over the number of fault groups. It is generally desirable to achieve
an SSE as low as possible in order to guarantee high representativeness of
the representative faults.

For the level shifter, all cluster validation indices suggest the ten to be the
optimal number of fault groups. For the output stage, Davies Bouldin index
and Silhouette index suggest nine but the Dunn index suggests seven. The
circuit responses (waveforms) are inspected for each suggestions for similarity.
Qualitatively, seven is considered to be an adequate number of fault groups.
The suggestion of ten fault groups is considered too conservative.

Representative faults and reduced fault lists Tab. 7.3 shows a listing
of all devices, enumerated stuck-open/-short faults considered in the level
shifter, fault group assignments and the arguments for medoid and worst-case
representative fault calculation. A medoid argument which is zero indicates
that the fault is single in its fault group. A worst-case argument which is
very small or zero indicates that the fault is equal or very similar to the
nominal circuit response.

In tab. 7.3, the reduced fault list is shown for the level shifter compo-
nent. It is based on the representative faults obtained by using the medoid
and worst-case criteria. If the faulty circuit responses are distributed homo-
geneously and the SSE in the fault group is small, the medoid criterion is
considered to determine the representative fault. However, if the faulty cir-
cuit responses are distributed in-homogeneously and the SSE within the fault
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Fault Fault model Fault  Medoid argument Worst-case argument

number f group k Zf’eck dg f d¢,f'—nominal
1 Nominal 10 1.4845e-08 0
2 Pin, stuck-short 2 1.0491e-07 0.24749
3 Pin, stuck-open 4 1.3972e-08 0.17048
4 Pout, stuck-short 4 5.5877e-08 0.17048
5 Pout, stuck-open 10 2.9689e-08 2.5244e-13
6 MVBNO, stuck-short 7 0 0.19203
7 MVBNO, stuck-open 2 1.3607e-07 0.24749
8 MVBNS5, stuck-short 10 1.0391e-07 1.4844e-08
9 MVBNS5, stuck-open 4 6.9848e-08 0.17048
10 MVBPO, stuck-short 2 2.4098e-07 0.24749
11 MVBPO, stuck-open 8 0 0.19039
12 MVBP3, stuck-short 6 6.4956e-07 0.3562
13 MVBP3, stuck-open 2 2.7214e-07 0.24749
14 MVBN3, stuck-short 2 3.033e-07 0.24749
15 MVDBN3, stuck-open 6 1.2991¢-06 0.3562
16 MVBP2, stuck-short 2 3.3446e-07 0.24749
17 MVBP2, stuck-open 6 3.8345e-06 0.3562
18 MVBNI1, stuck-short 6 4.4841e-06 0.3562
19 MVBNI1, stuck-open 2 3.6577e-07 0.24749
20 MVBP6, stuck-short 6 5.1671e-06 0.3562
21 MVBP6, stuck-open 1 0 0.24756
22 MVBNY7, stuck-short 2 4.0298e-07 0.24749
23 MVBNY7, stuck-open 5 0 0.36875
24 Nin, stuck-short 9 0 0.20117
25 Nin, stuck-open 2 4.3414e-07 0.24749
26 PO, stuck-short 10 1.1875e-07 3.0894e-13
27 PO, stuck-open 3 9.249e-15 0.17002
28 NO, stuck-short 3 1.8498¢-14 0.17002
29 NO, stuck-open 10 1.3359e-07 2.812e-13
30 Nout, stuck-short 10 1.4844e-07 2.5981e-13
31 Nout, stuck-open 4 8.3819¢-08 0.17048

Table 7.2: Results for K, = 10 optimal fault groups in the level shifter
component: devices, enumerated stuck-open/-short faults, fault group as-
signments and arguments for medoid and worst-case representative fault cal-
culation.
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Table 7.3: Reduced stuck-open/short fault list for the level shifter.
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group is large, the worst-case criterion is considered to determine the respre-
sentative fault. The reason for this is that in the presence of high SSE within
the fault group, the medoid may not represent the faults which may be more
dissimilar to the nominal circuit response. However, latter faults may bear
more severe consequences than the medoid and hence be more safety-critical.
Thus, the worst-case criterion is more useful in this case because the missing
of the worst-case within each fault group is avoided.

7.2.5 Case study: Evaluation of soft structural faults

The evaluation of soft structural faults is deployed on the low-side gate driver
(GD) module. A total of 18 soft stuck-open/short faults are considered
among the MOSFET devices in the output stage, see fig. 7.10. First, the
soft failure ranges are determined by simulation. Subsequently, screening
is applied in order to identify non-influential faults. Afterwards, the direct
and total effect estimates are calculated. The contribution of each fault on
the explained variance of the circuit response is calculated. Non-parametric
re-sampling is used to calculate confidence intervals for the effect estimates
and statistical significance of the effects.

Determining soft failure ranges

Resistive fault models are considered for the injection of soft stuck-open (fault
model in series to the transistor) and stuck-short (fault model in parallel to
the transistor) faults in the MOSFET devices of the output stage. Each fault
model is enumerated and listed in tab. 7.4. They are simulated for uniform
distributed resistance values. Stuck-short resistance Rg,or of is varied be-
tween 1092 and 1-10M™Q. Stuck-open resistance Ropey is varied between 100
and 1-10'2Q.

From the simulations, the circuit response is produced, post-processed
and the mean normalized output error is calculated for the waveform with
respect to the nominal circuit response, see 7.21. A normalized error which
is close to zero indicates high similarity of the fault with the nominal circuit
response for the corresponding resistance value. For these resistance values,
no failure is perceived on the output signal. A normalized error which is
close to one indicates maximum dissimilarity of the fault with the nominal
circuit response. For these resistance values, maximum failure is perceived
on the output signal, thus they are hard faults. The circuit response for each
fault and for variable resistance values are plotted in fig. 7.21, including
the nominal fault-free circuit response. The circuit responses for all faults
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Fault no. Device name Fault model Distribution
1 MVBP1 stuck-short  Uniform(5 - 10,1 - 10°)
2 MVBP1 stuck-open  Uniform(1 - 10°,1 - 10%)
3 MVBPO stuck-short ~ Uniform(1 - 10°,1 - 10)
4 MVBP0 stuck-open  Uniform(1 - 10°,1 - 10%)
5 MVBP16 stuck-short  Uniform(1 - 10°,5 - 10°)
6 MVBP16 stuck-open  Uniform(5 - 1045 - 10%)
7 MVBP17 stuck-short  Uniform(1 - 10%,5 - 10°)
8 MVBP17 stuck-open  Uniform(1 - 1041 - 108)
9 MO stuck-short ~ Uniform(5 - 10°,5 - 109)
10 MO stuck-open  Uniform(1 - 10%,1 - 10%)
11 M1 stuck-short ~ Uniform(5 - 10%,5 - 109)
12 M1 stuck-open  Uniform(5 - 10°,1 - 10%)
13 MVN2 stuck-short ~ Uniform(1 - 10%,5 - 10%)
14 MVN2 stuck-open  Uniform(1 - 10°,1 - 10%)
15 MVN4 stuck-short ~ Uniform(5 - 10%,1 - 109)
16 MVN4 stuck-open  Uniform(5 - 10,1 - 107)
17 MVN3 stuck-short ~ Uniform(5 - 10%,1 - 10)
18 MVN3 stuck-open  Uniform(5 - 103,1 - 107)

Table 7.4: Stuck-open/short fault list for soft fault injection with resistive
fault models in the output stage of the low-side gate driver module.
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Figure 7.21: Resistance ranges for hard, soft and nominal stuck-open/-short
faults in the output stage.

with respect to the variable fault model parameter are plotted in 7.23 with
a close-up in fig. 7.22.

For the faults with numbers 16 and 18, straight lines are drawn in 7.21b,
because they have singly no effect on the output for any resistance value.
However, they only have an effect if they occur simultaneously, see right-most
plot at the bottom in 7.21b. This is due to the fact that both transistors
are connected in parallel. That is, the single stuck-short faults will have the
same effect, but the single stuck-open faults may have no effect.

The soft failure range is determined with respect to the resistance values
which cause a mean normalized error between the nominal and hard failing
circuit response. This is quantitatively determined to be the range between
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Fault12: Resisitve open-circuit fault model with varying resistances
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Figure 7.22: Circuit responses of the gate driver output-stage to soft stuck-
open fault model of transistor M1.

0.8 and 0.2.

Screening

Screening is applied in order to identify non-influential soft faults. Using the
extended elementary effects method, the total effect p* is used as indicator of
influence. A small total effect indicates small influence on the circuit response
and is eliminated from the fault list further analysis. The total effect (red)
is plotted together with the linear and non-linear/interaction effects (blue)
in fig. 7.24.

Regarding the stuck-short faults, fault number 9 has no effect (u* near
0). Fault number 1 has a small effect, compared to the other faults, which
are located in the far right of the horizontal axis. Fault number 9 can be
eliminated from the further analysis, due to the negligible total effect. Fault
number 1 is also eliminated, due to its strictly non-linear output response
which switches from nominal to hard failure for variable resistance values,
see 7.21. Fault number 3 has a very small direct effect but a very strong non-
linear/interaction effect. Keeping fault 3 for further sampling-based GSA
analysis may introduce non-linearity to the circuit response but it is not
eliminated for further analysis.

Regarding the stuck-open faults, none has a negligible total effect. How-
ever, faults with numbers 4, 10 and 16 have the smallest total effects, com-
pared to the other faults. However, all faults are kept for the subsequent
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Figure 7.23: Circuit responses of the gate driver output-stage to soft stuck-
short (uneven numbers) and stuck-open (even numbers) fault injection.
Faults 16 and 18 have only an effect when occurring simultaneously.

cffect estimation.

Sampling-based global sensitivity analysis

The influential soft faults are sampled with uniform distribution within their
soft, failure resistance ranges. The circuit output responses are obtained and
post-processed for mean normalized error calculation and standardization.
The effect estimates and confidence intervals for soft stuck-open and stuck-
short faults are plotted in 7.25 and 7.26, respectively. A dummy variable
(fault 19) is added to the data set which is used as a reference to identify
statistically significant effects. Any effect is statistically significant if its
confidence boundary does not include the zero-reference line.
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Figure 7.24: Screening results for soft stuck-short and stuck-short faults. The
total effects are read on the horizontal axis in increasing order.

Linear model assumption For the validation of the linear model assump-
tion, the predicted output errors are drawn over the standardized output
errors in scatter plots and the histograms of regression errors are shown, see
fig. 7.27. For soft stuck-short and stuck-open faults, the linearity hypothesis
can be confirmed due to a high coefficient of determination (more than 0.7)
and normally distributed, mean 0, regression errors.

Effect estimates For soft stuck-short faults, the zero-order correlation in
fig. 7.25 indicates the strongest direct effect for fault 7 and the weakest
for fault 11. Faults 15 and 17 have very similar direct effects. This is due
to the fact that both stuck-short faults belong to two in parallel connected
transistors. All faults except faults 5 and 11 are statistically significant.
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Figure 7.25: Direct and total effects and contributions of soft stuck-short
faults to the model R2.

Fault 3 is the weakest, yet statistically significant fault. Both, the squared
beta weight in fig. 7.25b and the relative weight in fig. 7.25c¢ indicate the
strongest total effect for fault 7 and the weakest for fault 11. However,
fault 3 is in contrast to the beta weights, statistically significant according
to the relative weights. The relative weights of each soft stuck-short fault
are used to calculate the cumulative contribution to the model R? within its
confidence bounds. The cumulative contribution is plotted in fig. 7.25d over
the number of soft stuck-short faults kept in the model with 8th being the
dummy variable. It shows that four soft stuck-short faults account for more
than 90% of the explained variance in the model R?. By eliminating the
three (out of seven) least influential soft stuck-short faults, the fault list for
soft stuck-short faults can be reduced by still maintaining more than 90% of
the total variability of the circuit output response.

For soft stuck-open faults, the zero-order correlation in fig. 7.26 indicates
the strongest direct effects for fault 8 and the weakest for fault 6 as well as
for the soft stuck-open faults 16 and 18 of two parallel connected transistors.
All faults, except the three weakest are statistically significant based on the
zero-order correlation. Both, the squared beta weight in fig. 7.26b and the
relative weight in fig. 7.26¢ indicate the strongest total effect for fault 2 and
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Figure 7.26: Direct and total effects and contributions of soft stuck-open
faults to the model R2.

the weakest for faults 6, 16 and 18. Latter have a statistically insignificant
total effect based on their squared beta weights and relative weights. The
relative weights of each soft stuck-open fault are used to calculate the cumu-
lative contribution to the model R?. It shows that five soft stuck-open faults
account for more than 90% of the explained variance in the model R*. By
eliminating the five (out of nine) least influential soft stuck-open faults, the
fault list for soft stuck-open faults can be reduced by still maintaining more
than 90% of the total variability of the circuit output response.

Discussion

Generally, the determination of the soft failure ranges has a crucial impact
on the validity of the linear model-based approach. It is not straightforward
to determine the exact resistance values when a soft fault starts and ends
if a limited number of samples used. If the resistance range is not deter-
mined accurately, the sensitivity analysis includes samples for hard error and
nominal circuit responses among the soft errors. For screening, hard errors
cause to cancel out the effects of other faults. Thus, they can be seen as non-
influential faults. In the linear model-based approach, the hard and no error
samples reduce the coefficient of determination R? of the model by adding
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Figure 7.27: Validation of the linear
mination and regression errors.
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non-linear samples to the scatter plot. Thus, this approach strongly relies on
the correct determination of the resistance values which cause soft errors. In
order to increase the accuracy in determining the soft failure ranges, more
samples must be considered for each fault.
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Chapter 8

Conclusion and outlook

In this work, the fault injection technique is investigated for pre-silicon safety-
related functional verification of analog/mixed-signal circuits. The emphasis
is on automotive systems and the functional safety standard for road vehicles,
ISO 26262. The presented work goes beyond engineering judgement as in the
classical product verification and safety analysis. Furthermore, it essentially
facilitates to make safety for analog/mixed-signal circuits simulatable and
thus, states a crucial feature of the pre-silicon verification activity for safety-
related circuits.

The particular goal of this work in this context is to analyse and verify
hardware designs for compliance with safety requirements in the presence of
random hardware failures by simulation-based fault injection. In the remain-
der of this chapter, the work is concluded and future work is proposed.

8.1 Conclusion

In the presented work, the fault modelling and injection technique is inte-
grated and automatized in the Cadence® Virtuoso® CAD tool. An object-
oriented fault model library and fault injection algorithms are implemented
using the electronic design automation language SKILL/SKILL++. The im-
plementation facilitates device-dependent, layout-dependent and functional
fault injection. A functional fault model is proposed which is capable of
imitating an arbitrary number of failure modes at the interface signals of
components and primitives. A dynamic fault injection approach is proposed
which reduces simulation overhead by avoiding repeated netlisting and com-
pilation for each fault because all faults in a circuit can be simulated by
using a single netlist. The experimental results presented in this work are
produced using the dynamic fault injection approach.
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For functional safety verification and analysis, an FMEDA-oriented simu-
lation-based approach for the evaluation of effects of random hardware faults
is presented. The FMEDA is used to derive a verification plan including a
fault list and safety-related verification criteria. For fault injection, func-
tional fault models are used which model component failure modes in the
circuit. This approach is particularly suited for fault injection in an early de-
sign phase, where the design implementation is yet not available but abstract
models in a hardware description language. Identification of design risks by
early fault injection can eventually have an impact on the final design imple-
mentation. This approach relies on the correctness of the FMEDA. However,
FMEAs and FMEDAs are generally considered error-prone and ambiguous.
Moreover, for simulating component failure modes by functional fault mod-
els it is not straightforward to determine the simulation fault coverage or
other faults occurring inside the component which are not captured by the
FMEDA. To address this, fault injection is also required for the implemented
design at circuit level.

For efficient top-level verification, a hierarchy-oriented fault injection ap-
proach is presented. The goal of this approach is to increase the top-level ver-
ification confidence but avoid exhaustive top-level fault injection campaigns.
The approach is based on extensive fault injection at component-level and
a fault list reduction technique by utilizing a fault grouping algorithm. The
fault grouping can process the component responses as waveforms for an ar-
bitrary number of fault injection campaigns, component stimuli pattern and
component output ports. It is based on a hierarchical clustering algorithm
and cluster validation in order to identify the optimal reduced fault list. Ex-
perimental results show that depending on the size of the circuit, the fault
list can be reduced by more than 82%. Using this approach, the fault sim-
ulation runs for top-level verification can be effectively reduced with no risk
of omitting a safety-critical fault.

Besides catastrophic faults, soft (parametric) faults are considered by
fault injection and a global sensitivity analysis. The goal of this approach is
to identify the most influential soft faults in a component and eliminate the
non-influential soft faults from further analysis. For this purpose, first a pa-
rameter screening is conducted in order to filter-out the non-influential faults.
Subsequently, sampling-based global sensitivity analysis is conducted in order
to rank the faults by influence based on their effect on the circuit response.
Based on a significance test and confidence interval calculation, statistically
significant faults are identified. Additionally, a metric for the simulation
fault coverage for soft parametric faults is proposed which is based on the
percentage of output’s variability explained by the fault model parameters.
Experimental results for a low-side gate driver output-stage circuit show that
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from a total set of 18 soft stuck-open/-short fault models, the three most in-
fluential soft faults (from each fault type) account for more than 70% of the
output variability. The most influential soft faults can potentially cause the
most severe component failure. Therefore, for further analysis, all faults can
be eliminated except the most influential ones.

8.2 Future work

The dynamic fault injection technique can be further exploited in order to
reduce simulation time by the save/restore functionality of some SPICE-like
simulators (e.g. Cadence® Spectre® Circuit Simulator [155]). The func-
tionality avoids re-simulation of the typically computationally demanding
transient analysis of the circuits initial start-up phase. However, it depends
on keeping the netlist unchanged. Therefore, this functionality can be com-
bined with the dynamic fault injection technique using the functional fault
model in order to speed-up the fault simulation.

The FMEDA-oriented functional safety verification can be further im-
proved by using simulation results from component-level fault injection cam-
paigns utilizing the circuit-level netlist in order to build an FMEDA. This
way, errors and ambiguities in the FMEDA can be mitigated and the verifi-
cation confidence can be improved.

The hierarchical fault injection can be further improved by automatiz-
ing the steps required for component-level simulation test bench generation.
Moreover, a classification algorithm [144] can be used in order to automat-
ically identify the failure modes represented by the component-level circuit
responses. This approach can subsequently be used to build an FMEDA.

The approach on the evaluation of soft (parametric) faults can be used
in order to provide a quantitative measure for the simulation fault coverage
of the safety-related verification. Additionally, parametric failure modes of
devices (e.g. capacitor value changed by a certain + percentage) can be
included or eliminated from further analysis due to their significant or in-
significant effect on the circuit response. This can also be used to build the
FMEDA which also comprises parametric failure modes of devices.
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Appendix A

Algorithms for fault injection
automation

using the Cadence®
OpenAccess database

Listing A.1: Algorithm of the main routine for fault injection into instances
(primitives) in a schematic in Cadence SKILL/SKILL++.

;————-FAULT INJECTION routine

;1. identify the instance by common cellView

2. create an object corresponding to the instance
;3. run method faultInjection of the object
f

;j————Find all the instances which origin from the same
cellView

insts = (setof instance cV™>instances instance >master™ >
cellView==cell);

instNames = insts”™>name;

inst = car(insts);

;j————Identify the device for one of the instances and
pass the

;corresponding object to a variable

obj = deviceldentification(inst cV);

set_goldenCellViewID (obj cV);
set_switchCellViewMode (obj switchCellViewMode) ;
;————Instance-wise fault injection routine
(foreach instName instNames
set_instName (obj instName);
faultInjection(obj); is a method of object obj
) ; foreach
) ; foreach
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Listing A.2: Master class of the fault model library and generic fault injection
method in Cadence SKILL/SKILLA++.

;—— classMasterFault: a master fault model from which all other
faults are derived
defclass( classMasterFault
( standardObject )
(
( instID
@initarg instID
@reader get_instID
@Qwriter set_instID

( instName
@initarg instName
@reader get_instName
@Qwriter set_instName

( cellViewID
@initarg cellViewID
@reader get_cellViewID
Qwriter set_cellViewlID

( goldenCellViewID
@initarg goldenCellViewID
@reader get_goldenCellViewID
@writer set_goldenCellViewID

( switchCellViewMode
@initarg switchCellViewMode
@reader get_switchCellViewMode
Qwriter set_switchCellViewMode

)i
)i
;—— Generic method for fault injection
defgeneric( faultInjection ( obj )
printf ("faultInjection generic function for %$s\n" obj™>
instID ™ >name) ;
)i

Listing A.3: Child class of the fault model library for functional fault injection
into FETs in Cadence SKILL/SKILL++.

;j—— classFETFunctional: stuck-short and stuck-open of FETs
defclass( classFETFunctional
( classMasterFault )
(
( openRes

@initarg openRes
@reader get_openRes
Qwriter set_openRes
)
( shortRes
@initarg shortRes
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@reader get_shortRes
Qwriter set_shortRes

)i

;j————Method of object to inject a functional fault to a FET
defmethod( faultInjection ((obj classFETFunctional))
printf ("A method of object : classFETFunctional for
instance %$s\n" get_instID(obj) ~>name) ;
;————-0OPEN drain terminal
set_cellViewID( obj switchCellViews (
get_switchCellViewMode (0bj), get_goldenCellViewID (obj

)))
set_instID( obj dbFindAnyInstByName (get_cellViewID (ob7j)

get_instName (obj)));
instTerm = (car (setof x get_instID(obj) >instTerms x>
name=="d"));

instTermOpen (instTerm, get_cellViewID (obj));

netlister (get_switchCellViewMode (0bJ));

; ————SHORT drain terminal to source terminal

set_cellViewID( obj switchCellViews (
get_switchCellViewMode (obj), get_goldenCellViewID (obj

))) i
set_instID( obj dbFindAnyInstByName (get_cellViewID (obj)

get_instName (0b3j)));

instTermA = (car (setof x get_instID(ob]j) >instTerms x>
name=="d"));

instTermB = (car (setof x get_instID(obj) >instTerms x~ >
name=="gs"));

instTermShort (instTermA, instTermB, get_cellViewID (0obj))
7
netlister (get_switchCellViewMode (ob7j));
)

Listing A.4: Procedure to insert a resistive short-circuit fault model between
two terminals of an instance in Cadence SKILL/SKILL++.

;————Resistive short between two instTerm of same instance:
instTermA and instTermB
procedure (instTermShort (instTermA, instTermB, cV)
;——— Short-circuit resistance
fmInstName = "res"; fault model name
fmLibName = "analogLib"; fault model lib name
fmParamName = "r"; fault model parameter name
fmParamValue = "220";
;———— POSITION and instantiate and connect fault model
initFaultInstPos (cV) setFaultInstPos()
instShortID = dbOpenCellViewByType ( fmLibName fmInstName
"Symbol" nn Iw )
sprintf (fmInstName "fm_short_ %$s_ %s__%s" instTermA™>
inst ">name instTermA ™ >name instTermB~ >name)
instShort = schCreatelnst( cV instShortID fmInstName
feverit.okFaultInstPos—->x:feverit.okFaultInstPos->y "
RO™ )
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feverit.insts_fm = cons(instShort feverit.insts_fm)

dbCreateConnByName (instTermA™>net instShort "PLUS")

dbCreateConnByName (instTermB ™ >net instShort "MINUS")

dbSetConnCurrent (cV)

;j——— Declare design variables for short-circuit

sprintf (cdfName "%s__res" fmInstName)

cdfgbData = cdfGetInstCDF (instShort) get (cdfgData
fmParamName) ">value = fmParamValue

dbSetConnCurrent (cV)

dbSave (cV) ;

)

Listing A.5: Procedures to calculate the positioning of fault models in the
schematic in Cadence SKILL/SKILL++.

;—— Calculate next position
procedure (setFaultInstPos ()
feverit.okFaultInstPos->count = feverit.okFaultInstPos->
count +1
feverit.okFaultInstPos->x = feverit.okFaultInstPos->x -
1
(1f (equal (modulo feverit.okFaultInstPos—>count 10) 0)
then
feverit.okFaultInstPos->y = feverit.
okFaultInstPos->y — 1.5
feverit.okFaultInstPos->x = feverit.
okFaultInstPos->x + 10
);if
) ; procedure
;—— Initialize xy positioning values of fault instances
procedure (initFaultInstPos (cellview)
feverit.okFaultInstPos—->bBox_design = cellview >bBox

xspan_bBox_design = nth(0 feverit.okFaultInstPos—>
bBox_design)

yspan_bBox_design = nth(l feverit.okFaultInstPos->
bBox_design)

xstart_bBox_design nth (0 xspan_bBox_design)

xstart_bBox_design = xstart_bBox design - 1

ystart_bBox_design = nth(0 yspan_bBox_design)

feverit.okFaultInstPos—>x xstart_bBox_design

feverit.okFaultInstPos—>y ystart_bBox_design

) ;procedure

Listing A.6: Procedure to calculate the parasitic threshold values for fault
injection.

;—— pCaps THRESHOLD calculation routine

4

pCaplInsts = setof(inst cV™>instances inst™>cellName=="
pcapacitor");

pCapValues = CCFflattenlist (pCapInsts ™ >prop >value);

;pCapSum = (apply 'plus pCapValues);

pCapSum = 0;

parasiticThreshold.help = pCapValues;
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unt = length (pCapValues)-1;
ia = 0;
(while ( ia <= unt )
pCapSum = pCapSum + (nth ia++ pCapValues);
)i
pCapRel=’ (nil);
pCapRelSorted=’ (nil);
pCapRelCumsum = ' (nil);
(foreach pCap pCapValues
pCapRel = cons (pCap/pCapSum pCapRel) ;
)i
pCapRel = remd(nil pCapRel);
;—— SORT relative likelihoods & determine threshold
pCapRelSorted = sort (pCapRel ’'greaterp);

pCapRelCumsum = cons ((nth 0 pCapRelSorted) pCapRelCumsum
)

pCapRelCumsum = remd(nil pCapRelCumsum) ;

ib = 0;

icum = (nth 0 pCapRelSorted);

unt = length (pCapRelSorted)-1;

(while ( ib <= unt )

icum = icum + (nth ib++ pCapRelSorted);
pCapRelCumsum = cons (icum pCapRelCumsumn) ;
)i
Nsubset = (length (exists x pCapRelCumsum x<
shortLikelihood));
pCapValuesSorted = sort (pCapValues ’'greaterp);
pCapthresholdLargerThanOrEqual = (nth Nsubset
pCapValuesSorted) ;

i ———— pRes THRESHOLD calculation routine
P
;j.... same routine for presistor
PResthresholdLargerThanOrEqual = (nth Nsubset

PResaluesSorted) ;
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Appendix B

Algorithms for hierarchical
fault injection

Listing B.1: Algorithm to generate a combined distance matrix with respect
to component stimuli and outputs in Matlab.

% Calculate combined euclidean distance matrix
Format of input cell array X = {SxF cell} (length = 0)
S: stimuli, F: faults, O: outputs
X=[]; d=0;
or j=l:size(X,2)
for s=1l:size(X{Jj},1)
DX_col=[];
for fdim=1:fdim_max
X_fdim=(X{j}{s,fdim})’; DX_col=[DX_col,X_fdim];
for locdim=1:fdim_max
X _floc=(X{j}{s,locdim})’;
dx (fdim, locdim)=sqgrt ((X_fdim-X_floc) "’ x(
X_fdim-X_floc)) "2;

Hh O de oe oe

end;
end;
DX{7j, s}=dx;
end;
end;
for j=l:size (DX, 1)
for s=1l:size (DX, 2)
d=d+DX{]j,s}; % Additive squared euclidean distance
end;
end;
d=sqgrt (d);% Calculate euclidean distance
D=d./ (size (DX, 1) *size (DX,2)); %Adjust range

Listing B.2: Algorithm for hierarchical clustering using Ward’s linkage func-
tion and dendrogram plot in Matlab.

o

% Hierarchical clustering algorithm using Ward’s linkage
% function and dendrogram plot.
$ Input: combined euclidean distance matrix D

o

129




© 00 O Utk W N

— —_
— o

=
N

w

N O Ot

©

10
11
12

link="ward’;

tree=linkage (D, 1link);
leafOrder=optimalleaforder (tree,D);
hfig=figure (2)
H=dendrogram(tree, 0, ’Reorder’,leafOrder,’orientation’,’top’);
xlabel (! Fault Number’);

ylabel (' Ward Linkage’)
title(’Hierarchical Clustering Scheme’)
set (H, ' LineWidth’,2.3)

xlhand=get (gca,’'xaxis’);

set (xlhand,’ fontsize’,6.0)

set (hfig,’Position’, [500 500 900 400])

Listing B.3: Algorithm for within sum of squared errors calculation in Mat-
lab.

%% Calculation of within sum of squared errors
% Input: combined euclidean distance matrix D
[X,eigvals]=cmdscale (D) ;

D=dist (X’);

SSE_comp=[]; CSSE_comp=[];

Kmax = 20;
ik=0;
for k=1:Kmax
ik=1ik+1;
T=clusterdata (X, ’linkage’,link, ’linkage’,’ward’, ’'maxclust
"y R)
w(ik) = sum((grpstats(T, T, ’'numel’)-1).x sum(grpstats(X, T,

"var’), 2));
end;

Listing B.4: Algorithm for cluster validation using Silhouette criterion and
plotting the optimal number of fault groups in Matlab.

%% Cluster validation using Silhouette criterion

% Input: coordinate matrix X (=cmdscale (D))

myfunc=@ (X,K) clusterdata(X,’linkage’,link,’linkage’,’ward’,’
maxclust’,K);

eva=evalclusters (X,myfunc,’Silhouette’,’Klist’, [1:Kmax]);

hfig=figure

plot (eva); set (hfig,’Position’, [500 500 width height]); hold on;

plot ([eva.OptimalK eva.OptimalK], [min(eva.CriterionValues) 1], '
r—=")

grid on;

text (eva.OptimalK,max (eva.CriterionValues) - (max (eva.
CriterionValues)-min(eva.CriterionValues)) /2, strcat (' Kopt=',
num2str (eva.OptimalK)))

ax=gca;

ax.XTick=[1l:Kmax]; siopt=eva.OptimalK; xlim([2 Kmax])

title(’Silhouette Cluster Validation’)

Listing B.5: Algorithm for cluster validation using Davies Bouldin criterion
and plotting the optimal number of fault groups in Matlab.
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%% Cluster validation using Davies Bouldin criterion

% Input: coordinate matrix X (=cmdscale(D))

myfunc=@ (X,K) clusterdata(X,’'linkage’,link,’linkage’,’ward’,’
maxclust’,K);

eva=evalclusters (X,myfunc,’DaviesBouldin’,’Klist’, [1:Kmax]);

hfig=figure; plot(eva); set (hfig,’Position’, [500 500 width
height])

hold on

plot ([eva.OptimalK eva.OptimalK], [min(eva.CriterionValues) max(
eva.CriterionValues)], "'r——")

grid on;

text (eva.OptimalK, (max (eva.CriterionValues)-min (eva.
CriterionValues))/2,strcat (' Kopt=',num2str (eva.OptimalK)))

ax=gca; ax.XTick=[l:Kmax]; dbopt=eva.OptimalK; xlim([2 Kmax])

title (’'Davies-Bouldin Cluster Validation’)

Listing B.6: Algorithm for cluster validation using DUNN criterion and plot-
ting the optimal number of fault groups in Matlab.

% Cluster validation using DUNN criterion
Input: coordinate matrix X (=cmdscale (D))
UNN=[];
or i1=2:Kmax
H=clusterdata (X, ’linkage’,link,’linkage’,’ward’, maxclust’, 1
)i
DUNN (i) =dunns (i, D, H)
end;
[7,dunnopt]=max (DUNN) ;
hfig=figure; plot (DUNN,’bo-"); [7,ind]=max (DUNN);
set (hfig,’Position’, [500 500 width height]); hold on;
plot ([ind ind], [min (DUNN) max (DUNN)], ’'r—--'); grid on; hold off;
text (ind, (max (DUNN)+min (DUNN) ) /2, strcat (' Kopt=',num2str (ind)))
xlabel (' Number of Clusters’)
ylabel (' DUNN Values’)
ax=gca; ax.XTick=[l:Kmax];xlim([2 Kmax])
title ('DUNN Cluster Validation’)

H O o oe

Listing B.7: Algorithm for cluster validation using elbow criterion and plot-
ting the optimal number of fault groups in Matlab.

%% Cluster validation with elbow method (within sum of squared
errors)

Ksets=[siopt, dbopt, dunnopt]

optK=mode (Ksets); % most frequent Kopt as reference

for i=1:Kmax
w_rel(i)=w(i)/w(l);

end;

hfig=figure; set (hfig,’Position’, [500 500 width height])

plot (w_rel,’bo-"); xlabel (' Number of Clusters’); ylabel ('
Relative SSE’)

grid on; xlim([2 Kmax]); hold on;

plot ([optK optK], [min(w_rel) max(w_rel (2:Kmax))], 'r—--"); grid
on;
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hold off;

text (ind, (max (w_rel (2:Kmax))+min(w_rel))/2,strcat ('Error = ',
num2str (w_rel (ind)«100,’%8.2e"),"%"))

ax=gca; ax.XTick=[1l:Kmax]

title (' SSE Cluster Validation’)

Listing B.8: Algorithm for calculating the representative faults in Matlab.

o

% Calculation of representative faults for medoid and
% worst-case criterion
Input T: vector of size 1xF comprising respective cluster
number
T=cluster (tree, "maxclust’, optK);
d_meds=[];
d_worst=[];
for ck=l:optK
obj=find (C==ck); DCk=[]; WCk=[];
for x=1l:size (0bj)
for y=l:size(obj)
DCk (x,y) =D (obJj(x),0bj(y));
end;
WCk (x) =D (ob 7 (
d_meds (obj (x)
d_worst (obj (x
end;
% Medoid criterion
totalDist=mean (DCk,1);
[MCk,i]=min (totalDist);
mmedoid (ck)=0obj (1) ;
% Worst—-case criterion
[7,1i]=max (WCk) ;
mworst (ck)=o0bj(i);
end;
reps=[[1l:0ptK]’, mmedoid’, mworst’]; % list of representatives

o°

o

x),1);
) =sum (sum (DCk) ) ;
))=D(obj(x),1);
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Appendix C

Algorithms for the evaluation
of soft faults

Listing C.1: Algorithm for calculating relative weights with confidence inter-
vals on bootstrapped data in Matlab.

$% Calculation of relative weights with confidence intervals on
%% bootstrapped data in Matlab
BSTRP=1000; % Bootstrap size
data=[X,Y]; % data set
K=size (X,2); W=K+1l; Rrw=[]; YDATA=[]; DATA=[];
for bstrp=1:BSTRP
DATA{bstrp}=datasample (data,size(data,l));
end;
EPSILON=[];
for bstrp=1:BSTRP
D=DATA{bstrp};
X=D(:,1:W); Y=D(:,W+1);
[U,S,V]=svd(X,"’econ’);
Z2=UxV'; beta=inv (Z’' *Z2)*Z"*Y; L=inv (Z’' *Z)*Z' x (X) ;
epsilon=(L."2) xbeta.”2;
epsilon_norm=(l/sum(epsilon))+epsilon(l:end);
EPSILON(:,bstrp)=epsilon_norm;
[BO,I0]=sort (epsilon_norm, ' descend’);
varexplainedrl=cumsum(B0O) ./sum(BO0) ;
VAREXPLRL (:,bstrp)=varexplainedrl;
end;

Listing C.2: Algorithm for calculating correlation with confidence intervals
on bootstrapped data in Matlab.

%% Calculation of correlation with confidence intervals on
%% bootstrapped data in Matlab
BSTRP=1000; % Bootstrap size
data=[X,Y]; % data set
K=size (X,2); W=K+1l; Rrw=[]; YDATA=[]; DATA=[];
for bstrp=1:BSTRP
DATA{bstrp}=datasample (data,size(data,l));
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end;

EPSILON=[];

for bstrp=1:BSTRP
b = corr(X,Y); b_norm=abs(b)."2;
[0, I0]=sort (b_norm,’descend’);
varexplainedco=cumsum (b0) ./sum(b0) ;
CO(:,bstrp)=b_norm;
VAREXPLCO (:,bstrp)=varexplainedco;

end;

Listing C.3: Algorithm for calculating beta weights with confidence intervals
on bootstrapped data in Matlab.

%% Calculation of beta weights with confidence intervals on

$% bootstrapped data in Matlab

BSTRP=1000; % Bootstrap size

data=[X,Y]; % data set

K=size (X,2); W=K+1; Rrw=[]; YDATA=[]; DATA=[];

for bstrp=1:BSTRP
DATA{bstrp}=datasample (data, size(data,l));

end;

EPSILON=[];

for bstrp=1:BSTRP
X=[ones (size(X,1), 1) XI;
b = regress(Y,X); b=b(2:end); b_norm=abs(b)."2;
[bO,I0]=sort (b_norm,’descend’);
varexplainedb=cumsum (b0) ./sum(b0) ;
BETA(:,bstrp)=b_norm;
[BO,I0]=sort (b_norm,’descend’);
varexplainedb=cumsum(BO) ./sum(B0) ;
VAREXPLB (:,bstrp)=varexplainedb;

end;
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