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"We choose to go to the Moon in this
decade and do the other things, not

because they are easy, but because they
are hard; because that goal will serve to

organize and measure the best of our
energies and skills, because that

challenge is one that we are willing to
accept, one we are unwilling to postpone,

and one we intend to win, and the
others, too."

John F. Kennedy Speech
Rice Stadium, Houston, TX

September 12, 1962





Abstract

Combustion technologies based on hydrocarbons will still play a relevant role in the long-
term scenario, especially in the transportation sector. Numerical tools for the computation
of turbulent reacting �ows are of signi�cant importance in the development phase of such
technologies. Nevertheless, simulations of hydrocarbon combustion are not without di�-
culties. By increasing the dimensions of the chemical reaction di�erential equations, the
sti�ness of the chemical system increases, posing a limit to the available computational re-
sources. An additional challenge is given by wall-con�ned turbulent �ows at high Reynolds
numbers, requiring wall treatment. Particular care is needed for the near-wall modelling if
the prediction of thermal loads at the combustor wall is of interest, as key parameter to
quantify thermomechanical limits.
The main contribution of this work is the investigation of suitable combustion models

for LES applications of methane �ames. Reduced chemistry mechanisms and tabulated
chemistry databases are chosen to speed-up the computation. The turbulence-chemistry
interaction (TCI) on the small scales is investigated for CH4/air partially premixed �ame
con�gurations. Two transported PDF approaches are implemented to deal with reaction-
di�usion manifolds (REDIM), respectively the Eulerian Stochastic Fields (ESF) and the
Multiple Mapping Conditioning (MMC).
Wall heat �ux predictions are investigated on a sub-scale rocket combustion chamber

operated with gaseous CH4/O2. The best trade-o� is sought in order to correctly represent
the heat transfer at wall, while keeping the computation cheap. Flamelet-based chemistry
databases including heat losses are used to model the e�ects of Flame/Wall Interaction
(FWI). Additional validation of the reduced chemistry models is performed on an experi-
mental con�guration featuring near-wall reactions of CH4 in a cross�ow of hot combustion
gases, where an autoignition delay is observed.
This work shows that the implemented models based on chemistry databases signi�cantly

reduce the requirements on computational power, providing a satisfactory accuracy in the
results. Strong extinction/re-ignition e�ects can be well represented by the ESF-REDIM
model, the table also showing potential for predicting autoignition delays. When using �nite
rate chemistry, the use of MMC is found to be advantageous compared to ESF, although sat-
isfactory predictions are already obtained by neglecting the TCI model. Flamelet databases
including enthalpy losses provide satisfactory wall heat �ux predictions for a variation of
chemical mechanisms and near-wall treatments, if the �ame is not subjected to autoignition
phenomena.
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Kurzfassung

Verbrennungstechnologien basierend auf Kohlenwassersto�en werden auch in Zukunft und
längerfristig eine Rolle spielen, insbesondere im Verkehrswesen. Numerische Methoden für
die Berechnung von turbulenten, reaktiven Strömungen haben einen hohen Stellenwert in
der Entwicklungsphase derartiger Technologien. Aktuell ist die Simulation der Verbrennung
von Kohlenwassersto�en nach wie vor aufwändig. Durch die Erhöhung der Komplexität der
Di�erentialgleichungen zur Beschreibung des Reaktionsmechanismus nimmt die Stei�gkeit
der Di�erentialgleichungen des chemischen Systems zu, was die Leistungsfähigkeit von heute
verfügbaren Computer-Ressourcen übersteigen kann. Wandnahe turbulente Strömungen bei
hohen Reynoldszahlen stellen eine weitere Herausforderung dar und verlangen eine gezielte
Betrachtung der Grenzschicht. Die Bestimmung von Wärmelasten im Rahmen der thermo-
mechanischen Auslegung von Verbrennungsmaschinen erfordert besondere Aufmerksamkeit
der Modellierung wandnaher Phänomene, welche in diesem Zusammenhang ein Schlüssel-
element darstellen.
Der wesentliche Beitrag dieser Arbeit ist die Untersuchung geeigneter Verbrennungsmod-

elle für LES-Simulationen von Methan�ammen. Reduzierte Reaktionsmechanismen und
Datenbanken tabellierter Chemie werden eingesetzt um die Berechnungen zu beschleuni-
gen. Für partiell vorgemischte CH4/Luft Flammen wird die Turbulenz-Chemie-Interaktion
(TCI) auf kleinen Skalen untersucht. Zwei Transport PDF Ansätze wurden für das Reaction
Di�usion Manifolds (REDIM) Modell implementiert: Die Eulerian Stochastic Fields (ESF)
und die Multiple Mapping Conditioning (MMC) Methode.
Die Bestimmung von Wandwärmeströmen wird unter Verwendung einer Modellraketen-

brennkammer, welche mit gasförmigen CH4/O2 betrieben wird, untersucht. Es wurde eine
Optimierung auf kurze Berechnungszeiten bei gleichzeitig korrekter Bestimmung des Wand-
wärmestroms durchgeführt. Zur Modellierung der Flammen-Wand-Interaktion (FWI) wer-
den �amelet-basierte Chemie-Datenbanken, welche Wärmeverluste berücksichtigen, einge-
setzt. Zusätzliche Validierung dieser Datenbanken erfolgt unter Verwendung von Daten
eines experimentellen Aufbaus zur Untersuchung der wandnahen Reaktionen von CH4

in einer heiÿen Verbrennungsgas-Querströmung in der eine Selbstentzündung des einge-
brachten Brennsto�es beobachtet wurde.
Diese Arbeit zeigt, dass die implementierten Modelle, basierend auf einer tabellierten

Chemie-Datenbank, die benötige Rechenleistung signi�kant reduzieren und dabei gleichzeitig
eine zufriedenstellende Genauigkeit der Ergebnisse liefern können. Mittels des ESF/REDIM-
Modells können starke Verlöschungs- und Wiederzündungs-E�ekte gut repräsentiert wer-
den, während die Tabelle gleichzeitig das Potential zur Vorhersage des Zeitverzugs von
Selbstzündungen aufzeigt. Bei Verwendung von detaillierter Chemie zeigt sich das MMC-
Modell vorteilhafter im Vergleich zum ESF-Modell. Dennoch, vielversprechende Ergeb-
nisse werden bereits bei Vernachlässigung des TCI-Modells erreicht. Flamelet-Datenbanken
mit Enthalpieverlusten zeigen für verschiedene Chemiemechanismen und Wandmodelle gute
Vorhersagen von Wandwärmeströmen, solange Selbstzündungse�ekte nicht zu berücksichti-
gen sind.
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1. Introduction

1.1. Motivation

It is without any doubt that the industrialized society as we know it will be forced soon to
re-assess the role of combustion technologies in favour of renewable resources. The current
goal in the European Union is in line with the Paris Agreement, which aims to contain the
global temperature increase below 2◦C, compared to pre-industrial levels. The European
Commission announced its willingness to reach the climate neutral economy within 2050,
i.e. net-zero CO2 emissions from the transportation sector 1. The use of fossil fuels in
the industry however is the pillar of the world-wide economy, especially in the emergent
markets. Combustion of hydrocarbons is still the driving energy source for ground, sea
and air transportation, such as in internal combustion engines or gas turbines. Main stage
rocket engines often rely on CxHy/O2 combustion, belonging to the category of space access
transportation. Power generation and metallurgic industry also rely mainly on combustion.
An increased world fossil fuel consumption of 58%2 for coal, 25% for crude oil and 53% for
natural gas was seen in the past two decades [249]. Based on the known fossil fuel reserves
and the production level of 2015, barely 50 years of natural gas and oil and about 100 years
of coal reserves are left. When compelling with the Paris Agreement however, about 60-80%
of such reserves must be kept in the ground to meet a 50% probability to reach the global
climate target [249]. It is therefore unlikely that fossil fuels will disappear from the scene in
the short-term. Industry in this century must rely on the coexistence of renewable and fossil
resources, improving the processes related to CO2 containment and o�-set [81]. While new
technologies are constantly researched, the employment of renewable resources nowadays
might be still less sustainable than fossil-fuels-based technologies involving Carbon Capture
and Storage (CSS) [81]. Based on this preliminary assessment about the role of hydrocar-
bon fuels in the long-term scenario, this work justi�es the investigation of turbulent reacting
�ows involving the simplest hydrocarbon, methane.
The rapid improvement in computer technologies and the deriving increase in computational
power experienced in the past decades allowed the development of more detailed turbulent
combustion models, required in the Computational Fluid Dynamics (CFD) branch of each
research and development program. The preliminary design of thermal systems is an es-
sential requirement of the industry, since the cost of experimental tests can be enormously
reduced. However, the process must rely on valid CFD models for turbulent reactive �ows.
Computational modelling in thermal systems for commercial engineering enterprises in-
cludes but is not limited to the assessment of the heat loads and �nite rate chemistry e�ects
such as ignition, extinction or pollutant emissions (e.g. NOx) [81]. Access to experimental
data for the validation of the software is a key point, to further validate the interaction
between �ow and chemistry.
The availability of High-Performance Computing (HPC) centres and pentascale supercom-

1https://ec.europa.eu/clima/news/commission-calls-climate-neutral-europe-2050_en
2comparison in TWh (tera-Watt per hour), from year 2000 to 2017

1

https://ec.europa.eu/clima/news/commission-calls-climate-neutral-europe-2050_en
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puters allowed the academic research to extend turbulence and combustion models originally
conceived for the Reynolds-Averaged Navier Stokes equations (RANS) to Large Eddy Sim-
ulations (LES). Although Direct Numerical Simulations (DNS) can provide the best insight
down to the smallest turbulent structures due to their model-free assumption, the computa-
tional power required by DNS is still una�ordable for the industry, since the computational
time scales with the third power of the Reynolds number [52]. Instead, the use of LES has
become more attractive in the industry, provided that a moderate computational cost can
be guaranteed. Compared to RANS, LES have the advantage that the large scale turbulent
structures are resolved on the computational grid, leading to a more accurate prediction
of the unsteady �ow. Modelling is only required for the small turbulent scales, which are
�ltered out in LES grids. When dealing with turbulent reacting �ows however, chemical
reactions can be a�ected by turbulent �uctuations localized at the molecular level, thus
where the LES is unresolved. Therefore, it is particularly important that the numerical
models can properly describe the Turbulence-Chemistry Interaction (TCI). When dealing
with LES of reacting �ows several challenges are foreseen, primarily dictated by the limita-
tion of computational power.

Wall-bounded LESFlame/Wall Interaction

Real-gas thermodynamics Turbulence-Chemistry Interaction

Flame/Acoustic Interaction

Chemical Mechanism

Figure 1.1.: Challenges encountered in a LES calculation of a CH4/O2 sub-scale rocket com-
bustion chamber at 20 bar

Fig. 1.1 represents a typical �ame con�guration for high pressure CH4/O2 combustion, to-
gether with six critical challenges encountered in combustion modelling. The importance
of the TCI modelling was already discussed. The computation of the advancement of the
chemistry system of equations requires the highest share when estimating the computa-
tional resources. Usually, an accurate prediction of unsteady phenomena like extinction
and re-ignition would require the use of a detailed chemistry mechanism. The reference
mechanism for methane combustion in air, the GRI-3.0 [269], already contains 53 species
and 325 reactions. By increasing the complexity of the fuel CxHy one can easily reach
hundred of species and thousand of reactions [81]. When dealing with rocket combustion
chamber applications, carbon-chemistry under high-pressure conditions further increases
the sti�ness of the chemical system. Agile computations with limited resources are only
possible if the kinetic mechanism is reduced accordingly, if the chemistry routine is acceler-
ated or, alternatively, if the thermo-chemical states are pre-tabulated in advance. A third
challenge is encountered when attempting wall-resolved LES for high Reynolds numbers,
where the computational cost is estimated to scale as Re2.7 [52]. In this con�guration the
boundary layers at the wall are solved down to the viscous layer, and the computational
grid usually features a normalized wall distance of y+< 1. The computational cost can be
reduced to Re0.53 if wall functions are employed, loosening the requirements on the grid
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spacing normal to the wall. An alternative method which reduces the computational cost
proportionally to log(Re) [46] would be a hybrid LES/RANS turbulence model, where the
boundary layers and detached �ows are completely treated as RANS ([166] for a compar-
ison). The implementation of wall-modelled LES leads to the fourth challenge, thus the
description of the Flame/Wall Interaction (FWI) and the prediction of the wall heat �ux.
In fact, a wall-resolved LES would be more accurate if the prediction of the thermal loads
is the target, since it resolves the �ow down to the wall. On the other hand, secondary
reactions might be present at the wall proximity, caused by the FWI [229] or by injection of
a cooling �lm, which would ideally require speci�c wall functions to account for chemistry
and strong temperature gradients at the wall proximity [45], in order to better describe the
wall heat �uxes. Further complexity is added to the calculation if regions of �uid require
a real gas thermodynamics approach, as observed for example for trans- or super-critical
propellant injection or in the cooling channels of a rocket combustion chamber. Coupling
mechanisms between acoustic waves and �ames in a combustion system require the mod-
elling of combustion instabilities.
The aim of this work is to tackle the above mentioned challenges encountered in LES of
turbulent reactive �ows based on CH4 combustion, in order to drastically reduce their com-
putational cost. Only the last two thematics are not assessed by this investigation. A
detailed review of the recent developments available in the literature is now presented, in
order to provide a context for the modelling developed in this work. Particular interest is
shown for existing OpenFOAM implementations, being OpenFOAM [312] the CFD software
used throughout this investigation.

1.2. State of art

1.2.1. Flame typologies

Figure 1.2.: Typologies of �ame

Ideally, �ame regimes can be classi�ed depending on the degree of mixing of the reactants.
Fig. 1.2 reports four typical con�gurations. In non-premixed �ames (a), the fuel and oxidizer
are injected separately and the combustion process is driven by molecular di�usion. The
�ame (in red) is localized at the stoichiometric composition and it is anchored at the inlet
tips. In perfectly premixed �ames instead (b), a reaction zone propagates according to a
characteristic �ame speed into the unburned fuel/oxidizer mixture.
Mixed-modes however are typically encountered in industrial combustor devices, since par-
tially premixed regimes enhance �ame stabilization and contribute to reduce NOx and CO2

pollutants [229]. In partially premixed �ames (c), the inlet mixture composition lies out-
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side the �ammability limits so that the �ame usually anchors downstream the injector wall
(lifted �ame), along the isoline of stoichiometric composition (black dashed line). The ex-
perimental setup of the Sandia series of �ames D-E-F for CH4/air combustion [10, 9] and
the non-premixed swirl stabilized �ames of Syndey [144, 192] provided experimental data
for the validation of combustion models based on such partially premixed �ames. The
TNF workshops [8] also positively contributed to the experimental investigation of TCI in
non-premixed �ames and provided a valid database for the validation of numerical codes.
Combustion technologies like Homogeneous Charge Compression Ignition (HCCI) in gaso-
line engines or Premixed Charge Compression Ignition (PCCI) in diesel engines operate
within the Moderately or Intensively Low Oxygen Dilution (MILD) combustion regime,
where a �ame of type (c) is recognized. If the oxidizer is vitiated, meaning that its con-
centration gets reduced by mixing with hot gases, a reduction of the temperature peaks
and therefore of NOx emissions is promoted. Autoignition would be the driving factor to
stabilize the �ame if the vitiated oxidizer has a su�ciently high temperature, because the
mixture is already signi�cantly reactive. Turbulent premixed �ames in hot vitiated co-�ows
were investigated by Cabra [44, 43] and Dunn [77, 78]. The investigations show that the
lift-o� height is particularly sensitive to the co�ow temperature [43].
Lifted �ames are also observed in partially premixed regimes with inhomogeneous inlets
(d), where the composition spans both �ammable and non-�ammable mixture regions.
Localized fuel pockets (black dashed line) locally change the �ame speed. Experimental
data for the inhomogeneous regimes of hydrocarbon combustion are available for the San-
dia modi�ed piloted �ames [196, 11], the blu�-body �ames HM1-HM3 [65, 190, 191] and
swirl-stabilized �ames SMH1-SMH3 [1, 193]. When the inhomogeneous mixture �uctu-
ates within the �ammability limits, a strati�ed �ame regime is observed, where the �ame
front propagates through a range of equivalence ratios and a local change in �ame speed
is observed. This con�guration has been experimentally investigated by Drake [75], Yang
[320] and Kuenne [160]. A multi-regime burner where inhomogeneous conditions are gen-
erated downstream instead (and not inside the nozzle as in [196]) was recently investigated
in Darmstadt [38] and provides a challenging case for the validation of mixed combustion
modes. A complete overview for partially premixed and strati�ed �ame con�gurations is
provided by Masri [189], to which the reader is pointed for further details.

1.2.2. Reduced chemistry models

The detailed reference mechanism for CH4 combustion, the GRI-3.0 [269], contains species
in quasi-steady states and reactions almost at the chemical equilibrium. Depending on the
application, it usually requires chemistry time steps in the order of 10−12 for the resolution
of the chemistry Ordinary Di�erential Equation (ODE). It was seen that up to 90% of the
CFD computation can be easily spent in the resolution of the �nite rate kinetics [280], as
the ODE system becomes sti�. This requires the use of implicit solvers [114].
One possibility to speed-up the ODE integration preserving the dimensionality of the orig-
inal mechanism is using optimized routines to calculate the chemical reaction rates. The
software Cantera [109] for example provides a faster integration routine than the standard
CHEMKIN library. Zirwes et al [334] demonstrated the performance improvement when
coupling the Cantera chemistry solver with the CFD software OpenFOAM, for methane
combustion.
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Alternatively, non-implicit solvers can be used to solve the ODE system, if stability is
maintained. An overview of common implicit, semi-implicit and explicit solvers to solve
sti� kinetic problems is provided in [280] for a 0D-ignition and a 1D laminar premixed
�ame problem.

However, a more popular strategy to speed-up the integration of the ODE is reducing
the size of the ODE system itself, to remove its sti�ness. This procedure can be done
at run-time. For example, an explicit integration solver for DNS applications was pro-
posed by Lu [174], where the sti�ness of the system was removed at run-time by identifying
Quasi-Steady State species (QSS) and Partial-Equilibrium (PE) reactions, generating sparse
algebraic equations. The reduction of the mechanism on-the-�y was also proposed in the
Dynamic Adaptive Chemistry (DAC) context [170, 329]. The In-Situ Adaptive Tabulation
(ISAT) [236] instead aims to tabulate the accessed compositional states at run-time, while
the new states are calculated from the �nite rate chemistry. The ISAT was also coupled
with DAC in the TDAC model of [62, 3].
Alternatively, the chemical mechanism can be reduced prior to the CFD simulation. One
can use the Principal Component Analysis (PCA) [296] or a Direct Relation Graph (DRG)
approach [172] to identify and remove redundant species/reactions. Analytically reduced
mechanisms can be derived by removing the short time scales associated with the chemical
sti�ness, using for example the PE Approximation (PEA) on very fast reversible reactions
or the QSS Approximation on fast species [110]. A time-scale analysis to identify QSS
species can be performed via Computational Singular Perturbation (CSP) [163], the In-
trinsinc Low-Dimensional Manifolds (ILDM) [182] or using the Level of Importance (LOI)
technique [176]. Virtual chemistry optimization is adopted in [231, 47], where a reduced
mechanism ful�lling global properties is built from scratch. A di�erent approach employs
Arti�cial Neural Networks (ANN) to represent a global-step reaction chemistry, as done
for H2/CO2 [56, 261] and CH4/air �ames [20, 21, 167]. Porumbel et al [241] modelled the
chemical source terms directly, while Chen et al [54] combined the ANN with the ISAT.

The numerical integration of the ODE's can be completely avoided if the thermo-chemical
states are tabulated in a pre-processing step. The simplest tabulation technique, known as
Look-Up Table (LUT) [55], performs a direct interpolation on a uniform grid. Conventional
chemistry databases rely on a LUT routine when coupled with the CFD solver and are usu-
ally limited to 2 or 3 key parameters. Numerous �amelet-based [221] tabulation methods
accounting for molecular transport were developed in the literature. The Flamelet Gener-
ated Manifold (FGM) [300] and the Flamelet-Prolongation of ILDM (FPI) [106] originally
based on tabulations of unstrained premixed laminar �ames were further extended beyond
the �ame �ammability limits to cover non-premixed regimes [245, 90, 89]. Steady coun-
ter�ow di�usion �ames were used instead in the �amelet model [221] and in the Flamelet
Progress Variable (FPV) approach [224]. Partially premixed combustion in FPV was ac-
counted by means of the mixture fraction and a progress variable [27], Representative Inter-
active Flamelets (RIF) with two streams of mixture fraction [119, 87] and Multidimensional
�amelet Generated Manifolds (MGM) [210]. Another model including molecular transport
is the REaction DI�usion Manifold (REDIM) introduced by Bykov and Maas [40] which
it is capable to cover the premixed, non-premixed and partially-premixed regimes. The
use of the REDIM against FPV or FGM tables has the advantage that it involves projec-
tion of the di�usion term onto the slow manifold [40, 107, 282]. Although unsteady FPV
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databases were proposed by [225, 128], �amelet-based models su�er in regimes were strong
extinction/re-ignition e�ects occur. Databases including autoignition phenomena usually
track the ignition time via a progress variable describing the pool of reactants. Homoge-
neous reactors are usually chosen as �ame archetype [98, 161, 157, 61, 26, 215, 133], also in
combination with premixed �amelets [72]. One-dimensional mixing layer [157] or counter-
�ow di�usion �amelets [291, 84] can be also employed.
A major drawback of such tabulation techniques is the storage space required when more
than three table parameters are involved. Smart optimizations like shared memory op-
tions or dynamic optimization of memory allocation exist, as recently proposed by Weise
et al [310, 311]. Alternatively, one can replace the LUT with ANN trained on the �amelet
database [149, 91, 130, 94, 116]. This was seen to reduce the memory footprint signi�cantly
[91], although performance gain compared to the interpolation routine was not always ob-
served [116]. A discussion of ANN topologies and the inference architecture (GPU-based or
CPU-based) for OpenFOAM solvers was recently reported in [295, 34].

1.2.3. Turbulence-Chemistry Interaction (TCI)

In the LES context it is important to take into account the e�ects of the sub-grid scale (sgs)
�uctuations on the local �ltered reaction rates, because the rate controlling processes like
molecular transport and chemical reactions occur at the modelled scales [237]. This is the
target of the TCI model.
Two approaches are used for TCI, depending on how the joint Probability Density Function
(PDF) is calculated. A detailed review on this topic is provided by Haworth [120]. Reduced
manifold models, like the �amelet approach [221] or the Conditional Moment Closure (CMC)
[19, 155] are usually combined with a presumed PDF, as a function of the �rst two moments
of one or more key quantities. This is the standard model for CFD simulations of rocket
combustion chambers based on �amelet databases (e.g. [332, 185, 243, 31, 165, 217]). On
the other hand, such an approach cannot be extended to the general case, since statistical
independence is assumed between the PDF variables and the distribution shape is imposed.
This limitation is lifted if the PDF is transported (TPDF), although a loss in computational
speed is evident compared to presumed PDF computations [332]. While the chemistry source
terms appear in closed form in TPDF, the mixing term requires modelling. Molecular mixing
di�ers between combustion regimes and it is unlikely that a single approach will be able to
satisfy all applications [229]. Moreover, due to the high dimensionality of the TPDF, the
equation is impracticable to be solved in a deterministic way on computational grids [120].
The Lagrangian Monte Carlo particle TPDF method has been the dominant approach of the
past decades to solve such equations in both LES and RANS context [140, 202, 234, 237].
Implementations of Lagrangian particles in RANS solvers are abundant in the literature,
shown for example by the TPDF-RANS-ISAT solver of the research group of Pope (e.g. [318,
48]), the TPDF-RANS-REDIM solver stemming from the group of Maas [326, 197], or the
TPDF-RANS-MMC solver adopted by several groups (e.g. [304, 285, 305, 325]) and based
on the Multiple Mapping Conditioning (MMC) model. Nonetheless, the requirement of mass
consistency between the ensemble of local particles and the Eulerian mesh [203, 246] poses a
challenge in the LES context, since a large number of particles is required in order to achieve
statistical convergence. Recently, a "sparse-Lagrangian" LES approach was proposed to
overcome this limitation, based on the MMC model [58, 57, 59]. Its implementations for
premixed and non-premixed regimes provided promising results (e.g [286, 96]). In fact,



1.2. State of art 7

enforcing locality in both composition and physical spaces allows to reduce signi�cantly
the overall number of particles compared to the number of mesh elements. Alternatively
to the sparse Lagrangian MMC, the computational cost of Lagrangian particles LES can
be also reduced using a conditional RANS-PDF method, which evaluates the composition
joint-PDF on coarser meshes, as proposed in [25, 88].
Eulerian approaches were also investigated for TPDF in form of Eulerian Stochastic Fields
(ESF) [251, 271, 297, 298], allowing in general an easier implementation of the modelled
equations on the Eulerian mesh. Its implementation in the RANS context provided poor
computational performance compared to the Lagrangian particle method [137] but this
was not observed for LES. In fact, the number of stochastic �elds required to approximate
statistical convergence is considerably reduced, from N f = 40 for RANS [137] to N f =8 for
LES [141, 204]. Recent investigations on partially premixed �ames con�gurations questioned
the e�ciency of the ESF solver compared to laminar chemistry computations neglecting the
sgs-TCI modelling [118, 30, 164]. If enough HPC resources are not available when dealing
with detailed chemistry ESF simulations, one could either neglect the sgs-TCI modelling on
su�ciently re�ned meshes or make use of a tabulated chemistry. However, an extension of
the �rst method to the general case should be avoided, since TCI modelling on the �ame
wrinkling is performed di�erently in premixed and non-premixed regimes. ESF solvers
combined with pre-tabulated chemistry deriving from the FPV or the FGM combustion
models were proposed for OpenFOAM applications by e.g. [6, 162] for premixed regimes and
by [76, 187] for non-premixed regimes. A novel implementation of the "sparse-Lagrangian"
MMC and the ESF solver coupled with the REDIM tabulated chemistry is proposed in this
work instead.

1.2.4. Reacting �lm cooling

Figure 1.3.: Non-reacting and reacting �lm cooling

Thermal components for gas turbines and rocket combustion chambers are nowadays di-
mensioned to operate at hot gas temperatures above their thermal resistance limit, since
higher temperatures can usually guarantee higher combustion e�ciency. It is therefore nec-
essary to prevent thermal damage of the structure by means of cooling techniques. E�usion
cooling is typical of gas turbines applications, where the structure is usually protected by
oxygen-rich cooling �lms, as sketched in Fig. 1.3-(a). Such devices operate at high fuel-air
ratios, generating a signi�cant heat release if species like CO and HC are emitted from the
combustor in large quantities. When injecting coolant air into the hot fuel-rich mixture,
secondary reactions can be triggered in the �lm, as depicted in Fig. 1.3-(b). This is not
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ideal, since the chemical reactions near the wall would further increase the heat loads. Kirk
[152] and Lukachko [175] estimated an increase in wall heat �ux up to 25% when a reactive
boundary layer establishes. Investigation of secondary combustion in oxy-rich �lm cooling
has been initiated in the past years at the Air Force Research Laboratory (AFRL) by Evans
[85], using propane (C3H8) as fuel. Mixing between cross�ows on the same test bench was
numerically investigated by Polanka [230] using a 2-step mechanism for C3H8. The impact
of variable geometry and allocation of the coolant holes was investigated in RANS calcula-
tions by Ghasemi [105]. De Lallo [70] and Bohan [22] modi�ed the experimental setup of
Evans [85], in order to investigate the e�ect of a second row of cooling holes on secondary
combustion. PLIF data for OH emissions in the reacting zones were provided by [22]. This
con�guration was investigated in RANS simulations by Pohl [227, 226] to determine the im-
pact of trench and ramp �lm cooling, and Frank [93] to validate tabulated frozen chemistry
tables. The presence of only two thermocouple readings at the AFRL test bench allowed
only the punctual calculation of the local wall heat �ux.
Motivated by the need for further understanding secondary combustion, a novel test bench
was developed at the Bundeswehr University of Munich by Dalshad [68]. The con�guration
is opposite to the test bench of Evans: cold fuel (CH4, H2 or C3H8) is injected into an
oxygen-rich hot exhaust cross�ow. PLIF measurements of OH allowed to locate the au-
toignition length of the fuel jets [68]. The wall heat �uxes could be reconstructed using the
inverse heat transfer problem [66].

1.2.5. Flame-Wall Interaction (FWI)

Figure 1.4.: Typologies of Flame/Wall Interactions (FWI): Side-Wall Quenching (SWQ) and
Head-On Quenching (HOQ) in premixed and non-premixed �ames

In combustion devices like rocket engines, gas turbines or internal combustion engines
the hot gases usually reach temperatures of 1500-2500K, while the walls are cooled to 400-
600K [229]. The walls are heated by the �ame, which is in turn subjected to enormous
heat losses that can lead to local extinction (quenching). This interaction (FWI) is often
the cause of local peaks in wall heat �ux, due to the strong temperature gradients a�ecting
the cooled �ame. Therefore, FWI can have a negative impact on engine performance and
components life. The complexity of the phenomenon increases in turbulent regimes, where
the wall can modify the turbulent scales and near-wall e�ects, while turbulence can a�ect
the �ame wrinkling and strain. The experimental investigation of FWI is di�cult, since
the presence of maximum wall heat �uxes is intermittent [86, 139, 171]. Two quenching
con�gurations could be identi�ed in FWI of premixed laminar �ames, as shown in Fig.1.4:
in Head-On Quenching (HOQ) the �ame front propagates perpendicularly to the wall, the
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�ame thickness is reduced until quenching occurs at the wall proximity (a). In Side-Wall
Quenching (SWQ) the �ame propagates parallel to the wall and only the near-wall �ame
edge is subjected to quenching (b). HOQ premixed laminar con�gurations were investigated
theoretically [314] and experimentally [86, 139], the SWQ con�guration as well [303, 171]. A
simple estimation of the maximum wall heat �ux based on DNS of HOQ in laminar regime
[228] could be extended to turbulent regimes [37, 2]. FWI using complex chemistry DNS for
CH4/air premixed �ames was investigated in [240], demonstrating that global mechanisms
based on single step reaction ([228, 37, 2]) are not suitable to describe FWI when the wall
temperature exceeds 400K. The previous studies on premixed regimes allowed an estimation
of the maximum heat �ux in the order of 0.5MW/m2 for hydrocarbon �ames (5MW/m2

for H2/O2 �ames), alternatively comparable to 30% of the �ame reference power [71, 308].
The study of FWI for di�usion �ames is however scarce in the literature, because the identi-
�cation of the �ame topology near the wall is not as straightforward as for premixed �ames.
Since di�usion �ames do not propagate, HOQ would lead to the stabilization of the �ame
at a certain distance from the wall, as shown in Fig.1.4-(c). If strain is introduced in the
HOQ con�guration, impinging of the �ame against the wall is induced. The latter, named
HOQS, was studied in the laminar DNS of [71] for hydrocarbon/air �ames, revealing that
heat �uxes larger than the those observed for a propagating premixed stoichiometric �ame
can be reached in such regimes. DNS of HOQ were investigated for �re applications using a
single-step Ethylene/air mechanism by Wang [308]. Dabireau instead [63] focused on DNS
of H2/O2 �ames in HOQ. Di�usion and mixing were found to be a�ected stronger by FWI
for H2/O2 di�usion �ames, compared to hydrocarbon �ames. SWQ in di�usion �ames is
di�cult to capture, since the edge of the di�usion �ame interacting with the wall can orig-
inate in a propagating triple �ame [80], as illustrated in Fig.1.4-(d). The work of Wichman
[313] describes such �ames analytically.

Enthalpy losses generated by FWI must be modelled when reduced chemistry models are
used, in order to correctly describe recombination reactions at the cooled walls. A numerical
setup similar to Wang [308] was investigated for CH4/O2 combustion at 20 bar by Zips [331]
to validate an equilibrium chemistry database. A further analysis using frozen chemistry
and non-adiabatic tables identi�ed the latter to better represent the FWI, provided that
enthalpy losses are included in the database by means of a physical process [32, 31].
The test bench of the Technical University of Darmstadt investigates a SWQ burner con�g-
uration subjected to heat losses. A laminar methane [135, 136] or a dimethyl ether (DME)
�ame [158] at ambient condition can be stabilized by the hot exhaust gases. A detailed
chemistry simulation of the sub-domain at the near-wall region [99] was able to match the
CO predictions in good approximations for the CH4/air con�guration, while the same setup
using FGM as tabulated chemistry showed an inaccurate CO prediction [121]. A further
comparison of FGM and REDIM tables including enthalpy losses was performed for the
methane [100] and DME con�gurations [277], showing again a systematic de�ciency of the
near-wall CO concentration predicted by the FGM. The versatility of REDIM tables to
account for heterogeneous wall reactions [281] and detailed transport [283] in FWI con-
�gurations further con�rms it as a valid alternative to the more commonly used �amelet
databases (FGM, FPI, FPV).
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1.2.6. CH4 combustion for space applications

Another branch with growing attention for CH4-based combustion technologies is the space
industry. In fact, methane presents several advantages compared to the most commonly
used fuel, H2, when applied as liquid rocket propellant. For example, it requires smaller
fuel tanks and feed systems, as well as a reduced operational cost [290]. It is also preferable
to other oil-based hydrocarbons (e.g. RP-1) due to reduced soot deposition and coking
under fuel-rich conditions. While the �ame type in such combustion devices is relatively
simple (non-premixed), the major challenge in the CFD is the representation of the wall
heat �uxes and the non-ideal gas thermodynamics. Test campaigns were recently proposed
worldwide in order to investigate methane combustion for space applications, as reported
by Battista [13], Simontacchi [266], Tomita [294] and Tchou-Kien [292]. On the European
level, the academic research has been active in the past decade. A recent e�ort in the frame-
work of the Sonderforschungsbereich Transregio (SFB-TRR-40) promoted the generation of
experimental data for gaseous CH4/O2 (and H2/O2) sub-scale combustion chambers. A
capacitively cooled single-injector combustion chamber operated at a maximum pressure of
20 bar was developed at the Technical University of Munich [113, 51, 219, 316]. Injector-
injector interactions could be further investigated by means of a second chamber operated
up to 100 bar, consisting of 7 coaxial injectors [265]. Further understanding of supercritical
injection and combustion of CH4/O2 was possible thanks to the Mascotte test facility of
ONERA. An exemplary test case used for the validation of numerical codes based on real
gas thermodynamics is the single-injector combustion chamber operated at the pressure of
50 bar [267].

Film cooling

Film cooling techniques for rocket combustion chambers use the fuel itself as cooling medium.
Secondary reactions between hot gases and coolant however are here less probable, since
cold fuel is injected into a fuel-rich mixture of combustion gases. Several con�gurations
for �lm cooling were investigated at DLR. Suslov [288] investigated the interaction of the
reacting �ow with the �lm cooling (CH4 at ambient conditions) close to the injector plate,
in a CH4/O2 sub-scale combustion chamber operated at moderate pressure. Arnold instead
[4, 5] investigated high pressure combustion of cryogenic LOX/GH2 with gaseous H2 as
�lm cooling. Numerical simulations from [288, 17] based on these chambers employed a
pseudo-injector approach to avoid the prohibitive modelling of the multi-injector con�gu-
rations, where composition products in chemical equilibrium were injected directly into the
chamber. This assumption is usually justi�ed for H2 combustion but not for CH4, since
the C-chemistry cannot be considered in�nitely fast. A single element GOX/Kerosene com-
bustion chamber was developed and characterized by Kirchberger [151] at the Technical
University of Munich (TUM). Recently, the single-injector GCH4/GO2 setup of Celano et
al [51] was extended to provide an insight into �lm cooling [50, 49]. The �lm cooling e�ec-
tiveness with tangential slot injection was investigated by varying the coolant �uid (CH4 or
Argon [49]), the combustion pressure (1 to 2MPa), the slot geometry and the �lm blowing
rate [50]. An increase in blowing rate did not necessarily correspond to an improvement in
cooling performance, the latter reduced when using Argon as coolant due to its lower heat
capacity. Numerous research groups already investigated a variety of combustion models for
RANS [247, 186, 250, 165, 53, 244, 64, 218, 243, 309] and LES [201, 185, 333] based on the
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combustion chambers without �lm cooling. Only few numerical investigations have been re-
cently published for the �lm-cooled con�guration instead: the 1MPa case with both cooling
mediums for RANS [279] and the 2MPa con�guration with CH4 as coolant for LES [213, 31].

Wall heat �ux

In the design phase of the cooling system the prediction of mean wall heat �uxes is more
important than the localization of the local peaks. In wall-resolved LES, the boundary
layer is resolved across the burnt gas down to the viscous sub-layer, which allows a realistic
prediction of the wall heat �uxes by means of the Fourier's law. Since high Re wall-resolved
LES are computational expensive, hybrid RANS/LES or wall-stress modelled approaches are
often the compelled choice [166]. In both approaches the small eddies in the inner boundary
layer (about 20% of the turbulent boundary layer) are modelled, so that the inner layer
models are used to estimate wall shear stresses and heat �ux. Hybrid LES/RANS models
(e.g. [15, 293, 212, 115, 264]) de�ne the LES at a certain distance y from the wall, while
the outer boundary layer is resolved by a RANS. When using hybrid methods where y is
determined by the grid resolution [274, 212, 264] grid convergence is di�cult to validate
[166]. Nonetheless, accurate predictions of the wall heat �uxes were recently obtained
in rocket combustion chambers using the Improved Delayed Detached Eddy Simulation
(IDDES) model of Shur [264] in [31, 32, 126].
Wall-stress modelled LES instead are de�ned down to the wall, requiring an adequate wall-
parallel cell resolution [166, 95]. To predict the wall heat �ux in wall-modelled LES of
rocket combustion chambers, the works of [201, 333, 185] used law-of-the-wall approaches,
where an algebraic wall function is used to model the inner layer. Traditional law-of-the-
wall formulations including heat transfer e�ects [257, 147] are based on nearly-isothermal
assumptions: the temperature of the free �ow T g is close to the wall temperature Tw. Cabrit

[46, 45] demonstrated that the conventional laws lose their validity in case
Tg
Tw

> 3, thus in
combustion devices like rocket combustion chambers. A coupled law-of-the-wall accounting
for strong temperature gradients and chemical e�ects was presented in [45]. Alternatively,
the boundary layer equations can be solved via RANS using a local embedded grid (two-
layer model), exploiting the thin equilibrium theory [42, 307, 145]. An improved version of
[145] was applied to predict the wall heat �uxes in a RANS of a H2/O2 combustion chamber
by Muto [207] combined with equilibrium chemistry tables to include chemical e�ects at the
walls. An improved model to deal with CH4/O2 combustion was shown in [205]. Non-
equilibrium thin boundary layers can also be solved according to the models of [7, 146]. Ma
et al [177] introduced the resolution of a simpli�ed 2D RANS equation to describe chemical
e�ects at the wall in internal combustion engines. Radiation e�ects were accounted in the
two-layer model of Zhang [328], where a reciprocal Monte Carlo approach was implemented
to estimate the radiative power at the LES grid [327].

1.3. Scope of work

The scope of this thesis is providing a signi�cant contribution to the investigation of reliable
combustion models attractive for the industry, with focus on methane combustion (in air and
O2). Expensive LES of turbulent reacting �ows are tackled by employing suitable reduced
chemistry models capable of describing unsteady combustion regimes with extinction and
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re-ignition events. Fig. 1.5 shows the interconnectivity between the modelling blocks in a
generic CFD solver. The solver communicates with the TCI module (blue box) to model
the e�ects of chemistry on the sub-grid scale, and with the chemistry module to retrieve the
thermo-chemical state at each time step. The latter can either exploit �nite rate chemistry
(gray box) or tabulated chemistry (orange box).

Figure 1.5.: Interconnectivity of the topics investigated in this work for LES of turbulent
reacting �ows

The e�ects of TCI and novel recent tabulated chemistry methods are thoroughly investigated
for partially premixed CH4/air �ame con�gurations with homogeneous [10] and inhomoge-
neous inlets [11, 196]. In particular, two transported PDF methods are coupled with the
promising tabulation technique of the REDIM, namely the Eulerian Stochastic Fields and
the Multiple Mapping Conditioning (blue box). The investigation of FWI and the wall heat
�ux predictions are primarily conducted on CH4/O2 sub-scale rocket combustion chambers
[113, 50], with a particular focus on the inclusion of FWI e�ects in �amelet-based databases
and an e�cient wall modelling (violet box). The experimental set-up recently developed
at the Bundeswehr University of Munich [68] involving near-wall secondary reactions is se-
lected as a benchmark for �nal validation using �nite rate chemistry (gray box), as it can
describe both autoignition delay and wall heat �ux predictions. All implementations are
developed in OpenFOAM [312].

1.4. Thesis outline

The fundamental equations for turbulent reacting �ows and their modelling for LES com-
putations are presented in Chapter 2, as well as the treatment required by wall-bounded
�ows. Chapter 3 presents a detailed discussion of the investigated chemistry models. An
overview of novel reduced chemistry mechanisms for CH4/O2 combustion investigated in
this work is provided, as well as a detailed description of the ILDM, REDIM and �amelet
tabulation techniques. The complexity of the TCI modelling is introduced in Chapter 4,
with focus on the transported PDF methods for ESF and MMC. A brief introduction to the
presumed PDF assumption for �amelets is also provided. Finally, the test cases, the numer-
ical setups and the results of this investigation are presented and discussed in Chapter 5.
The conclusions are drawn in Chapter 6, together with an outlook for future investigations.



2. Turbulent reacting �ows

2.1. The Navier-Stokes equations

Turbulent non-reactive �ows (intended as �uid or gas) present unsteadiness and develop
in the three dimensions. The Navier-Stokes (NS) equations govern the physical quantities
involved in the process (mass, momentum and energy) resulting in a �nal system of �ve
unknowns: the three velocity components ui, the �uid density ρ and one of the energy
parameters (pressure p, temperature T or enthalpy h). Transport equations for species
conservation are additionally added in reacting �ows.
The �rst equation implies the conservation of mass in the examined control volume, due
to the absence of mass sources and sinks. The total mass of the system is conserved also
in reacting �ows, since combustion neither generates nor destroys mass. In compressible
�uids, where the e�ects of pressure changes on the �uid density cannot be neglected, the
continuity equation assumes the form:

∂ρ

∂t
+
∂ρui
∂xi

= 0 . (2.1)

The conservation of linear momentum is derived from the Newton's second law, stating that
the momentum ρui of a speci�c volume can only change due to a net external force. By
neglecting the volume forces such as gravity, the following balance equation is obtained:

∂ρui
∂t

+
∂ρui uj
∂xj

= − ∂p

∂xi
+
∂τij
∂xi

. (2.2)

The RHS contains only the net contribution of the surface forces: the pressure gradient ∂p
∂xi

and the viscous stress tensor τij . In order to model the viscous stresses, the �uid can be
assumed to be Newtonian, where a linear relationship with the strain rate tensor exists. By
writing the symmetric strain rate tensor Sij as

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
(2.3)

the expression for the viscous stress tensor is linearly proportional to the strain rate tensor
via the dynamic viscosity µ as:

τij = 2µ

(
Sij −

1

3

∂uk
∂xk

δij

)
. (2.4)

The dependency of the momentum equation on reacting �ows is introduced via the proper-
ties µ and ρ, both strongly dependent on the �uid temperature.
The balance equation for energy is derived from the �rst law of the thermodynamics, stat-
ing that energy can be neither created nor destroyed during a process, but it can only be
transformed. There are several possibilities to write this equation, depending on which
scalar is chosen to describe the energy (for example speci�c enthalpy, internal energy or

13
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temperature). In the OpenFOAM implementations used in this work the energy equation
is mainly written for the mixture sensible enthalpy hs. The NS energy equation is written
accordingly as

∂ρhs
∂t

+
∂ρuihs
∂xi

=
∂p

∂t
+
∂ui p

∂xi
+τij

∂ui
∂xj
− ∂

∂xi

(
−λ ∂T

∂xi
+ ρ

ns∑

k=1

(hs,kYk Vk,i)

)
+ ω̇T +Q̇ (2.5)

which requires further treatment on the RHS. The low Mach regimes (Ma< 0.3) encountered
in this work allow to neglect the pressure �uctuations generated by the �rst two terms on the
RHS, as well as the viscous heating term τij

∂ui
∂xj

. Q̇ is a heat source term given for example

by radiation, an electric spark or a laser, which is also not used in this work. Therefore, the
only remaining terms derive from the following contributions:

� the heat di�usion expressed by the Fourier's law λ ∂T∂xi , based on the thermal conduc-
tivity λ and the temperature gradient

� the di�usive enthalpy �uxes
∑ns

k=1(hs,kYk Vk,i) including the sensible enthalpy hs,k and
the i-th component of the di�usion velocity Vk of each species Yk

� the heat released by combustion as ω̇T = -
∑ns

k=1 ∆h0
kω̇k, containing the contribution of

the species reaction rates ω̇k and their correspondent standard enthalpy of formation
∆h0

k

The complete discussion of this equation requires the de�nition of several thermo-chemistry
properties, which are presented in the following paragraph.

2.1.1. Mixture properties: thermochemistry and transport

Each species involved in a reacting system can be characterized by the mass fraction Yk=
mk
m ,

with mk the mass of species k present in a volume V and m the total mass of the gas. The
sum of the mass fractions over the ns species must ful�ll the requirement of

∑ns
k=1Yk=1.

In anticipation to Section 3.3, several reacting systems describe the species in speci�c mole
numbers φk=

Yk
Wk

instead, where Wk is the molecular weight of species k. When including
reacting species the dimensions of the Navier-Stokes system of equations is increased by
additional ns variables.
From the species properties, the mixture properties can be determined in the following way.
By knowing (p,T ) the mixture density is retrieved from the equation of state for ideal gases,
as the ones investigated in this work:

ρ =
p

T

W

R . (2.6)

R=8.315 J/(molK) is the perfect gas constant and W the mean molecular weight of the
mixture, calculated as 1/

∑ns
k=1 Yk/Wk.

The enthalpy of each species k contains the contribution of the standard mass enthalpy
of formation ∆h0

k, determined at temperature T0 =298.15K and 1 atm, and the sensible
enthalpy determined by the deviation from the standard conditions:

hs,k =

∫ T

T0

cp,k(T ) dT . (2.7)
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While the ∆h0
k is a standard value pre-assigned in each numerical code, the calculation of

hs,k requires the knowledge of the heat capacity at constant pressure cp,k. The enthalpy
calculation in OpenFOAM is performed in this work using the JANAF 7-coe�cients poly-
nomials [195] 1, resulting in a mixture sensible enthalpy of

hs =

ns∑

k=1

hs,kYk =

∫ T

T0

cp dT . (2.8)

The speci�c heat capacity of each species instead is calculated from the derived JANAF
5-coe�cients polynomials (note that dhs = cp dT), with the value for the mixture equal to

cp =

ns∑

k=1

cp,kYk . (2.9)

The calculation of the mixture temperature is done iteratively from Eq. (2.8).
The mixture viscosity depending on the local temperature T is calculated here from the
Sutherland law [289] as

µ =
As
√
T

1 + Ts/T
(2.10)

with coe�cients As=1.67212·10−6 Pa·s and Ts=170.672K 2. By retrieving the heat ca-
pacity at constant volume as cv =cp -

R
W , the mixture thermal conductivity is calculated

as

λ = µ cv

(
1.32 +

1.77R
cvW

)
(2.11)

according to the Eucken expression, as described in the book of Poling et al [232]. A lim-
itation of this calculation is that the Sutherland coe�cients As and Ts, originally derived
for N2, are equally assigned to all species. This assumption seems to be valid for hydro-
carbon/air �ames, where the properties of N2 are dominating and the cp,N2 is very close
to the mixture cp. In combustion regimes of pure O2, like the investigated rocket combus-
tion chambers, this approximation could be weak. Fig. 2.1 reports a comparison of the two
properties between the OpenFOAM transport (dashed lines) and the more detailed Wilke
transport (cfr. [232]) implemented in the software Cantera (solid lines). A CH4/O2 coun-
ter�ow di�usion �ame calculated at 20 bar is used for comparison (introduced in Section
3.5). Although the di�erence appears remarkable, the e�ect on T (and major species) is
minimal. The Sutherland transport is therefore retained for all simulations of this work.

2.1.2. Species transport

In reacting �ows, each species k requires its Navier-Stokes transport equation, which is
written as

∂ρYk
∂t

+
∂ρuiYk
∂xi

+
∂ρVk,iYk
∂xi

= ω̇k . (2.12)

1cfr. janafThermo thermodynamic class for OpenFOAM, e.g. https://cpp.openfoam.org/v3/a01208.html.
Note that only 6 coe�cients are used for h

2cfr. sutherlandTransport class for OpenFOAM, e.g. https://cpp.openfoam.org/v3/a02498.html
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Figure 2.1.: Mixture transport properties µ and λ calculated with the Wilke model in
Cantera (solid) and the Sutherland transport in OpenFOAM (dashed), for a
CH4/O2 counter�ow di�usion �ame at 20 bar

If all ns species equations are summed, one must obtain the continuity equation (2.1), im-
plying two conditions: both the reaction rates and the di�usive �uxes sum to zero, thus∑ns

k=1 ω̇k=0 and
∑ns

k=1 Vk,iYk=0. The di�usive mass �uxes include the local di�usion veloc-
ity Vk previously encountered in Eq. (2.5). This is di�erent from the convective transport
determined by u, since its general form includes the e�ects of the concentration gradients
of all species except the investigated species k, temperature gradients and pressure gradi-
ents. The exact system for the Vk corresponds to a di�usion matrix of dimensions ns×ns
which must be resolved at each time step and in each direction [315]. Since this operation
is computational expensive, more simple approximations are conventionally used.
When using air as oxidizer, nitrogen is present in great amount, so that the di�usion �ux
VkYk can be seen proportional to the concentration gradient of species k, i.e. ∇Yk, leading
to the Fick's law:

Vk Yk = −Dk
∂Yk
∂xi
− Dk,th

ρ T

∂T

∂xi
. (2.13)

Dk is the di�usion coe�cient of species k in the mixture, which shall not be confused with
the binary di�usion coe�cient Dij from the kinetic gas theory. A heat di�usivity coe�cient
is de�ned for the mixture as Dth=λ/(ρ cp). The second member of (2.13) represents the
thermal di�usion due to temperature gradients (Soret e�ect).
Most numerical tools however rely on the Hirschfelder-Curtiss approximation [122], which
is based on the gradient of mole fractions Xk. Considering the relation Xk=

W
Wk

Yk and the
Hirschfelder approximation without the thermal di�usion term

VkXk = −Dk
∂Xk

∂xi
(2.14)

the di�usion term on the LHS of Eq. (2.12) is re-written as

− ∂

∂xi

(
ρDk

Wk

W

∂Xk

∂xi

)
. (2.15)

The di�usion coe�cients are calculated from Dij as

Dk =
1− Yk∑
j 6=kXj/Dij

(2.16)

and are di�erent from species to species, characterizing the so-called di�erential di�usion
transport. This di�usion model is used in this work for the generation of REDIM chemistry
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databases (presented in Section 3.4).
Three important quantities characterize mass and heat transport, thus the Lewis, Prandtl
and Schmidt numbers:

Lek =
Dth

Dk
(2.17)

Pr =
µ/ρ

Dth
(2.18)

Sck =
µ/ρ

Dk
. (2.19)

Instead of using Eq. (2.16) to approximate the Dk, constant Lewis numbers Lek can be
assigned to each species in order to retrieve Dk from (2.17). A-priori sensitivity analysis has
to be performed on the problem to estimate the Lek.
In the Hirschfelder-Curtiss approximation however, the sum of the term (2.15) over all
species is not zero, violating the requirement introduced for the original Eq. (2.12). A
correction VCi is usually added to Vk,i, the sum �nally satisfying the constraint:

∂

∂xi

(
ρ

ns∑

k=1

Dk
Wk

W

∂Xk

∂xi
− ρV C

i

)
= 0 . (2.20)

To avoid this inconsistency, a further simpli�cation can be applied on the di�usivities,
using unity Lewis numbers, as it will be done through-out this work unless otherwise stated.
Assuming Lek=Le =1 the species di�usivities are equal to the thermal di�usivity, which can
be easily calculated at each time step from the mixture properties. The di�usive enthalpy
�uxes introduced for the energy equation (2.5) are therefore null in this case. H2/air or
H2/O2 �ames are examples where neglecting multi-component di�usion could lead to wrong
predictions [117], since H2 di�uses faster than any other species. Since this work is targeted
to methane combustion, the assumption is retained to be valid. The e�ects of including
di�erential di�usion in the chemistry databases for the calculation of the CH4/air Sandia
�ames will be discussed in Chapter 5.

2.2. Turbulence modelling

The development of turbulence models features numerous challenges, mainly due to the fact
that the turbulent motion is distributed across large and small scales. In a generic turbulent
con�guration the velocity �eld u is random in the 3D space, it is non-stationary and the
motion appears as chaotic and rotational. Under such premises, the molecular transport
is enhanced compared to a laminar con�guration. The transition from a laminar to a
turbulent con�guration occurs when small �ow perturbations cannot be further damped
by the viscous forces. If the �ow is characterized by a length scale L, one of the key
parameters to characterize turbulence is the Reynolds number Re = U L

ν , representing the
ratio between the inertial and viscous forces. In the expression, U is a reference velocity
and ν is the kinetic viscosity. The higher the Re, the more negligible is the viscous e�ect
on the turbulent motion. A critical Re can be estimated from experimental con�gurations
(e.g. channels, pipes or �ows over a �at-plate) to locate the transition between laminar and
turbulent regimes.
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Eddies of size l < l0 ≈ L form within the turbulent �ow. Seen from another perspective,
thus in the spectral space, each eddy is characterized by a wave number k = 2π

l represented
by a turbulent energy E(k). Integrating the turbulent energy E(k) over the spectral space
leads to the de�nition of the turbulent kinetic energy K. The latter can be also evaluated
from the variances of the velocity components as

K =
1

2
(〈u′′2〉+ 〈v′′2〉+ 〈w′′2〉) (2.21)

where the symbol 〈·〉 indicates from now on the average over time.
Turbulent eddies are unstable and are subjected to break-up towards smaller scales. In this
process, known as energy cascade, the turbulent energy E(k) is transferred from the large
eddies to the small ones (or alternatively, towards higher wave numbers k), until a point
is reached where the energy is dissipated. This process is reproduced visually in Fig. 2.2
following the direction of the arrows from the right to the left:

lη lDI ∆80%K lEI l0

ProductionTransferDissipation

LES resolvedLES modelled

LES filter width

q̇

Figure 2.2.: Qualitative description of the energy cascade in turbulent �ows from the large
turbulent scales (l0) to the smallest scales (lη)

� Production of turbulent energy is dominant at larger scales, where �uctuations of
the mean �ow �elds are stronger. Such �uctuations are generated for example by
the in�ow boundary conditions or the geometry of the investigated con�guration and
contribute to increase the turbulent kinetic energy of the �ow. In this region (coloured
in blue) the eddies are anisotropic and depend on the geometrical size of the problem.
The main production is located at the shear layers. The rate of energy dissipation

ε0 for the scales l0 can be estimated as
u2

0
τ0

=
u3

0
l0

where no viscous forces in�uence
the process yet. The scale lEI locates the peak in E(k) and sets the boundary to the
inertial-driven region.

� According to the formulation of Kolmogorov, for l < lEI the eddies can be considered
isotropic, thus any directional information transported by the large scales is lost. In
the green region, the small eddies adapt quickly to maintain a dynamic equilibrium
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with the energy transfer rates derived from the large scales, so that the statistic motion
can be described directly by the rate of dissipation ε. The inertial forces are dominant
in this region. However, isotropy is not found in boundary layers.

� Dissipation of energy governs the remaining region (in red) for l < lDI , where the tur-
bulent energy is rapidly dissipated into heat by the �uid viscosity. The smallest scale
at which the energy vanishes is the Kolmogorov length scale lη, de�ned as (ν3/ε)1/4,
at which the Reynolds number Re lη is unity.

For a detailed discussion of the energy cascade process and the integral lengths lEI , lDI
the reader is pointed to chapter 6 of [237]. A relation between large and small turbulent
structures can be de�ned for isotropic turbulence as

l0
lη

=
l0

(ν3/ε0)1/4
= Re3/4 (2.22)

showing how the Kolmogorov scale lη strongly decreases by increasing the Reynolds number.

The application of Eq. (2.22) for direct CFD simulations would require a computational
domain of at least dimension l0, with a mesh resolution close to lη, for a total number of
grid points proportional to Re3/4. Since Eq. (2.22) was derived for isotropic turbulence, a
3D case would require a number of grid points proportional to Re9/4 instead. Considering
time as a forth dimension for discretization, one obtains a proportion to Re3. The resolu-
tion of the complete turbulence spectrum down to the Kolmogorov scale lη represents the
DNS approach. Since the Navier-Stokes equations presented in paragraph 2.1 are directly
resolved on the computational grid, DNS can provide the highest �delity computation. How-
ever, since the smallest turbulent scales must be resolved, the computational cost for high
Reynolds numbers con�gurations is still prohibitive for industrial applications. The use of
DNS is usually limited to academic investigations.
Opposite to DNS is the RANS approach, where the complete turbulence spectrum is mod-
elled and the NS equations are solved for the average �elds only. This dramatically alleviates
the requirements on the computational cost, but introduces uncertainties due to the mod-
elling.
The approach used in this work is LES, which lies between the DNS and RANS. Most of the
turbulent scales are resolved on the grid, but the smallest eddies are subjected to a cut-o�
so that only the sub-grid �uctuations are modelled. The increased computational power
in the past twenty years made this tool attractive for the industry, although simulations
of turbulent reacting �ows can be still computational demanding. One di�culty of LES,
however, is the choice of the length scale l (or the cut-o� wave length k) to delimit the
small turbulent scales which shall be modelled. LES solutions are grid dependent, since
the cut-o� �lter is usually the cell size ∆. However, Pope [238] introduced a measure for
the turbulence resolution: the computational grid shall be su�ciently re�ned to guarantee
that at least 80% of the kinetic energy K is resolved. This delimiting line is qualitatively
marked in Fig. 2.2 at location ∆80%K. All meshes used in the LES of this work satisfy the
requirement of

I =
Ksgs

Ksolved +Ksgs
< 0.2 (2.23)
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with Ksolved the resolved turbulent kinetic energy and Ksgs the modelled one. One would
�nd a DNS for I = 0 and a RANS for I = 1.
The computational advantages of LES against DNS are partially lost when modelling wall-
bounded �ows at high Re, unless wall treatments are considered, as explained in Section
2.4. The next paragraph introduces the LES model in detail.

2.3. Large Eddy Simulations

In LES, a spatial �lter is applied to the NS equations, so that the large turbulent scales
are directly resolved, and only the small turbulent scales require modelling. Compared to
DNS, the constraint on the number of mesh points as a function of the Reynolds number is
reduced to Re2.7 [52].
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Figure 2.3.: LES spatial �ltering of variable g leading to the resolved quantity ḡ. Only the
sub-grid �uctuations g

′
require further modelling

A generic �eld g can be decomposed into g = ḡ+g
′
, the meaning of the decomposition

depending on the modelling. While ensemble averages are used in RANS, in LES the
variable is decomposed into a �ltered part ḡ which is calculated, and a small scale part g

′

which is modelled. Fig. 2.3 shows this decomposition on the physical space. Filtering the
generic variable g means that a convolution product is applied in form of a low-pass �lter
G, which satis�es the constraint

∫
G(x,y) dy = 1 . (2.24)

The variables can be either �ltered in spectral space using a cut-o� frequency, or in physical
space using a weighted average over a given volume. The latter approach is used in Open-
FOAM, where G corresponds to averaging over a cubic box of size ∆= 3

√
Vcell. The �lter

function can be written as 1
∆H(1

2∆ − |xi − yi|) for each of the three spatial coordinates i,
with H being the Heaviside function. The �ltered variable is therefore written as

ḡ(x, t) =

∫
g(x− y, t)G(x,y) dy (2.25)

where each ḡ(xi) is the average of g(yi) within the interval (x i − 1
2∆) and (x i+

1
2∆).

When dealing with compressible �uids, a density-weighted �ltering is further applied as
g̃= gρ/ρ̄, which leads the Favre decomposition
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g =
gρ

ρ̄
+ g

′′
(2.26)

allowing the transformation of Eq. (2.25) into

g̃(x, t) =

∫
ρ(x− y, t)g(x− y, t)G(x,y) dy∫

ρ(x− y, t)G(x,y) dy
. (2.27)

2.3.1. Favre-�ltered LES equations

Using Eq. (2.26) to �lter the NS equations leads to the following transport equations for
continuity, momentum, enthalpy and chemical species:

∂ρ̄

∂t
+
∂ρ̄ũi
∂xi

= 0 (2.28)

∂ρ̃ui
∂t

+
∂ρ̄ũiũj
∂xi

= − ∂p̄

∂xi
+

∂

∂xi
(τ̄ij − ρ̄(ũiuj − ũiũj)) (2.29)

∂ρ̄h̃s
∂t

+
∂ρ̄ũih̃s
∂xi

=
∂

∂xi

(
λ
∂T

∂xi
− ρ̄ (ũihs − ũi h̃s)

)
+ ω̇T (2.30)

∂ρ̄Ỹk
∂t

+
∂ρ̄ũiỸk
∂xi

=
∂

∂xi

(
VkiYk − ρ̄ (ũiYk − ũi Ỹk)

)
+ ω̇k (2.31)

The �ltered stress tensor τ̄ij is written according to Eq. (2.4) using the �ltered quantities.
Due to the �ltering, the equations present unclosed terms which require further modelling.
A detailed discussion is provided for example by Sagaut [254] or Pope [237], but the terms
are brie�y introduced hereby:

� The unresolved Reynolds stresses (ũiuj − ũiũj) are approximated by the sub-grid
scale turbulence model, which must correctly reproduce the energy dissipation process
taking place in the red region of Fig. 2.2. The Boussinesq hypothesis allows to model
this term as

ρ̄(ũiuj − ũiũj) = τsgs,ij = −2νsgsρ̄

(
S̃ij −

1

3
δijS̃kk

)
. (2.32)

with νsgs requiring modelling. The Smagorinsky model [268] for νsgs is very popular
because of its simple formulation. From a dimensional analysis, the sgs viscosity is
seen to be proportional to the sgs length scales and the velocity scales. Smagorinsky
chose the �lter width and the resolved strain rate tensor to represent νsgs as

νsgs = (CS ∆)2
√

2S̃ijS̃ij . (2.33)

Depending on the �ow typology, the constant C S can vary between 0.1 and 0.2,
although a dynamic adaptation can be performed according to the model of Germano
et al [104]. Here the constant value C S =0.168 was used, as implemented in the
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OpenFOAM class 3. A weakness of this model is that its parameters depend on the
investigated con�guration and the model itself is usually found to be too dissipative,
especially near walls.
The Wall-Adapting Local Eddy-viscosity (WALE ) model of Nicoud and Ducros [211]
was conceived explicitly for wall-bounded LES and models the viscosity as

νsgs = (Cw∆)2
(sdij s

d
ij)

2/3

(Sij Sij)5/2 + (sdij s
d
ij)

5/4
. (2.34)

The details regarding this model are reported in the original work [211].

� The �ltered laminar di�usion �uxes of enthalpy λ ∂T∂xi and species VkiYk are modelled

through a simple gradient approximation as λ ∂T̃∂xi and−
ρ̄ ν̄
Sc

∂Ỹk
∂xi

, the latter exploiting the
relations of (2.17)-(2.19) using the unity Lewis number assumption (D th=Dk=D).

� The unresolved enthalpy and species �uxes (ũihs − ũi h̃s) and (ũiYk − ũi Ỹk) are also
described using the gradient approximation

ũihs − ũi h̃s = −Dth,sgs
∂h̃s
∂xi

= −νsgsc̄p
Prsgs

∂T̃

∂xi
(2.35)

ũiYk − ũi Ỹk = −Dk,sgs
∂Ỹk
∂xi

= − νsgs
Scsgs

∂Ỹk
∂xi

(2.36)

with Scsgs and Prsgs being respectively the Schmidt and Prandtl numbers for the sub-
grid scales. Here their value has been set to 0.7 according to previous investigations
ran with this software (e.g. [330, 118]) unless otherwise stated.

� The closure of the �ltered chemical reaction rates ω̇k for Eq. (2.31) requires particular
attention, since most of the turbulence-chemistry interaction occurs on the sub-grid
scales which are modelled in LES. This topic will be addressed in detail in Chapter
4. The �ltered heat released by combustion ω̇T for the enthalpy equation (2.30) is
calculated using the standard enthalpy of formation as ω̇T =

∑ns
k=1 ∆h0

kω̇k.

2.3.2. Statistical quantities

In order to compare LES with experimental data, statistical quantities must be extracted
from the turbulent �ow. Under the assumption that the �lter size remains small compared
to the spatial evolution of the means, the time averaged value of the resolved scales g̃ is
calculated as

〈g〉 =
1

T

∫ T

t=0
g̃(t) dt (2.37)

while the variance of the quantity g is expressed as

3https://caefn.com/openfoam/smagorinsky-sgs-model: C s is calculated from the OpenFOAM con-
stants C e and C k



2.4. Wall-bounded turbulent flows 23

〈g′′2〉 =
1

T

∫ T

t=0
(〈g〉 − g̃(t))2 dt . (2.38)

The two expressions above are also known as the �rst and second moments of the turbulent
�eld g. The choice of the time interval depends on the computational domain, with T
usually set to guarantee an average over 5 to 10 �ow-through times.

2.4. Wall-bounded turbulent �ows

Turbulent structures in the proximity of walls are dominated by a rapid break-up of the
eddies and the consequent heat dissipation within the boundary layer: the higher the Re
in the core �ow, the thinner the boundary layer. Since the small eddies are �ltered by the
cell size ∆, a su�cient mesh re�nement in the wall normal direction is required in LES to
guarantee that at least 80% of K is resolved in this region. This con�guration is known as
wall-resolved LES (WRLES). In order to alleviate the computational cost of WRLES, one
can apply the requirement of Eq.(2.23) only to the core �ow, obtaining a wall modelled LES
(WMLES), where the boundary layer is completely or partially modelled. According to the
classi�cation provided by Larsson et al [166], two types of WMLES exist, depending on the
grid requirements in the wall-parallel direction: in wall-stress modelled LES, the LES must
be de�ned down to the wall. In hybrid LES/RANS instead, only the core �ow is treated
as LES, while a RANS model is used at walls, allowing the use of a coarser grid spacing.
The computational cost reduces to about Re0.53 [52] in the �rst case and as a function of
log(Re) [264] in the second case. Both WMLES were used in this work for the wall heat
�ux predictions of the sub-scale rocket combustion chamber [113].

2δ

L

b

Ux

Ejection

Sweep

Low-speed streaks

Figure 2.4.: Left: channel �ow con�guration qualitatively showing the axial velocity Ũx.
No-slip conditions applied at the lower wall. Right: representation of the speed
streaks developing near the wall

The variables required to describe the near-wall �ows are presented for a fully-developed
channel �ow. Their de�nition and extension to pipe and �at-plate boundary �ows can be
found in [237]. For the next paragraphs it is useful to introduce a representative CFD con�g-
uration, shown in Fig. 2.4, whose characteristic length is set to be half of the channel height,
here δ=3mm. The remaining dimensions are set to L×b=16δ×6δ, similarly to previous
investigations [206, 153]. The �uid is bounded by walls at positions y =0 and 2δ. A no-slip
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condition is applied at the bottom wall kept at temperature Tw,bottom=400K, while the
upper wall has Tw,top=3000K and slip boundary conditions. This allows to maintain a
bulk temperature of 1500-1600K in the core �ow, whereas the bulk velocity U b is set to
160m/s. Cyclic boundary conditions are applied in the streamwise and spanwise directions.
The near-wall turbulence is characterized by the so called �ow streaks [237], represented
on the right side of Fig. 2.4 by the axial velocity Ux. Ejection phenomena occur when a
low-speed streak (blue/green color scale) migrates away from the wall, extending the region
of cooled gases towards the core. Opposite is the sweep motion localized at the high-speed
streaks, forcing the hot gases to approach the cooled wall. The latter causes the tempera-
ture gradient at wall to increase, leading to an increase in wall heat �ux q̇w.

Momentum transfer due to turbulence is almost null close to the wall, because the �uc-
tuations in the wall normal direction (U

′′
y ) are blocked. The no-slip condition applied on

the velocity at y =0, thus Uy =0, induces a frictional shear at the wall, de�ned as

τw = ρwνw
dUx
dy

∣∣∣∣
w

(2.39)

with νw the viscosity at wall and the friction velocity uτ calculated as

uτ =

√
|τw|
ρw

. (2.40)

The latter is used to normalize the mean velocity as u+ = Ux
uτ
. The in�uence of the viscous

e�ects induced by the wall are captured by the viscous length scale yτ =
νw
uτ
. This leads to

the de�nition of the non-dimensional wall-distance y+ = y
yτ
, a fundamental indicator of the

mesh re�nement at wall. The streamwise and the spanwise non-dimensional distances x+

and z+ can be de�ned in the same way, based on yτ . The ratio x
+/z+ ≈ 3 is an appropriate

requirement for wall-bounded LES (see [95, 264]).
Similarly, the non-dimensional temperature in the wall-normal direction is written as

T+ =
Tw − T
Tτ

(2.41)

where Tτ is directly calculated from the wall heat �ux as q̇w
ρw cp,w uτ

[229]. The non-dimensional
velocity pro�le across the boundary layer is shown on the left side of Fig. 2.5, where four
zones can be identi�ed [257, 147]:

� y+ <5: viscous layer. The �ow regime is quasi linear since only the molecular vis-
cosity (ν) is responsible for heat dissipation, because in the LES equations νsgs → 0.
Velocity and temperature boundary layers are expressed as u+ = y+ and T+ =Pr y+

respectively. A WRLES requires the �rst cell center at wall to be located within this
range, in the optimal case at y+ =1.

� 5< y+ <30: bu�er layer. Since the e�ects of viscosity and turbulent �uctuations are
comparable in this layer, the �rst cell center is usually assigned outside this range
(y+ <5 if the Re is small enough, or y+ >30 for high Re).

� 30< y+ <50: log-layer within the inner boundary layer. According to the boundary
layer theory, a logarithmic law can describe u+ and T+ in the form of 1

A ln(y+) + B.
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Figure 2.5.: Wall-modelled LES using the law of the wall (left) or a hybrid RANS/LES
solver (right)

If the �rst cell center is located at y+ >30, one is using a wall model. Since the peak
in turbulence production occurs in the lower bu�er layer (y+ <20), the exact location
depending on the Re [237], not only Eq. (2.39) but also the wall heat �ux q̇w must be
modelled by the wall function.

� y+ >50: outer boundary layer. In this layer the turbulent Reynolds stresses become
dominant. An overlapping region between the inner and outer layer exists at high Re
(cf. [237]) and its location marks the transition zone for the hybrid LES/RANS model
explained in paragraph 2.4.4. The end of the inner layer is identi�ed at y/δ=0.1.

Numerous wall functions exist in the literature [147], although most of them are derived
from the investigation of non-reacting �ows. The wall function from Spalding [275], already
available in OpenFOAM in the class nutUSpalding, is used in this work as reference, since
previously tested for the CH4/O2 combustion chambers (see [332, 333] for details). Al-
though an accurate velocity pro�le can be obtained at wall, there is no coupling with the
temperature pro�le T+, so that a consistent evaluation of q̇w is missing. In this case, the
wall heat �ux is approximated from λ∇ T̃ .
Cabrit demonstrated that the standard laws (like nutUSpalding) can lose their validity if
the temperature of the hot gases T g is more than three times higher than the wall tempera-
ture Tw [46, 45]. Since values of T g/Tw> 5 were observed for the investigated combustion
chamber, the use of nutUSpalding shall be questioned. Two additional functions were
implemented in OpenFOAM and reported hereby.

2.4.1. Nearly-isothermal wall function

The �rst implemented function, named nearlyIsothermalWallFunction, provides a log-
law for T+, but it assumes T g/Tw≈ 1. Thus, its applicability is guaranteed where no
signi�cative heat transfer is present between the �uid and the walls. The expressions for
the log layers are taken from Poinsot et al [229] and the following steps are applied at each
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time step and for each wall patch. The index 1 indicates the value at the �rst cell center
from the wall:

1. uτ is calculated from the following expression, using a Newton-Raphson iterator

u1

uτ
= 2.44 ln

(
uτ y1

νw

)
+ 5 (2.42)

2. The y+ is evaluated and, if its value is less than 10.8, the uτ is recalculated to satisfy
u+ = y+

3. For y+> 13.2 the reduced temperature is calculated as

T+ = 2.075 ln

(
uτ y1

νw

)
+ 3.9 (2.43)

otherwise it is retrieved as T+ =0.7u+.

4. Finally, τw is calculated from Eq. (2.39) and q̇w via T+ from Eq. (2.41)

2.4.2. Coupled temperature-velocity wall function

The coupled u+/T+ law for LES presented by Cabrit [45] was validated for multicomponent
reacting channel �ows with signi�cant heat transfer (T g/Tw>3) and low Mach numbers.
Its complete formulation accounts for chemistry e�ects in the boundary layer (Appendix
C of [45]), but a recent work of Maestro et al [185] showed that its simpler formulation,
accounting only for the strong temperature gradients ∇T, is su�cient to correctly describe
the q̇w of the single-injector combustion chamber object of this study. Therefore, the same
law shown in [185] was integrated in OpenFOAM and named coupledTUWallFunction. For
each wall face, the following steps are applied at runtime:

1. The Van Wijngaarden-Dekker-Brent method [242] is used to �nd the root uτ of the
following equation

2Tw(Prsgs u1 +K uτ )

Prsgs(Tw − T1)

(√
1− K

Tw

Tw − T1

Prsgs u1 +K uτ
uτ −

√
T1

Tw

)
=

(
1

κ
ln
y1 uτ
νw

+ Cvd

)
uτ

(2.44)
A detailed description of how to calculate the coe�cient K is provided in the original
paper [45]. The constants κ=0.41 and C vd=5.5 are taken from the same paper. The
expression is calculated for Prsgs=Pr =0.7.

2. The y+ is evaluated and if its value is less than 11.445, the uτ is recalculated to satisfy
u+ = y+

3. The Tτ is calculated according to

Tw − T1

Tτ
= (Pr y+)eΓ +

(
Prsgs

u1

uτ
+K

)
e

1
Γ (2.45)

with Γ de�ned in [45]
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Table 2.1.: Channel �ow WMLES, ˜̇qw,avg in [MW/m2]

Wall Model Tg [K] Tw [K] Tg/Tw y+ x+ z+ ˜̇qw,avg Reb
nutUSpalding 1717 400 4.29 93 116 35 -0.74 71925
nearlyIso 1823 400 4.56 83 145 44 -3.96 70837
coupledTU 1420 400 3.55 126 19 6 -0.74 79298

4. Finally, τw is calculated from Eq. (2.39) and q̇w via T+ from Eq. (2.41)

Di�erently from the default OpenFOAM class nutWallFunction4, here the mixing-length
model [145] is used to calculate the inner-layer eddy viscosity νw=κuτ y1 D, with D being
the van-Driest damping function

D = [1− exp(−y+/17)]2 (2.46)

as reported by Kawai and Larsson [145].

2.4.3. Validation on channel �ow

This paragraph aims to brie�y show the di�erence between the implemented laws and the
Spalding law, using the CFD domain described in Fig. 2.4. The �nal mesh consists of about
3 million cells with gridding Nx×Ny×Nz =254×61×204. The �rst cells at wall are located
at position y+ varying between 70 and 130. The LES criterion on x+/z+ is satis�ed, as
reported in Table 2.1. The species are not transported and the temperature is considered a
passive scalar.
For the range of temperature gradients expected in rocket combustion chambers (T g/Tw> 1,
Table 2.1), no DNS data or experimental measurements are available from the literature. As
a consequence, a qualitative representation of the velocity and temperature pro�les is pro-
vided similarly to Cabrit [46]. The velocity pro�le u+ is re-scaled according to Huang and
Coleman [124], using the Van Driest transformed velocity to account for �ow compressibility
(labelled as u+

V D in the plots). The main �ndings are summarized in Fig. 2.6. The canonical
function nutUSpalding (in blue) can approximate the momentum layer following the log
behaviour also without the van Driest correction, while the thermal layer is out of range
compared to the other T+-based functions. The comparison of T+ in the log-layer is here
performed using the Kader's law [143]. An opposite behaviour is seen for the nearlyIso law
(red), which is matching the Kader's law very well (since isothermal) but it misses the attach-
ing point to the u+, unless the van Driest correction is applied. As mentioned before, this
law is already outside its T g/Tw validity. When looking at coupledTU (green), the pro�les
present a steeper gradient across the boundary layer compared to the log-law. The velocity
pro�les seem to depart from the log-law behaviour (dashed line) as for nutUSpalding, but
the corrected u+

V D does not collapse to the log law. Four LES calculations from Cabrit
(cases 38-41 of Table 4.2 in [46]) ran with the same coupled law for T g/Tw=2, 3, 4, 5
are added for comparison. The reader should notice that Cabrit imposed Tw=320K and a
maximum Tg =1600K in his calculations. Cabrit's computations are shown here because
comparable with the boundary conditions of Table 2.1 and because they are useful to justify
the steeper gradient reported by the green curves. Overall, an increase in T g/Tw corre-
sponds to higher values of u+ when using the coupledTU. The u+ calculated in OpenFOAM

4http://www.tfd.chalmers.se/ hani/kurser/OS_CFD_2016/FangqingLiu/openfoamFinal.pdf
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is in good agreement with the results of Cabrit. The T+ instead appears to overestimate the
calculations of [46]. However, the behaviour of the thermal boundary layer is qualitatively
reproduced by coupledTU, contrarily to nearlyIso. The fact that nutUSpalding provided
an estimation of the wall heat �ux very close to coupledTU (in MW/m2 in Table 2.1) is due
to the bulk temperature Tg, about 300K lower for the coupledTU simulation.
To summarize, the nearlyIso function does not reproduce correctly the e�ects of a strong
temperature gradient at wall. For this reason, only nutUSpalding and coupledTU are ap-
plied to the WMLES of the CH4/O2 combustion chamber in Chapter 5. Di�erent wall heat
�ux predictions are expected from these laws, in accordance to what observed in Fig. 2.6.
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Figure 2.6.: Top: classical and van Driest scaling for u+, using the wall functions of Table
2.1. Bottom: classical scaling for T+ using the log-law of Kader [143] for
isothermal �ows. Additional pro�les calculated for varying T g/Tw are taken
from Cabrit [46]

2.4.4. Hybrid LES/RANS

The Improved Delayed Detached Eddy Simulation model (IDDES) of Shur et al [264] is
proposed in this work as an alternative to the law of the wall models. This model allows
to treat the near-wall region as RANS (about 20% of the turbulent boundary layer) and it
is available in OpenFOAM in the class SpalartAllmarasIDDES. An example of transition
behaviour from RANS to LES is provided on the right side of Fig. 2.5. When the RANS is
active, the Spalart-Allmaras (SA) equation is used to transport the arti�cial viscosity ν̃

∂ν̃

∂t
= Cb1(1− ft2)S̃ν̃ +

1

σ

(
∂

∂xi

(
(ν + ν̃)

∂ν̃

∂xi

)
+ Cb2

∂2ν̃

∂x2
i

)

−
(
Cw1 fw −

Cb1
k2

ft2

)(
ν̃

d̃

)2

+ ft1∆U2

(2.47)
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from which the eddy viscosity is calculated as νsgs= ρ̄ν̃ fv1. A detailed description of the
functions and constants of Eq. (2.47) can be found in the original paper of Spalart [272].
The equation is valid throughout the boundary layer, provided that the �rst y+ is contained
within the viscous layer.
A detailed description of the transition method is provided by Spalart at al [273] and Shur at
al [264]. The CFD application for the CH4/O2 combustion chamber was recently discussed
by Breda and P�tnzer [31]. Even if strong sensitivity to grid resolution and numerics is
experienced by WMLES in general [166], it is harder to demonstrate grid-independence for
IDDES, since the transition interface between RANS and LES depends on the computational
grid. The discussion of this topic was addressed in [31] and is partially presented in Chapter
5 for a direct comparison with WMLES.





3. Reduced chemistry models

3.1. Chemical kinetics

Reacting �ow simulations usually approach the integration of the chemistry system using
an operator-split technique [214], where the chemistry process is governed by the following
system

dYk
dt

=
ω̇kWk

ρ
k = 1, . . . , ns − 1

dT

dt
= − 1

cp

ns∑

k=1

(hk ω̇k) .
(3.1)

Variations in species concentration in Eq. (3.1) are usually calculated for ns-1 species, since
one is retrieved as Yns =1-

∑ns−1
k=1 Yk to guarantee mass conservation. For air-fed combustion

the inert species is usually N2. The equation of state for an ideal gas closes the thermo-
dynamic system as

p = ρ
R
W
T = RT

ns∑

k=1

ck (3.2)

with ck= ρYk/Wk being the molar concentration of species k. Using the constant pressure
(volume) assumption during a reaction sub-step allows to retrieve ρ (p). The production
rates in Eq. (3.1) are non-linear functions of p, T and ck and cause the sti�ness of the ODE
system. This can be demonstrated as follows. A single elementary reaction j involving the
reaction of species Xk can be written as

ns∑

k=1

s
′
k,j Xk −⇀↽−

ns∑

k=1

s
′′
k,j Xk (3.3)

for a total of nr reactions, where the overall stoichiometric coe�cient for species k in reaction
j is calculated as sk,j = s

′′
k,j − s

′
k,j . Each reaction is then characterized by a net rate-of-

progress, determined by the di�erence between the forward and backward reactions as

Rj = kf,j

ns∏

k=1

c
s
′
k,j

k − kb,j
ns∏

k=1

c
s
′′
k,j

k (3.4)

with kf,j and k b,j respectively the forward and backward constants of reaction. The forward
reaction rate constant is given by the three-parameter Arrhenius form

kf,j = Aj T
βj exp

(
−Ea,jRT

)
(3.5)

31
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consisting of the pre-exponential factor Aj , the temperature exponent βj and the activation
energy Ea,j . If the reaction is reversible, the k b,j is not zero and it is retrieved from
the equilibrium constant K c as k b,j = kf,j/K c. The evaluation of kf,j already hinders the
computation: Zirwes et al [334] estimated that about 20% of the total simulation time
of a DNS was spent in evaluating the exponential function of Eq. (3.5), using a 53 species
mechanism (GRI-3.0) for CH4 combustion. However, the �nal bottleneck can be understood
from the expression of the net molar production rates, which is written as

ω̇k = Wk

nr∑

j=1

Cj sk,j Rj (3.6)

where C j is an e�ective mixture concentration in case of a third-body reaction and/or
pressure e�ects. By increasing the dimensions of the mechanism (nr and ns), the ODE
increases in sti�ness, since the chemistry time scales span a broader range. Its resolution
would require the use of an implicit solver, as explained in detail by Hairer [114]. This would
lead to an approximate cost scaling between ns×nr (evaluation of the Jacobian matrix) and
n3
s (cost of implicit integration). Recalling that in CFD simulations of reactive �ows this
ODE must be integrated at every time step in each cell, the full integration of system (3.1)
requires a tremendous computational power. As a consequence, only reduced chemistry
mechanisms and tabulated chemistry methods are used in this work to characterize CH4

combustion.

3.2. Reduced chemistry mechanisms

Two typologies of reduced reaction mechanisms are used in this work, whenever a �nite rate
chemistry calculation is attempted. All mechanisms are summarized in Table 3.1.
The �rst type is based on reduced chemistry mechanisms targeted for CH4/O2 combus-
tion, as currently object of research of Saccone et al [253, 252, 209]. The lprb mechanism
presented in [253] was generated starting from the skeletal mechanism Lu30 [172] (derived
from GRI-3.0 [269]). A reaction path analysis was performed in Cantera, followed by the
sensitivity analysis described in [252]. The lprb was targeted for atmospheric pressure and
T=2000K. An improved version of the mprb mechanism, originally presented in [253], is
currently under investigation and targets fuel-rich combustion at moderate pressure. A
third mechanisms, hprb, was optimized for high pressure combustion (52 bar) and tempera-
tures ranging between 1000 and 1200K. It derives from a detailed mechanism for CH4/O2

ignition at high pressure, the RAMEC [222]. Satisfactory results could be reproduced by all
mechanisms using the autoignition problem and a 1D counter�ow di�usion �ame computa-
tion, compared to the reference mechanisms (Lu30 and GRI3.0) [253]. The CPU speed-up
compared to the reference GRI-3.0 1 is shown on the left hand side of Fig. 3.1. A quantita-
tive comparison of the �ame structure with the Lu30 computation is provided in paragraph
3.5.
The second type of reaction mechanisms exploited in this work is based on an analyti-
cally reduction method (CSP) which allows to treat a certain number of species in QSS
algebraically, avoiding the calculation of the Arrhenius coe�cients (Eq. (3.5)). Such mecha-
nisms are labelled as Lu19 and Lu13 in Table 3.1. An OpenFOAM accelerated routine was
provided by Zirwes et al [334]. There, the mechanisms are pre-compiled to optimize the

1based on the calculation of a �amelet on single core in OpenFOAM
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Table 3.1.: Reduced chemistry mechanisms for CH4/air-O2 combustion used in this work

Name Species Reactions Reduction Method Parent

Lu30 [172] 30 184 Directed Relation Graph (DRG) GRI-3.0

lprb [253] 16 47 Reac. Path + Sensitivity Analysis Lu30
mprb 19 51 Reac. Path + Sensitivity Analysis Lu30
hprb 19 48 Reac. Path + Sensitivity Analysis RAMEC [222]

Lu19 [173] 19 184 CSP + ODE Acceleration [334] Lu30
Lu13 [173] 13 73 CSP + ODE Acceleration [334] Lu17 [256]
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Figure 3.1.: CPU time acceleration for a �amelet calculation in OpenFOAM, using the mech-
anisms of Table 3.1. Right hand side in red and blue: accelerated chemistry
routine from Zirwes et al [334]

calculation of the Arrhenius coe�cients. Moreover, the ODE solver exploits the Sundials
CVODE libraries embedded in Cantera. A quick comparison with a default OpenFOAM
ODE integrator (e.g. type seulex [114]) is shown on the right hand side of Fig. 3.1, again for
a single �amelet computation. To get a better idea of the performance gain obtained by the
accelerated chemistry, the computations are normalized on the GRI-3.0 calculation (gray
bar) using the original OpenFOAM chemistry solver, which took approximately 75519 s to
complete (21 hours). Fig. 3.1 shows the relative execution times of the mechanisms using
the original integrator in gray and the imported module from [334] in red. The GRI-3.0
computation itself is reduced of about 55% (about 10 hours instead of 21). Compiling the
above accelerated chemistry with Intel icpc (blue) instead of the standard gcc (red) al-
lows to reduce the �amelet computation of another 7% with GRI-3.0 and 5% with Lu30.
The latter however does not seem to play a signi�cant role for the analytically reduced
mechanisms Lu19 and Lu13, possibly due to the reduced amount of species and reactions
involved. While the mechanisms belonging to the 'Lu' family were originally optimized for
CH4/air combustion at atmospheric condition, several studies (e.g. [332, 31]) showed that
such mechanisms behave well also for CH4/O2 combustion at moderate pressure.

Understanding the range of time scales involved in a turbulent reacting �ow computation
allows the development of tabulated chemistry models. Fig. 3.2 shows typical time scales
covered by the chemistry (τchemistry) and the turbulent �ow (τflow). Although an overlap-
ping zone exists, the chemistry scales span a broader range, depending on the chemistry
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involved. Mathematically reduced chemistry models are based on the decoupling between
the fast τchemistry typical of QSS species and PE reactions (qualitatively marked in red) and
the slow chemistry scales typical of major species reactions, autoignition induction or NOx
production (in cyan). Flamelet-based manifolds instead are based on the fast chemistry
assumption, resulting in a poor prediction of ignition/extinction e�ects. Both tabulation
methods will be introduced in the next paragraphs.

10−9 10−7 10−5 10−3 10−1 10110−9 10−7 10−5 10−3 10−1 101

τflow

τchemistry

Flamelet assumption

Decoupled fast chemistry

Slow time scalesFast time scales

t [s]

Figure 3.2.: Time scales governing a reacting turbulent �ow

3.3. Low-dimensional surface attractors

DNS of turbulent reactive �ows showed that only a minimal fraction of the composition
space is accessed during a simulation (see e.g. [184]). In fact, most of the chemistry pro-
cesses are faster than the physical processes (cf. Fig. 3.2) reducing the dimensionality of
the accessed composition space when turbulence and mixing occur. The theory behind the
construction of mathematically reduced chemistry models based on this observation is dis-
cussed �rst. Further details on this approach are available in the works of Maas [182] and
Eggels [82].
Homogeneous isobaric reactors characterized by a detailed chemistry mechanism of ns
species and nr reactions can be cast in a system of ODE as:

dΨ

dt
=

d

dt



h
p
φk


 =




0
0

ω̇k/ρ


 = Ω(Ψ) . (3.7)

The vector of the thermo-chemical state is represented by the (ns+2) variables as
Ψ= [h, p, φ1, . . . , φns ]

T . If pressure and enthalpy are constant, the vector of the source
terms is written for the reactive scalars as ω̇=S r, with S= [s1|. . . |snr ] the ns×nr di-
mensional matrix of the nr stoichiometric vectors sk, and r the nr-dimensional vector of
the reaction rates. While S determines in which direction of the composition space φ is
changing, r determines how fast the chemistry is evolving. Another ne constants are added
to the conserved scalars, thus the speci�c element mole numbers χ=E φ, where E is the
element composition matrix of dimensions ne×ns. For a CH4/air system, it is ne=4 to
account for atoms C, O, H, N. The constraint on the conservation of the element mole
numbers determines an important property of the composition space, thus ej · sk=0. It
means that the ne-dimensional element subspace is orthogonal to the (ns-ne)-dimensional
reaction subspace.
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When researching low-dimensional surface attractors, the ILDMs, one is looking for the
direction in which the reaction rates r of system (3.7) are most rapidly decreasing. Dy-
namically perturbing the Jacobian J = ∂Ω/∂Ψ leads to the resolution of an eigenvalue
problem for system (3.7). The Jacobian can be re-written using the right and left eigen-
vectors as J = V RΛV L, where Λ = diag{λ1, . . . ,λns+2}. An orthonormal basis (Shur
basis) of J can be used alternatively [182]. A variant of the ILDM, known as GQL, uses the
eigenspaces of a quasi-linearization matrix [39] as basis instead. Null eigenvalues (in their
real part Re(λi)) are given by the conserved variables (pressure, enthalpy, elements), while
the remaining states usually show Re(λi)<< 0 [181]. A detailed analysis of the eigenvalues
is also discussed for H2/air systems in [82].
After perturbing the Jacobian, the null eigenvalues of (h, p) are removed from the system
for convenience. The remaining eigenvalues are re-ordered by decreasing negative real part
Re(λi), determining the slow and fast chemistry subspaces for the composition space φ

Jφ = [V R
s V

R
f ]

[
Λs 0
0 Λf

] [
V L
s

V L
f

]
(3.8)

with V L
s having dimension ms×ns, V L

f with mf×ns and Λs with ms×ms. The system
state can be con�ned to a ms-dimensional space corresponding to the slow chemistry, with
ms<< ns. Using the slow and fast subspaces, the compositional space can be written using
the new basis:

d

dt

[
φs
φf

]
=

[
V L
s

V L
f

]
ω =

[
V L
sω

V L
fω

]
=

[
V L
sω
0

]
. (3.9)

The second block of equations characterizes the ILDM subspace and represents a steady
state assumption for the (ns-ms) fast species φf . Through this constraint the manifold can
be considered in equilibrium compared to the fast scales, which relax rapidly towards the
slow compositional space. The full composition space Ψ can be therefore represented by a
signi�cantly reduced amount of coordinates ms. In this work, 2D and 3D-ILDM databases
were constructed using the software ChemR [82], with {φCO2,φH2O}

T to identify the slow
sub-space (and eventually the mixture fraction f for non-premixed regimes).
It is worth mentioning that the ILDM approach presents an advantage against QSSA
and PEA methods, because no prior knowledge of the QSS species and PE reactions is
needed. However, the steady state approximation might not completely satisfy the con-
straint ej · sk=0, causing marginal movements o� the manifold (ILDM not invariant). For
this reason, another approach is found in the literature [69, 208], where a modi�ed Fraser
algorithm starting from a non-invariant ILDM generates a solution where any movement o�
the manifold caused by the chemistry is absent.

The �rst column of Fig. 3.3 shows several reaction paths calculated using a 2D-ILDM built
for a lean CH4/air mixture, using the Smooke chemistry [270]. A divergence from the �nite
rate chemistry route (Cantera, red dotted line) is usually observed in the transition region
and at the equilibrium (cfr. �nal temperatures). The decoupling of the fast scales instead is
justi�ed by looking at the bottom �gure: about half of the reaction path is covered within
the �rst 0.1ms, while only a short distance in the composition space is covered between
0.5ms and 10ms by approaching the equilibrium. While a 1D-ILDM would still describe
well the equilibrium region, higher dimensions are required far from the equilibrium. Such
observations derive from several investigations [259, 258, 82, 29]. At least one additional



36 Chapter 3. Reduced chemistry models

0.0012 0.0014 0.0016 0.0018 0.002

0.002

0.004

1311

2697

2700

Φ
H

2
O

Cantera

ILDM

0 0.001 0.002 0.003
0

0.002

0.004

0.006
2542.32

0.0012 0.0014 0.0016 0.0018 0.002

0.002

0.003

0.004

0.005

0.002ms

0.007ms

0.05ms

0.1ms

0.25ms
0.5ms

10ms

1D

2D

3D

ΦCO2

Φ
H

2
O

0 0.001 0.002 0.003
0

0.002

0.004

0.006
2542.32

ΦCO2

Figure 3.3.: 2D ILDM for CH4/air fuel-lean mixtures. ILDM trajectories (1st column) and
TGLDM (2nd column)

reactive progress variable is necessary in order to capture the correct �ame speed in CH4

premixed �ames. On the contrary, CO2-H2/air and H2/O2 systems su�er less from this
limitation [181, 183, 83], due to the fact that the hydrogen chemistry time scales are faster
than the C-chemistry scales and span a shorter range.

An alternative method to ILDM is given by the Trajectory-Generated Low Dimensional
Manifold (TGLDM)[239], where instead of analysing the eingenvectors of the chemical sys-
tem, each trajectory is integrated from the boundary value to the equilibrium. This manifold
typology is shown on the second column of Fig. 3.3. Note that the crossing of trajectories
visible in the 2D view is due to the calculation involving the full chemical mechanism. The
TGLDM was tested for laminar premixed combustion of CO2-H2/air [239] and CH4/air
[306]. At least one di�culty arises: the calculation of the trajectory starting from a CH4/air
mixture, characteristic of the autoignition problem (dashed line), for cold unburned gases.
In fact, at low temperatures the reaction rates are so slow that the ignition time of a mix-
ture at 400K becomes extremely long. A Stochastic Particle Method (SPM) was used for
example in [306] on TGLDMs to by-pass this problem. However, due to the stochastic
nature of the SPM a di�erent trajectory towards the equilibrium was obtained at each in-
tegration, requiring the de�nition of an average trajectory. Alternatively, one could mix
the initial composition with a fraction of the equilibrium composition before starting the
reaction calculation. However, di�erent reaction paths were observed again, as shown on
the bottom right plot of Fig. 3.3. In the end, the generation of TGLDMs was considered
to be too expensive compared to the generation of ILDMs [306] and it was not followed in
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this work. The unburned mixture composition for the investigated test cases is expected to
vary between 1000K and 1500K, so that the autoignition problem for Tu < 1000K shall
not be encountered.
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Figure 3.4.: 2D-ILDM for Tu=1000K, equivalence ratio 0.8. Top: ChemR assumption
for low T region (left) against smooth surface extrapolation (right). Bottom:
selected reactor trajectories

The existence of ILDMs in the low temperature region is not trivial and derives from the
fact that overlapping eigenvectors characteristic of slow reaction rates cannot be easily de-
coupled. The top left plot of Fig. 3.4 shows a 2D-ILDM created for a fuel-lean mixture
of CH4/air at 1000K. The discontinuity in the low temperature region derives from the
treatment of the unsolved manifold points in ChemR [83], which assumes zero reaction
rates for the chosen variables (H2O and CO2). The manifold dimension ms=2 is assigned
a priori. Since it is not guaranteed that a ms-dimensional manifold exists everywhere in
the state space, additional slow eigenvectors might be required in domains of low mixture
reactivity to �nd a solution for the perturbed system. Therefore, assigning a unique ILDM
dimensionality a priori can be a disadvantage. Ren and Pope [248] analysed the geometry of
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Table 3.2.: Autoignition delay (tig) and equilibrium temperature (Te) for CH4/air at
Tu=1000K and equivalence ratio 0.8. Cantera reactor vs ILDM integration

Case Cantera ILDM

tig [s] Te [K] tig [s] Te [K]

T0 0.03605 2442.45 0.00145 2436.98
T1 0.01045 2438.15 0.01515 2436.98
T2 0.00435 2438.98 0.01065 2436.98
T3 0.00135 2437.52 0.00805 2436.98
T4 5·10−5 2437.52 0.00015 2436.98

attracting manifolds in the composition space, concluding that su�cient negative λi exists
in the low T region to guarantee the existence of an ILDM. Several techniques were pro-
posed, such as an adaptive local increase of the ILDM dimensions [41, 125], assumptions on
QSS species and PE reactions [83], a hybrid model with �amelet-based trajectories covering
the unresolved ILDM points [106]. A smooth extrapolation of an ILDM surface towards the
unburned states was presented as part of this work in [29], based on the assumption that
linear surfaces can be used in this region, because the di�usion process has a stronger e�ect
here [41]. This method can be easily applied to 2D manifolds, since it only requires the
extrapolation of species Yk towards the origin (φCO2, φH2O) = (0, 0) and an equilibrium
calculation for each modi�ed composition with constant (h, p) from the original ILDM. The
non-null source terms (ω̇CO2, ω̇H2O) are retrieved from one integration step of a reactor
calculation. The modi�ed manifold is shown on the top right of Fig. 3.4. The bottom plots
of Fig. 3.4 show 5 reactor trajectories calculated with �nite rate chemistry in Cantera (solid
lines) compared to an integration using the 2D-ILDM (dashed lines). All trajectories con-
verge to the same trace in the chemistry-dominant region at high temperatures, while the
�nite rate chemistry calculations starting in the low-T region (T1-T3) evolve outside the
manifold in the region of maximum steepness. The latter is usually observed if the manifold
is not inertial: the constraint ej ·sk=0 is not exactly realized and reaction vectors exist out-
side the tangential plane of the manifold. Trajectory T0 represents a CH4/air mixture and
describes autoignition for the non-perturbed reacting system. A change in curvature along
the trajectory results in a di�erent ignition time between the �nite rate and the ILDM
calculations, as reported in Table 3.2 for T0-T4. However, the di�erences are contained
within the same order of magnitude, suggesting that the ILDM can qualitatively capture
the investigated combustion regimes. The discussion of the ILDM behaviour for premixed
�ame con�gurations is left to a previous work of the author [29]. The validation for a 2D
laminar di�usion �ame instead is reported in Appendix A.1.1, followed by the application
of ILDM for Sandia Flame D in Section 5.1.4.

The lack of existence of the manifold in the regions at lower temperatures is not the
only di�culty derived from the ILDM theory. Complex eigenvalues in the Jacobian are
common and the constraint of Eq. (3.9) does not exclude the presence of the so called 'ghost'
manifolds. These two issues are not investigated in this work. Real and imaginary parts are
treated in the ChemR solver to create a modi�ed real basis [83] and improved techniques
for the generation of ILDM were proposed by Borok et al [23, 24] to avoid 'ghost' manifolds.
The most successful solution to recover the low temperature region however is including
di�usion-convection into the manifold, using �amelet-based models or reaction-di�usion
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manifolds (REDIM). The applicability and limitations of the former models have been well
understood by the community in the past decades. Hereby, the advanced formulation of
ILDM, the REDIM, is retained for investigation.

3.4. Reaction-Di�usion Manifolds

A reaction-di�usion system is characterized by a system of Partial Di�erential Equations
(PDE) and can be written in the same way as Eq. (3.7) by adding the convection and
di�usion terms [40]:

dΨ

dt
= Ω(Ψ)− u · ∇Ψ +

1

ρ
∇ · (D∇Ψ) = Ω(Ψ) +L(Ψ) . (3.10)

Mass and thermal di�usivities are included in the transport matrix D. This is the start
equation from which the REDIM database is derived. A general transport model can be
assumed, based on the conventional unity Lewis numbers or a detailed transport assumption
[180, 283]. In the �rst case the transport matrix D would be diagonal, in the second case
it would be full.
While the ILDMs of this work are calculated directly on physical coordinates ξ, i.e. using
variables belonging to Ψ, the introduction of generalized coordinates proposed by Bauer et
al [14] allows to store the computed points on a uniform equidistant grid. Such generalized
coordinates are de�ned as θ in the REDIM theory [41]. It is important to understand that
θ does not carry a physical meaning and it only represents the mapping of the non-uniform
grid of ξ. Therefore, the tangential space of the REDIM is spanned by the matrix of the
partial derivatives of the state Ψ with respect to the generalized coordinates θ, written as
Ψθ. Eq. (3.10) can be projected into its tangential and normal subspaces respectively via
the projection matrix Pt = Ψθ Ψ+

θ and Pn=(I −Ψθ Ψ+
θ ). The thermo-chemical state is

a function Ψ=Ψ(θ). The REDIM is generated by researching the stationary solution for
the projected equation into the normal subspace, so that composition changes o� manifold
are avoided (consult [41] for details):

dΨ(θ)

dt
= Pn{Ω(Ψ(θ)) +

1

ρ
∇ · [DΨθ∇θ]} = 0. (3.11)

A pseudo-inverse matrix of Ψθ is represented by Ψ+
θ = (ΨT

θ Ψθ)−1ΨT
θ and it has the prop-

erty of Ψ+
θ Ψθ = I [108]. The projection of Eq. (3.10) into Eq. (3.11) [40] shows that only

the di�usion term is maintained, thus convection is already included into the tangential
direction of the REDIM.
One challenge of this model is the assumption made on the physical gradients when gen-
erating the manifold. If ∇θ = 0 di�usion is absent and Eq. (3.11) falls back to the slow
invariant manifold equation of [208]. Assuming constant ∇θ could lead to inaccuracies when
generating 1D or 2D-REDIMs. The optimal solution would be retrieving the gradients from
DNS data based on the �ame type of the study, as performed for example by Strassacker
et al [282, 283]. Several investigations however showed that the REDIM is robust to a vari-
ation of gradient assessment. In particular, an approximate gradient taken from a strained
counter�ow di�usion �ame was seen to provide accurate results, in the strain region far
from extinction [197].
The REDIMs of this work were generated using the software HOMREA from the Karl-
sruhe Institute of Technology (KIT) in its recent version (e.g. [197, 323]). Contrary to the



40 Chapter 3. Reduced chemistry models

ILDM database which is based on reactor trajectories, the generation of REDIMs is �exi-
ble and its boundaries can be set according to the investigated �ame types, i.e. premixed,
non-premixed or partially premixed con�gurations. The REDIM can be also generated to
include heat losses, starting from a premixed con�guration. It was shown in [100] that a
good approximation for a SWQ con�guration could be derived from a gradient estimation
based on HOQ.

3.4.1. Projection strategies

CFD simulations usually include physical transport (di�usion and mixing) which cannot
be directly represented by ILDMs, since they do not contain any information about the
physical process L(Ψ) (cfr. Eq. (3.7) and (3.10)). A physical process L(Ψ) perturbing a
state of the manifoldM is shown in Fig. 3.5a for an ILDM database. By decomposing this
process into the slow and fast subspaces one obtains a system similar to Eq. (3.9). If the
physical scales (τflow of Fig. 3.2) have the same order of magnitude of the slow τchemistry,
thus V L

f L(Ψ) ≈ 0, the fast chemistry would relax the perturbation to the manifold and the

slow V L
s L(Ψ) would interact with the reaction term in the tangential space T [181]. A

projection matrix accounting for physical perturbations in the direction of slow chemistry
can be therefore stored for each state as Pt = V R

s V
L
s , allowing to restrict the evolution of

the full system on the tangential manifold as:

dΨ

dt
= Ω(Ψ)− u · ∇Ψ +

1

ρ
Pt∇ · (D∇Ψ) . (3.12)

In the ILDM framework the source term belongs completely to the tangential space. The
convective term does not pull the states o� the manifold either. The tangential space of the
ILDM is spanned by the eigenvector basis limited to the slow time scales, thus matrix V R

s ,
so that Ψξ in the gradient terms can be written as a linear combination of the spanning
eigenvectors. This leads to

Pt u · ∇Ψ = Pt V
R
s u · ∇ξ = uV R

s (V L
s V

R
s ) · ∇ξ = u · ∇Ψ. (3.13)

Alternatively to storing the projection matrix Pt in the database, Eggels [83] projected
directly the di�usion gradients of 1D �at �ame equations as dφi/dx=dφi/dθj · dθj/dx.
Although the storage of the projection matrix Pt is avoided, extending this coordinate
transformation to multi-dimensional gradients is not straightforward. A third possibility
would be neglecting matrix Pt in Eq. (3.12) for a targeted choice of the variables: the fast
chemical processes should relax in the directions of constant ξ, as demonstrated in [324] for
the REDIM approach.

The lack of description of the di�usion process is the main disadvantage of the ILDM
formulation, with increasing e�ect when dealing with turbulent mixing in reacting �ows
[16]. A recent investigation of Strassacker et al [282] demonstrated the advantage of using
a REDIM-based tabulation compared to ILDMs and �amelet-based models. When applied
to laminar regimes, the REDIM shows invariance with respect to the choice of θ and the
projection matrix. In fact, in REDIM databases generated by Eq. (3.11) the di�usion and
reaction terms are balanced for each state. The resulting movement remains in the tangential
plane, as shown in Fig. 3.5b. The evolution of the full state tangent to the manifold has the
same form of Eq. (3.12), with the only di�erence in the projection matrix Pt = Ψθ Ψ+

θ .
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3.4.2. Reduced system of equations

Eq. (3.12) con�nes the movement of Ψ tangentially to the manifold, but the system is still
redundant, since the tangential space T is described by only ms progress variables. The most
common technique to reduce the coordinate vector is based on a constant parametrization
matrix of the thermo-chemical state Ψ. For example, let φN2 and a composed reaction
progress variable φCO2 + φH2O describe a 2D manifold (ms=2). The physical coordinates
are extracted as

(
φN2

φCO2 + φCO2

)
= ξ = CΨ =

[
0 0 1 0 0 . . . 0
0 0 0 1 1 . . . 0

] (
h p φN2 φCO2 φH2O . . .

)T
.

(3.14)
When applying this transformation to Eq. (3.12) one obtains:

dξ

dt
= CΩ(Ψ)− u · ∇ξ +

1

ρ
CPt∇ · (D∇Ψ) (3.15)

which is now ms-dimensional. The projection direction of CPt is represented by the red
line of Fig. 3.6a. It is common practice to exploit this parametrization, since it is simple
to implement. Nonetheless, if the manifolds are not invariant2 and the projection P t is
neglected, as it is usually done for �amelet-based manifolds, systematic errors could be rel-
evant [282]. The results reported in Appendix A.1.2 for a 2D bunsen �ame con�rm these
�ndings, although the REDIM results are less sensitive to the choice of the progress vari-
able than an FPV method. If the REDIM is applied to turbulent �ows, the use of C also
generates a certain dependence of the solution on the choice of the progress variables, as
con�rmed in a recent work of Yu et al [323]. However, Fig. 3.6a qualitatively shows that if
the ξ coordinates are chosen so that the fast perturbation P t ∆Ψ evolves in the direction
of constant ξ (blue line), the projection operator of Eq. (3.14) can be neglected. One way

2In the REDIM framework, the slow manifold is considered invariant if the parametrization coordinates
θ are used. If the physical coordinates ξ are used, as it usually happens for FPV, the manifold is not
invariant
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to chose the ξ accordingly would be performing a priori analysis on the chemical system to
identify the progress variables which represent the slow movements with greater accuracy,
using for example the GQL method [324].

The second parametrization strategy is applied to manifolds based on generalized coordi-
nates and it exploits the modi�ed Moore-Penrose pseudo-inverse matrix. By writing

θ = Ψ+
θ Ψ (3.16)

the projected equation becomes

dθ

dt
= Ψ+

θΩ(Ψ)− u · ∇θ +
1

ρ
Ψ+
θ∇ · (DΨθ∇θ) . (3.17)

Here the matrix Pt is absent, since the movement in the reaction-di�usion space is already
con�ned to the tangential space during the construction of the manifold (cfr. Fig. 3.5b).
The fast process is then projected back in the direction normal to the tangential subspace,
as qualitatively shown in Fig. 3.6b. The pseudo-inverse matrix can be also written for the
physical variables Ψ+

ξ , as derived in [282]. The projection in Ψ+
θ has been extensively used

for TPDF-RANS based on REDIM tabulated chemistry (e.g. [324, 323, 197]), restricted to a
2D computational domain. This variant was also validated for laminar �ame computations
during this work, however an extension to a 3D-LES domain exploiting stochastic �elds or
Lagrangian particle methods for the representation of the TCI was avoided, to reduce the
number of interpolation calls in the code. Only the C matrix was used in this work for
turbulent reacting LES, with a proper choice of reaction progress variables as presented in
[35]. Its use is justi�ed because only smaller displacements of the composition state from
the manifold surface are expected, due to the smaller �lter volume and the smaller time
steps required in the LES.
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3.5. Flamelet-based manifolds

Turbulent di�usion �ames not subjected to processes like �ame extinction and re-ignition
can be seen as an ensemble of laminar di�usion �ames, called �amelets. Such assumption
holds in the region highlighted in red in Fig. 3.2, where τchemistry � τflow. This means
that the �ame structure reacts immediately to a sudden �ow perturbation. A counter�ow
di�usion �ame can be used as prototype to describe the combustion process and Fig. 3.7
shows the schematics of the model. The oxidizer jet enters the domain in counter direction
to the fuel stream. The chemical reactions are located at stoichiometry (fst in the �gure).

Oxidizer

f = 0

Fuel

f = 1fst

Figure 3.7.: Schematic view of a counter�ow di�usion �ame

If equal di�usivities and unity Lewis numbers are assumed, it is possible to describe the
�amelet structure along a single scalar coordinate, the mixture fraction f, such that the
transport equations for the k -th species Yk and the absolute enthalpy can be written as

ρ
∂Yk
∂t
− χρ

2

∂2Yk
∂f2

= ω̇k (3.18)

ρ
∂ha
∂t
− χρ

2

∂2ha
∂f2

= 0 (3.19)

Eq. (3.18)-(3.19) are derived from a change of coordinates, where only the terms normal
to the �ame front are kept, thus along the direction of the gradient of f. The mixture
fraction acts as a passive scalar, from which species composition and temperature depend.
It basically represents how much fuel is contained or mixed with the oxidizer in the total
stream [229] and it can be derived from the knowledge of the in�ow ṁ. Alternatively, it can
be calculated from the element mass fractions Ze (with e=C, H, O) as proposed by Bilger
[18]:

f =
2(ZC − ZC,0)/WC + 0.5(ZH − ZH,0)/WH − 2(ZO − ZO,0)/WO

2(ZC,1 − ZC,0)/WC + 0.5(ZH,1 − ZH,0)/WH − 2(ZO,1 − ZO,0)/WO
. (3.20)

In order to describe non-equilibrium e�ects on the �ame, the scalar dissipation rate χ is
introduced. Its instantaneous value depends on the thermal di�usivity D and the mixture
fraction gradient

χ = 2D |∇f |2 . (3.21)
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This variable is essential as it gives a measure of the �ow time scale τflow within the �ame
front (via ∇f) and it directly represents the �ame strain rate [229]. Departing from the
chemical equilibrium (χ=0), an increase in strain rate �rst promotes combustion, since
the di�usion of fresh products is able to quickly remove the heat from the �ame front.
At higher χ the �ame is subjected to quenching, as more heat is removed from the �ame
front than chemical reactions can provide. During the calculation of a �amelet, Eq. (3.21)
is typically approximated by an analytical error function scaled on the stoichiometric value
of mixture fraction f st [221]. If enthalpy losses a�ect the �ame, di�erent expressions for
χ can lead to di�erent recombination e�ects as shown in the work of Breda and P�tzner [31].
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Figure 3.8.: Flamelet structure for CH4/O2 �amelets at 20 bar using the chemistry mecha-
nisms of Table 3.1, χst=1 s−1 (top) and 104 s−1 (bottom)

An example of �amelet structure is shown in Fig. 3.8 for the chemical mechanisms of Ta-
ble 3.1. The boundary conditions are taken from the rocket combustion chamber simulation
with CH4 as fuel and O2 as oxidizer injected in a 20 bar environment, localizing the �ame
front at f st=0.2. The �rst row shows the structure obtained when assigning χ=χst=1 s−1

in Eq. (3.18)-(3.19). One can see that the choice of the chemical mechanisms in�uences the
predictions on the fuel-rich side of the �ame, for 0.4< f < 0.8. In fact, the number of species
and reactions involved in the carbon chemistry is signi�cantly di�erent among the mech-
anisms. All mechanisms present close agreement of temperature peaks at stoichiometry
(fst=0.2). Overall, Lu19 provides the best match with Lu30. Both show a lower concen-
tration of CH4 across the �ame, indicating the presence of more fuel-splitting reactions.
Since these reactions are endothermic, they absorb energy from the system resulting in a
slightly lower temperature pro�le. Except from Lu19 and Lu30, the remaining mechanisms
show higher temperatures on the fuel-rich side. Most of the di�erence is seen in species CO
and H2.
The bottom row of Fig. 3.8 shows the �ame structure for χst=104 s−1. Quenching for this
con�guration occurs at χq ∼ 3·105 s−1, but the e�ects of strain are already visible. The
temperature peak at f st is reduced by about 400K and the pro�les do not perfectly match
anymore. Higher temperatures are foreseen for fuel-rich mixtures, due to the shift of chem-
ical reactions towards recombination (cfr. CO2, H2O). The radicals OH, O and species
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H2 are reduced, while slightly di�erent pro�les are observed also for OH with this strain.
Overall, the Lu19 still shows an excellent agreement with the Lu30.

Adiabatic Flamelet manifolds The �amelet structure presented in Fig. 3.8 corresponds
to an adiabatic pro�le, where no enthalpy losses are contemplated. Such �amelet databases
can be used for simulations of stable burning regimes, where none or very little extinction/re-
ignition is present. The table parameters for such databases are usually (f, χst). An adia-
batic �amelet database was used only in Appendix A.1.1 for a comparison with the ILDM
chemistry on a laminar �ame con�guration.

PV-based manifolds In regimes of stronger extinction/re-ignition or in partially pre-
mixed mode a reaction progress variable (PV) can be chosen as table key parameter instead
of χst, in order to track the progress of reaction, provided that this variable is uniquely de-
�ned in f [129, 84]. Usually, a linear combination of nPV species is chosen, to comply with
the requirement of monotonicity. One can write it for mass fractions as

∑nPV
i=1 αiYi [224, 129],

for speci�c mole numbers as
∑nPV

i=1 αiφi [300, 326] or normalize one of the previous expres-
sions on its value at the equilibrium as PV

PV eq [61, 72, 98, 161, 215] for autoignition problems.
The table parameters are here (f, PV). PV-based tables are not limited to di�usion �ame
structures, but can be constructed for free-�ames to describe premixed combustion, or from
reactors to describe autoignition. Only two PV-databases are used in this work, in Appendix
A.1.2 and in Section 5.1.4, to support the use of the REDIM tabulation method.

3.5.1. Partially-premixed databases

The investigated test cases of the Sandia �ames and the experiment of Dalshad [68] are char-
acterized by a partially-premixed �ame structure. Referring to Fig. 3.7, this means that the
composition at either the oxidizer or the fuel inlets (or both) has been premixed. The top
row of Fig. 3.9 shows partially premixed �ame con�gurations when CH4 is premixed with
air at the fuel inlet. The upper and lower �ammability limits for a CH4/air mixture are
marked respectively by the gray and blue dashed lines. The e�ect of increasing the �ame
strain in terms of χ is also reported in the plots for completeness. If the CH4/air mixture is
injected at or close to stoichiometry (equivalent ratio φF =1 in the plot), the �ame front is
located immediately at the fuel inlet, showing a steep temperature increase typical of pre-
mixed pro�les. By increasing φF (thus the fuel percentage on the right side) the steepness
of the temperature gradient is reduced, until the pro�le of a counter�ow di�usion �ame is
obtained when the injected mixture is outside its �ammability limits (φF > 5). The latter
con�guration is encountered in the Sandia �ames [10, 11] and the correspondent REDIM
databases were constructed using such counter�ow �ames as boundary conditions and for
the gradient estimation. An example of a low strained �amelet for the Sandia test case is
shown in blue on the bottom left plot. Details regarding the construction of the REDIM
for the Sandia �ames can be found in [326, 197, 278] and their description is not intended
in this work.

The experiment of Dalshad et al [68] aimed to investigate secondary reactions of methane
would require a more complex database, since the autoignition delay has to be modelled.
The second row of Fig. 3.9 illustrates what happens in this case. The oxidizer is not pure
air at ambient conditions, but consists of an oxygen-rich hot exhaust mixture, while pure
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Figure 3.9.: Top row: exemplary partially premixed �amelets obtained for a premixed
CH4/air mixture at the fuel inlet varying between φF =1, 1.5 and 5, including
the e�ect of χ. Bottom row: partially premixed �ame con�gurations investi-
gated in this work, with a zoom on the autoignition problem characteristic of
[68]

CH4 is injected at ambient temperature. A representative �amelet pro�le at χst=1 s−1 is
shown on the bottom left �gure, in black. One can see that in this con�guration the stoi-
chiometric f (red dashed line) is very close to the oxidizer stream. The work of Mastorakos
et al [194] showed that autoignition occurs around the most reactive value of the mixture
fraction fMR, which does not correspond to f st, whenever fuel and oxidizer are injected
with a di�erent temperature. Thus, ignition occurs in the stream with higher temperature,
the oxidizer in this experiment. The second plot on the bottom row shows that the most
reactive mixture is located very close to the oxidizer stream boundary (fMR = 0.00022) in
this con�guration.
Chemistry databases based on the homogeneous mixing ignition model (HMI) can be used
to analyse the thermo-chemical states [157]. Each linear composition between the fuel and
oxidizer stream is evolved as a single reactor. The trajectory of each independently evolv-
ing reactor can be tracked in the composition space by a progress variable. The literature
suggests several combinations such as YCO2+YCO [72, 215] or YCO2+YCO+YCH2O [61] or
simply the radical YCH2O [133, 26] for hydrocarbon combustion, as derived from the study
on vitiated �ames [43, 142]. The importance of CH2O is better described on the bottom
right plot of Fig. 3.9. The normalized �elds T, CH4 and CH2O are plotted over a selected
progress variable PV at each point of a reactor built close to stoichiometric conditions
of Dalshad's test case (f =0.02336, Tu=1524K). Two autoignition criteria are compared,
chosen from a preliminary investigation of possible autoignition criteria as reported in Ap-
pendix A.1.3. One criterion is based on the maximum temperature gradient (localized by
the vertical dashed red line on the bottom right plot of Fig. 3.9), the other one on the
relative increase of +1% of the progress variable PV=Yc/Y

eq
c (vertical dashed blue line).

The temperature increases slowly while the CH2O is built, remaining nearly constant before
ignition occurs. After the mixture ignites (+1%PV0), within several time steps a sudden
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increase in temperature is observed, since the reaction rates rapidly speed-up. Here it is the
region where the conventional ignition delay time based on ∇Tmax is found. Afterwards the
mixture shifts quickly towards the equilibrium value, with the radical pool consumed within
a few steps. The plot shows that the mixture ignites later if the autoignition criterion is
based on the maximum temperature gradient.
The assumption of in�nitely fast mixing behind the HMI model was justi�ed by [157] when
applied to CH4. However, a couple of disadvantages are foreseen when applied to the test
case of Dalshad. First, the chemistry might not be the only in�uencing factor on the au-
toignition delay observed for this con�guration, since the reactants are injected through a
variety of momentum ratios. For instance, Sakellarakis [255] showed that heat conduction
can be a signi�cant factor for triggering autoignition in mixture compositions located out-
side the range of the most reactive composition. A reaction-di�usion database (such as
the REDIM) might be preferred to capture the correct behaviour. Secondly, the sgs �ame
structure for HMI manifolds is typically approximated by a presumed PDF approach, as
in the �amelet formulation [98, 72]. The variance PV

′′2 is added as table parameter and
additional modelling for its transport equation is required (see Section 4.2.1). It would be
useful to remove the assumption on the presumed PDF and use the ESF approach instead,
which can as well describe autoignition based on tabulated chemistry [61]. The CFD com-
putation of the autoignition test case would therefore consider the ESF-REDIM approach
for validation.

3.5.2. Non-adiabatic �amelets

In combustion devices thermal damage at walls is avoided by means of cooling techniques.
This is particularly critical for rocket combustion chambers, where strong temperature gra-
dients occur within 1mm from the wall surface. Although the REDIM could be successfully
tested and validated for non-adiabatic premixed �ame con�gurations featuring air as ox-
idizer [281, 283, 277], a validation for high pressure CH4/O2 combustion has not been
reported yet by the time of writing. A conventional �amelet database can be exploited for
the investigated sub-scale combustion chambers instead, because combustion occurs within
a stable regime. The database would require the inclusion of non-adiabatic e�ects to cor-
rectly describe the near-wall chemistry.
In the recent years several non-adiabatic combustion models were presented to the commu-
nity and applied to rocket applications. Their development was certainly enhanced by the
regional cooperation o�ered in the framework of the SFB program TRR-40. An overview
over the past �ve years is presented in Table 3.3. Previous works aimed to include radiation
e�ects [60, 123, 188, 127] or a convective sink term in the �amelet equation to induce SWQ
[168, 93]. Two methodologies were found promising: the use of a permeable inert wall on the
fuel-rich side of the �amelet [317] and the introduction of an extra time scale for the frozen
chemistry near the wall [243]. The �rst method is followed here, as originally implemented
in the in-house OpenFOAM routine by Frank [93] and extended towards the low enthalpy
states by Zips [330]. A comparison with the method of Perakis [220] was provided in [32].
The generation of the Non-Adiabatic (NA) �amelet database in OpenFOAM has been thor-
oughly explained in previous works (e.g. [332, 330, 31]) but it will brie�y recalled in this
paragraph. Fig. 3.10 shows an example of enthalpy, temperature, majors products and �ame
heat release obtained for χst=1 s−1. The �amelets previously shown in Fig. 3.8 correspond
to the solid black pro�les, thus the adiabatic solution. The non-adiabatic �amelet calcula-
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Table 3.3.: Recent research in non-adiabatic �amelet modelling for rocket combustion cham-
bers

Group Method

Wu et al. [317] permeable wall
Ma et al. [178, 179] permeable wall
Perakis et al. [220] imposed target enthalpy, from Kim [150]
Rahn et al. [244] target enthalpy with modi�ed source term
Rahn et al. [243] improving [244] with an additional frozen time scale
Perakis et al. [217] improving [220] with [243]
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Figure 3.10.: Non-Adiabatic �amelet manifold constructed using the permeable wall as-
sumption [317] for χst=1 s−1. f wall moves leftwards

tion is initiated by introducing a chemically inert wall in proximity of the fuel inlet, which
allows only molecular transport on its right side. A representative non-adiabatic �amelet
and its assigned f wall position are shown in magenta. After each �amelet calculation, the
wall is shifted on the left towards the �ame front, as visually reproduced in the OH plot.
Since only di�usion is allowed for f wall <f< 1, the species show a linear behaviour. Thus,
a thermal boundary condition is applied at f +

wall and f −wall, so that Yi(f ) is continuous and
di�erentiable in f wall. The temperature can either be forced to be constant within this
range (thus Tfwall =Tf=1) or it can be linearly interpolated between Tfwall and Tf=1, en-
suring Tf+

wall
=Tf−wall

. With this procedure, all the black dashed pro�les are obtained. The

calculation stops where a �amelet solution cannot be found anymore because of quenching,
at f wall ≈ 0.28 for this con�guration, represented by the gray pro�le in the h and T plots.
The upper and lower enthalpy boundaries of the manifold (hmax and hmin) were further
extended using the conventional frozen chemistry approach as explained in [332], resulting
in a reduction of h0.28 towards hmin (solid blue line) and an increase of had towards hmax
(solid red line). Since in this procedure the chemistry is kept unaltered, the boundaries
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of the composition space are not modi�ed. One can see that the transition from the red
to the blue pro�le results in a reduction of radicals CO and OH, but an increase in CO2

(and H2O, not shown). The chemistry is shifted towards recombination reactions due to the
approaching cold wall, but since they are exothermic the heat release Q̇ increases as well
(top right plot). This causes the �ame to choke, since the reaction products are not quickly
removed.
The enthalpy space is normalized between 0 and 1 using the max and min pro�les, in order
to facilitate the interpolation routine. The normalized enthalpy is therefore calculated as

hn =
ha − hmin
hmax − hmin

. (3.22)

The table parameters become (f, hn). In order to cover all the �amelets states at low and
high χ encountered in a turbulent simulation, one should account for a third parameter,
the χst indeed. This has been done for example in the parallel work of Zips et al [332],
when simulating the GOX/GCH4 7-injector sub-scale combustion chamber [265]. In the
work of Breda and P�tzner [31] it is shown that a multi-χst database converges to a single-
χst database from approximately 30mm downstream the faceplate, for the investigated
single-injector combustion chamber of this work. As a consequence, a NA-database at �xed
χst=1 s−1 is retained suitable to represent the wall heat �ux in this con�guration.

Table 3.4.: Non-adiabatic �amelet solvers based on the permeable-wall assumption [178]

OpenFOAM (OF) FlameMaster (FM)

Chemistry input CHEMKIN, OF-speci�c FM-speci�c (binary)
Analytically reduced mechanisms yes no
Di�usion model Le=1 Le=1, Le= const,

di�erential di�usion
Generate start solution + -
Chemistry import + -
Computational time - +
Parallelization required yes no

NA-Flamelet Generation Tool The previous in-house OpenFOAM solver for the gen-
eration of �amelets showed poor performance compared to 1D-combustion software like
Cantera [109] or FlameMaster3, as quanti�ed by Breda et al [32]. A certain speed-up of
the OpenFOAM routine could be achieved in this work by changing the compiler to Intel
icpc, whenever using the accelerated chemistry mechanisms of Table 3.1, according to the
observations of Zirwes et al [334]. They reported a speed-up of 15-20% on the accelerated
GRI-3.0 mechanism, when using Intel icpc rather than the standard GNU gcc. The re-
duction in computational time obtained in this work is graphically presented on the right
side of in Fig. 3.1, using an adiabatic �amelet calculation as a reference. The simulation is
advanced on a single core of type Intel(R) Xeon(R) CPU E5-1620 v3, until 0.1 s of the CFD
time is reached.
A more e�cient solver was implemented in cooperation with the TUM [213] within the
framework of this work. It is based on FlameMaster (v. 4.0) and exploits the 30 species

3https://www.itv.rwth-aachen.de/downloads/�amemaster
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chemistry [31, 213]. The computational speed-up obtained in this case is enormous. A
single-core computation would take about 25 hours with FlameMaster and 60 days with
the icpc-improved OpenFOAM to generate a complete �amelet database with grid points
(f, hn, χst) = (201, 50, 5), using Lu30. Multi-core parallelization is absolutely required
in OpenFOAM to achieve acceptable wall-clock times. A minor drawback characterizes
the FlameMaster routine: analytically reduced mechanisms (Lu19, Lu13) are not easy to
import. Table 3.4 provides an overview on the features of both �amelet solvers. A '+'
indicates an advantage, a '−' sign a disadvantage.
The non-adiabatic �amelet manifolds of this work were created on an equally distributed
grid with 50 points in hn and 201 points in f. A maximum table size of 52MB was obtained
for the Lu30 con�guration. A qualitative comparison between the memory storage required
by REDIM, �amelet and ILDM tabulations is provided in Table A.1.



4. Turbulence-Chemistry Interaction

4.1. Flame �uctuations in turbulent �ows

The modelling of the �ltered chemical source term introduced in Section 2.3.1 for Eq. (2.31)
is discussed in this chapter. The challenge given by this term is its strong non-linearity to
the �ow properties as shown by the Arrhenius Eq. (3.5), which makes �ltering a di�cult
task. It is useful to discuss this point �rst.
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Figure 4.1.: Flame �uctuations due to turbulence and PDF reconstruction at locations A
(fuel-lean), B (�ame �utter), C (fuel-rich), D (burning solution)

Let us take a typical lifted �ame con�guration, as shown on the top of Fig. 4.1. The oxidizer
and the fuel are injected separately into the domain and the �ame tip anchors after the
mixing zone close to the injector. The �ame front (red line) extends further downstream
following the iso-lines of stoichiometric composition and its position �uctuates in time. By
sampling the local value of mixture fraction at three di�erent locations across the �ame
brush (A, B, C in the �gure), �uctuations would be visible in time. The recorded signal
would be similar to the one shown on the bottom plots. In A it would primarily localize the
oxidizer (mean close to 0), in C the fuel (mean close to 1), while in B the strong �uctuation
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due to the �apping motion of the �ame front would generate a double-peak distribution. By
de�ning the range of f in sub-intervals, called bins, and counting the number of occurrences
for each bin over the time t, one obtains the shape of a Probability Density Function (PDF)
of f, which is labelled as P(f) in the plots. Fig. 4.1 also shows the PDF shapes at the
investigated locations. By selecting point D downstream in the burning region, one would
obtain a Gaussian distribution centred on a burned mixture composition. The mean of f
can be obtained from the knowledge of the N sampled occurrences f i

f̃ =
1

N

N∑

i=1

fi . (4.1)

Let us assume that at point D the distribution is centred on f̃ = 0.4 (red line). Recalling
from the �amelet assumption presented in Section 3.5 that a non-linear function T (f ) exists,
one could approximate the �ltered temperature T̃ with the value of the instantaneous T at
f̃ = 0.4, obtaining in this example 1850K. The mean of T retrieved as T̃ = 1

N

∑N
i=1 Ti

instead, would give 1800K. The reason behind this mismatch is simple: at point D the
shapes of P(T ) and P(f) are a�ected by turbulence, which generates a greater number of
occurrences o�-mean. This contributes to �atten the PDF pro�le (and therefore its maxi-
mum) compared to a laminar pro�le distribution. This leads to the important observation
that in general T (f̃) 6= T̃ (f̃).
The reader should note that in this example the statistical evolution of a �xed point in
space was recorded over time, in order to introduce the concept of a statistical distribution.
However, the PDF method for LES implies a space �ltering within the computational cell,
while keeping the time step �xed.

4.2. Probability Density Function

PDF methods for turbulent combustion modelling allow to account for the e�ect of turbulent
�uctuations on velocity and/or the composition state. Many implementations exist and a
recent overview (from 2010) is provided by Haworth [120]. The models used in this work
do not include a PDF for the velocity.
In LES, the PDF serves to model the turbulence-chemistry interaction at the small scales,
where the chemical reactions take place through molecular transport. Because the sub-
grid scales are not resolved by the LES, the thermo-chemical state of a cell is determined
by the statistical quantities (moments) generated by the PDF. The scalar quantities of
interest α=1, . . . ,n are represented by ξα, while their sample spaces are denoted as πα.
The �ne-grained (one-point marginal) Fα of each scalar α is described as Fα(π : x,t) =
δ(πα − ξα(x,t)). The joint-PDF over all sets of scalars is the product of the marginal
probabilities P(π : x,t) =

∏n
α=1 δ(πα− ξα(x,t)). Using the Favre �lter from Eq. (2.27), one

gets the probability of ξ=π localized on the �ltered volume:

P̃(π : x,t) =
1

ρ̄

∫
ρ(x− y,t)

n∏

α=1

δ(πα − ξα(x,t))G(x,y) dy . (4.2)

The PDF derived from Eq. (4.2) is known as Filtered Density Function (FDF) in the LES
context, as originally suggested by Pope [235] and later on adopted in the review of Haworth
[120]. For simplicity, the term PDF is kept in this work, with the only reminder that a
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convolution with the LES �lter kernel is applied. The starting point to treat the �ltered
source term of Eq. (2.31) is writing the expression based on the statistics of the full thermo-
chemical state Ψ using the so-called joint-composition PDF:

ω̇k =

∫ ∫
· · ·
∫
ω̇k(Ψ1,Ψ2 . . . ,Ψns+2)p(Ψ1,Ψ2 . . . ,Ψns+2) dΨ1 dΨ2 . . . dΨns+2 (4.3)

Note that in this expression it is p=
∫
P(π : x,t)G(x,y) dy, slightly di�erent from P̃

because the Favre-average is not applied. While this expression can handle complex chemical
mechanisms and no assumption on the local �ame structure is required, the estimate of the
joint-composition PDF is challenging and its computational cost is high [112, 234]. The
assumption of statistical independence reducing the joint-PDF to multiple marginal PDFs as
p(Ψ1)p(Ψ2), . . . , p(Ψns+2) is in general not justi�ed, since composition and temperature are
closely related in �ames (see for example the �amelet formulation). Two major possibilities
exists to estimate ω̇k. In presumed PDF models the shape of the distribution is given
a-priori and the statistical moments (e.g. the mean and variance) of a selected quantity
are calculated from transport equations. Such models are usually associated with �amelet
databases, since the chemistry is already described by a reduced number of variables (the
table key parameters). In transported PDF methods instead, a transport equation is written
for the joint-PDF and the statistical moments are derived from the ensemble of its possible
realizations. Although the chemical source term appears in close form, further modelling
is required for the turbulent molecular mixing. Both methods are used in this work to
investigate TCI.

4.2.1. Presumed β−PDF method

It was seen in section 3.5 that in steady �ame regimes the �amelet manifolds are usually
described by two parameters: the mixture fraction and either a reaction progress variable
PV, the enthalpy loss hn or the scalar dissipation rate χ. The second table parameter is
hereby labelled as V to keep the PDF generic. The �ame structure described by Yk and T
is generalized in the �amelet approach as Ψ(f, V). The TCI is therefore restored by the
joint-PDF P̃(f,V) and closes any thermo-chemical quantity as

g̃ =

∫ ∫
g(f,V) P̃(f,V) df dV . (4.4)

Using the Bayes' theorem, the joint-PDF can be written as P̃(f,V) = P̃(f)P̃(V|f), with the
marginal PDF P̃(V|f) describing the �uctuation of the second table parameter conditioned
on f. Assuming statistically independence of the variables f and V, it is P̃(V|f)= P̃(V).
During this work the P̃(V) was approximated by a Dirac function as δ(V − Ṽ).
The closure of the thermo-chemical quantities is provided by P̃(f), which is assigned as a β
distribution [221]. Because conditional �uctuations of the reactive scalars are not considered,
this method is a �rst order closure. The β-PDF reads

P̃(f) = fα−1(1− f)β−1 Γ(α+ β)

Γ(α)Γ(β)
, α = f̃(γ − 1), β = (1− f̃)(γ − 1), γ =

f̃(1− f̃)

f̃ ′′2

(4.5)
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where f̃
′′2 is the sub-grid mixture fraction variance. Its value is pre-tabulated and normal-

ized between 0 and 1 via γ, which becomes the fourth parameter for the �amelet tables.
The required statistical moments are transported at run-time and are used to retrieve the
�ltered scalar quantities from the table. The convolution of the �elds with the β-PDF is
applied in a pre-processing step. The additional transport equations for this combustion
model are

∂ρ̄f̃

∂t
+
∂ρ̄ũif̃

∂xi
=

∂

∂xi

((
µ̄

Sc
+

µsgs
Scsgs

)
∂f̃

∂xi

)
(4.6)

∂ρ̄f̃ ′′2

∂t
+
∂ρ̄ũif̃

′′2

∂xi
=

∂

∂xi

((
µ̄

Sc
+

µsgs
Scsgs

)
∂f̃ ′′2

∂xi

)
−2 ρ̄χ̃+2

(
µ̄

Sc
+

µsgs
Scsgs

)(
∂f̃

∂xi

)2

. (4.7)

The last equation proposed by Kemenov [148] contains the instantaneous scalar dissipation
rate χ̃. It is approximated analytically according to Domingo [73]

χ̃ =
µ̃

ρ̄ Sc

(
∂f̃

∂xi

)2

+
Cχ µsgs

2 ρ̄ Scsgs

f̃ ′′2

∆2
(4.8)

with Cχ = 2 and ∆ being the grid �lter.

4.2.2. Transported PDF methods

Numerous combustion models are derived using the one-point one-time PDF approach be-
cause no further assumption is required to describe the �ame statistics. For LES, the pioneer
work of Dopazo [74] introduced a modelled equation for the joint composition PDF, which
was further elaborated by Pope [234, 235] (for a detailed treatment comprehending the
RANS context, consult [120, 92, 237]). The formulation of the P̃ equation was later on
derived from Gao [101] and Jaberi [134]. The equation, derived for unity Lewis numbers,
reads

∂ρ̄P̃
∂t

+
∂ρ̄ũjP̃
∂xj

+

n∑

α=1

∂

∂πα
(ρ̄ω̇αP̃) =

∂

∂xj

[
ρ̄

(
ν̄

Sc
+

νsgs
Scsgs

)
∂P̃
∂xj

]
−

n∑

α=1

n∑

β=1

∂2

∂πα∂πβ

(
ρ̄
ν̄

Sc

∂ξα
∂xi

∂ξβ
∂xi

∣∣∣∣
ξ=π

P̃
)
.

(4.9)

The �rst line of Eq. (4.9) contains the temporal evolution of P̃, the convective transport
term and the variation due to chemical reactions. The latter shows the advantage of using
a transported PDF, because the chemical source terms appear in closed form. When using
tabulated chemistry, this allows to directly look-up ω̇α from the database. On the RHS of
the equation, the scalar conditioned velocity �uctuations on the sub-grid level have been
modelled using the gradient �ux hypothesis. The last term represents the molecular mixing
(or micro-mixing) and requires further modelling, because the one-point PDF alone does
not contain any information about the scalar gradients and the length scales.
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The deterministic solution of Eq. (4.9) for �nite-volume solvers would require a high com-
putational power due to its dimensionality (ns+5). This equation is usually solved sta-
tistically, using the Monte-Carlo approach. The trick consists in replacing Eq. (4.9) with
a statistically equivalent system, using a Stochastic Partial Di�erential Equation (SPDE).
The latter can be written as a generalized di�usion process by means of the Fokker-Plank
(FP) equation. While the details of the derivation can be found in the book of Gardiner
[102], it is important to understand the concept that the SPDE written for the PDF of a
stochastic variable Q(x,t) (considering the FP equation in one dimension, for simplicity),
is equivalent to writing a Stochastic Di�erential Equation (SDE) for the n-th stochastic
realization Qn(x,t) as

dQn(x,t) = An(x,t) dt+Bn(x,t) dWn (4.10)

by using the Itô formalism. The terms An and Bn represent respectively the drift and
di�usion coe�cients. Eq. (4.10) is integrated in time to determine the evolution of Qn(x,t).
The Wiener process dWn corresponds to a normal distributed random walk with 0 mean and
variance 1, generally modelled as N(0,1)

√
dt. With the Itô formalism, the Wiener process

can be evaluated at the beginning of each time step tk. The Stratonovich integration instead
leads to a di�erent form of Eq. (4.10) and requires the evaluation at the mid-point of the
time step (tk+1/2) (consult [102] for further details). Two approaches derived from the Itô
formalism were considered in this work: the Lagrangian particles method and the Eulerian
Stochastic Fields.

The Lagrangian particles method

One approach to implement Eq. (4.10) in a turbulent combustion problem is using the
Lagrangian particles method introduced by Pope [233] in the eighties. The ensemble of
N p stochastic particles evolving according to Eq. (4.10) generates the statistical moments
required to describe the sgs-TCI. The Qn(x,t) stochastic realization corresponds to evolving
the particle x p in the physical space as

dxp = Ap dt+Bp dW p (4.11)

with Ai= ũi+
1
ρ
∂
∂xi

(ρ(D + Dsgs)) and Bi=
√

2(D +Dsgs) used in this work1. Then, the

particle evolves in the compositional space according to the mixing process Spα, followed by
the reacting process ω̇pα:

dξpα = (Spα + ω̇pα) dt . (4.12)

It is again to notice that the source term ω̇pα appears in closed form.
Although the Lagrangian approach is the most followed in the literature, it shows some
disadvantages. First, the spatial distribution of the particles must be consistent with the
�uid mass distribution within the computational cell. This requires a coupling with the
grid-based Eulerian solver, usually performed via a density feedback [203, 246] to ensure
physical consistency. Also, statistical convergence in LES requires a high number of particles
per cell (N p) compared to RANS, that could easily reach a total of millions of particles,
leading to an increased computational cost. This issue is avoided if the sparse Lagrangian

1Based on the mmcFoam-5.0 libraries. Further details are reported by Galindo et al [97]
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approach for LES is used, based on the Multiple Mapping Conditioning (MMC) model [59],
as presented later in this section. A third disadvantage, common to all transported PDF
methods, is the computational e�ort required by a detailed chemistry simulation. The ISAT
storage-retrieval algorithm was used for example by the Pope group [48, 318] to speed-up
the chemistry. This work exploits a more common reduction technique based on tabulated
chemistry (see e.g. [6, 162, 187, 326]).

The Eulerian Stochastic Fields (ESF)

The ESF approach for LES found recent interest in the academic community because it is
easy to implement: the statistics is directly evaluated on the computational grid. For each
of the scalar �elds of the joint-PDF, a composition of N f stochastic �elds exists, with ζnα
being the n-th realization of the scalar having index α. A statistically equivalent SPDE to
Eq. (4.9) was derived by Valiño [297] using the Itô integration and by Sabel'nikov [251] using
the Stratonovich integral. Hereby the second implementation of Valiño from 2016 [298] was
used, which reads

dρ̄ζnα +
∂(ρ̄ũiζ

n
α)

∂xj
dt− ∂

∂xj

((
µ̄

Sc
+

µsgs
Scsgs

)
∂ζnα
∂xj

)
dt =

ρ̄

(
2µsgs
ρ̄Scsgs

)1/2 ∂ζnα
∂xj

dWn
j −

ρ̄

2τsgs
(ζnα − ξ̃α) dt− ρ̄ω̇nα(ζn) dt .

(4.13)

While the laminar di�usivity was originally included in the stochastic term of Eq. (4.13)
(�rst on the RHS) [297], only the sub-grid contribution is considered in [298]. This prevents
unphysical �uctuations of the scalar gradients due to the stochastic term in purely laminar
regions of the �ow. The Wiener term is approximated as dWn

j = γj
√
dt , with γj = {-1,

1} being a random dichotomic vector with zero mean [297]. Because a limited number of
stochastic �elds is su�cient for LES to reach statistical convergence of the �rst two moments
(usually N f =8), γj can substitute N (0,1) as a weak �rst order approximation generating
a zero mean. The second term on the RHS is the micro-mixing term, approximated in
ESF by the Interaction by Exchange with the Mean (IEM) [301]. It will be explained in
detail in the next section. The �ltered ξ̃α required by the IEM model are computed from

the average over the �elds as ξ̃α = 1
Nf

∑Nf
n=1 ζ

n
α . By setting Cd=2 according to previous

LES applications [141, 204], the sub-grid time scale τsgs is approximated using the sub-grid
viscosity according to Valiño [298]:

1

τsgs
= Cd

νsgs
∆2

. (4.14)

The source terms ω̇nα are either direct solutions of the chemistry ODE system for the n-th
�eld or interpolated from a thermo-chemical database.

4.2.3. The micro-mixing term

The discussion of the micro-mixing model requires a separate paragraph. The evolution of
the PDF should include the change in local composition due to molecular mixing, ideally
evolving in time toward a Gaussian (point D in Fig. 4.1). If the initial distribution of the
reactants at the sub-grid level is not modi�ed (the β-PDF shown by point B), reactions will
not trigger. The two mixing models used in this work are listed in Table 4.1, as well as the
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main requirements that shall be satis�ed by the models [237]. Other mixing models exists
(see e.g. [138, 287]) but they are exempted from this investigation.

Table 4.1.: Mixing models used in this work for transported PDF methods

Requirements/Model IEM [301, 74] MMC [156, 57]

Conservation of ξ̃α yes yes

Decay of ξ̃
′′2
α yes yes

Boundedness of scalars ξα yes yes

joint-PDF of inert scalars no yes
should relax to a joint-Gaussian

Localness in composition space no yes
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Figure 4.2.: Schematic illustration of the IEM and MMC mixing models using the La-
grangian particle method

IEM The principle of IEM is shown on the left side of Fig. 4.2, adopting the Lagrangian
particle method for convenience. The x -y domain can be representative of a computational
cell, in which the four particles (circles) are contained. The scalar average of the four
particles is shown by the triangle and labelled as M. The scalar value of each particle
relaxes towards the mean value, in the directions shown by the gray connection lines. Using
the IEM model, the last term of Eq. (4.9) can be written as

ρ̄

τsgs

n∑

α=1

∂

∂πα

[(
πα − ξ̃α

)
P̃
]

(4.15)

as found in the ESF formulation. Although Table 4.1 lists two unful�lled requirements for
the IEM model, it was seen to su�ce when combined to dense Lagrangian particle and ESF
models for LES [58, 198, 134]. There, the sgs mixing has small in�uence on the resolved
�ow and composition scales and a well-resolved grid already includes some kind of localness.
A poor performance is seen instead on coarser grids (e.g. for RANS applications [198]) and
when the distance between particles becomes very large (sparse Langrangian LES [58]).

Multiple Mapping Conditioning (MMC) The MMC plays the role of a mixing model
that incorporates the conditioning closure existing for reduced manifolds (e.g. �amelets).
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Thus, it is based on the observation that not all the thermo-chemical space is accessed.
The turbulent �uctuations of a generic major scalar ξ̃

′′2
α are fully or partially con�ned to

a reference space where the PDF is known or prescribed. Usually the (Eulerian) �ltered
mixture fraction f̃ is selected as reference variable for non-premixed regimes [58] (for pre-
mixed regimes using a reaction progress variable c̃, see for example Straub et al [286]). Such
variable should emulate as close a possible the key major species of the real Lagrangian
particles. In other words, two mixture fractions exist in MMC: the real �eld calculated for
the Lagrangian particles via the SDE system, and the Eulerian f̃ which mimics closely the
actual variable. Although a deterministic version of MMC exists [156], only its (stochastic)
generalized version was investigated in this work [154, 57].
In MMC each selected particle pair (p, q) interacts with each other instead of with a mean
scalar, as depicted on the right side of Fig. 4.2. The idea of mixing between two random
particles was already introduced in the modi�ed Curl model [138], leading however to local-
ized unphysical mixing. The MMC solves this problem by speci�cally selecting the particles
to mix, which are near in the reference space. Iso-countours of f̃ are shown in Fig. 4.2.
Localness in physical space is achieved if particles (p, q1) are mixed, however two levels of f̃
(the reference space) are crossed. What happens if the �ame front is located between p ad
q1? Burned and fresh gases will be mixed across the �ame front causing non-localization in
composition space. On the other hand, localness in f̃ would be achieved by mixing (p, q3).
The MMC model would select the mixing pair (p, q2) because the distance in both physical
and reference space is minimized. This property allows to reduce the ratio particles/cell
required by a standard Lagrangian particle LES (dense) from a value of dozens to less than
one. The computational time is massively reduced.

It is useful to introduce some aspects of MMC, in order to understand the numerical
models adopted in this work. The selection of the pairs to be mixed is based on the
minimization of the e�ective square distance in physical and reference space [59]

d̂2
p,q =

3∑

i=0

(
dxp,qi
rm/
√

3

)2

+

(
dfp,q

fm

)2

(4.16)

where rm (f m) is the characteristic physical (reference) separation scale. Their correlation
is derived from the fractal theory applied to turbulence [276]. The minimization method
and particle sorting is based on the kd-tree algorithm as explained in [97]. Once each pair
(p, q) is selected for mixing, the particles are mixed according to

ξpα(t+ ∆t) = ξpα(t) + γmix[ξ̄p,qα (t)− ξpα(t)]

ξqα(t+ ∆t) = ξqα(t) + γmix[ξ̄p,qα (t)− ξqα(t)] .
(4.17)

The two-particle mean ξ̄p,qα is calculated from the knowledge of the particle masses as
(mpξp+mqξq)/(mp+mq), while the extent of mixing γmix=1-exp(-∆t/τL) requires the knowl-
edge of a mixing time scale τL. The latter is calculated using the anisotropic approach for
the reference variable gradients as proposed by Vo et al [302] for the sparse Lagrangian
approach. After mixing, the additional source terms ω̇k are calculated for each particles
using an ODE chemistry solver available in OpenFOAM.
The coupling problem between the Langrangian particles and the Eulerian solver follows
the concept of the equivalent enthalpy of Muradoglu et al [203], with additional Eulerian
transport equations solved for the main species. This module is not reported here since it
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was not modi�ed by this implementation. Detailed information about the density-feedback
in MMC is available in [58, 97].

4.3. Neglecting sub-grid TCI

The models introduced in the previous paragraph derive from the necessity of modelling the
e�ects of �ow �uctuations on the chemistry within the sub-grid scales, which are not resolved
by the LES. For the chemical source term this translates into ω̇k 6= ω̇k(T̃ ,Ỹk), as explained
in the example at the beginning of this chapter. However, recent LES investigations on
CH4/air partially-premixed �ame con�gurations [30, 118, 204], oxy-fuel �ames [117] and
multi-regimes burners [164] showed that neglecting the TCI on the sub-grid scales when
using �nite rate chemistry on su�ciently �ne grids was enough to approximate the available
experimental data, with the advantage of reducing the computational cost. In other words,
the identity ω̇k 6= ω̇k(T̃ ,Ỹk) was considered valid.
Obviously, necessary and su�cient criteria to justify this assumption over a wide range of
�ame con�gurations and operating conditions are hard to �nd. These will be di�erent for
non-premixed, partially premixed and fully premixed combustion. For instance, premixed
combustion cases require a highly re�ned computational grid in order to resolve the �ame
front su�ciently to ensure the correct �ame propagation. It is also unclear what would be
the subgrid requirements for lifted methane-air �ames in vitiated co�ow (e.g. the experiment
of Cabra et al [43]), where autoignition is the driving mechanism for �ame stabilization.
The model employed to compute the sub-grid mixture fraction variance could already a�ect
the lift-o� height of the �ame [148]. Nonetheless, this model was considered in this work
for partially premixed �ame con�gurations and a novel autoignition investigation, justi�ed
by the ful�lment of the LES grid requirement of Eq. (2.23). In fact, if ω̇k(T, Yk) can be
approximated well by its �rst order Taylor expansion in (T, Yk), then ω̇k = ω̇k(T̃ ,Ỹk).

4.4. Tabulated chemistry/TCI solver implementations

The following information can be useful to the reader if the code structure and the numerical
implementation are of interest. However, it is not fundamental for the understanding of the
next chapter. A detailed description of the implemented OpenFOAM routines based on
tabulated chemistry is summarized in Appendix C. After a brief discussion of the pressure-
based solver, the library ESFredimFoam-6 is �rst introduced. This library contains the
coupling of the ESF model with the REDIM tabulated chemistry, as depicted schematically
in Fig. C.2. Afterwards, the second library based on mmcFoam-5.0 is discussed, where the
MMC was coupled to REDIM as shown in Fig. C.3. Finally, a brief description of the
�amelet solver is provided in C.4.
An overview of the �ame con�gurations and combustion models applied to the simulations
of Chapter 5 is also reported for completeness in Appendix B.





5. Results

This chapter presents the results and discussion for the four investigated test cases using
the combustion models introduced in the previous sections. For each test case, a trade-o�
between model accuracy compared to the available experimental data and computational
performance is provided.

5.1. CH4/air partially premixed �ames with homogeneous
inlet

The �rst investigation is based on the CH4/air �ames D-E-F from the Sandia series featuring
homogeneous inlets and an increasing Reynolds number [10]. The latest experimental data
were provided by Schneider et al [260]. Such �ames are well known in the community
and are often taken as benchmark for the validation of TCI models. Hereby the target
is to assess the in�uence of the TCI models (no-TCI, ESF and MMC) and the tabulated
chemistry (REDIM with simpli�ed and detailed transport) on the predictions, as well as
the computational performance.
An homogeneous partially premixed mixture of CH4-Air in volume percentage 25/75 is
injected at 294K into the domain through a pipe of diameter D=7.2mm, with a bulk
velocity ub=49.6m/s (74.4, 99.2m/s) for con�guration D (E, F). The cold jet is stabilized
by a burned lean mixture at 11.4m/s (17.1, 22.8 m/s) and 1880K (1860K for �ame F).
Under such conditions the stoichiometric mixture fraction is f st=0.351, at the pilot inlet
f p=0.271 and at the fuel inlet f f =1. An air co�ow at 291K embeds the pilot with a velocity
of 0.9m/s in all con�gurations. An overview of the boundary conditions is provided in Table
5.1. The inlet composition does not change between the �ames.

Table 5.1.: Sandia �ames: boundary conditions at inlets

Inlet ub [m/s]: D E F T [K] YO2 YCH4 YH2O YCO2 YN2

Pilot 11.4 17.1 22.8 1880 (F: 1860) 0.056 0 0.092 0.11 0.73
Fuel 49.6 74.4 99.2 294 0.197 0.156 0 0 0.647
Co�ow 0.9 0.9 0.9 291 0.233 0 0 0 0.756

Flame F is particularly challenging for the TCI models because it features a strong degree
of local extinction. This �ame is illustrated in Fig. 5.1, with a snapshot of the temperature
�eld in the background. The iso-contour of f̃st is coloured with a gray scale representing
the ÕH �eld. This is a clear indicator of �ame extinction, shown by the black regions
in the �gure (thus, absence of radical OH). The axial locations x=54, 108, 216, 324mm
correspond to the non-dimensional values of x/D=7.5, 15, 30 and 45 where experimental
data are available.
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Figure 5.1.: Sandia Flame F, characterized by strong extinction (black spots located at

ÕH =0). The iso-contour is shown for f̃st=0.351, T̃ is the background �eld

5.1.1. Numerical setup

Two 3D axial-symmetric meshes were investigated in this work. This �rst one consists of
about 2.3·106 volume cells and is selected as reference (labelled as R). Mesh dependency
was investigated in previous publications [30, 35], to which an interested reader is pointed.
The computational domain extends to 100D in axial direction and to about 13.9D in radial
direction.
The second mesh is targeted for the MMC investigation and was kindly provided by Eshan
Sharma (Indian Institute of Technology Kanpur) for a joint investigation. It consists of two
levels of meshing: the base mesh (BM) with 2.2·106 cells for the Eulerian part of the solver
(cf. Fig. C.3) and the super mesh SM with 0.19·106 cells for the Lagrangian solver 1. Here
the computational domain is limited to 35D in axial direction and 12.5D in radial direction.
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Figure 5.2.: Axial and radial development of the LES �lter width ∆ on the reference mesh
R (black), and the MMC-targeted meshes BM and SM (red)

Fig. 5.2 reports the cell size ∆ along the axis and at the investigated sections x/D=7.5, 15,
30. The gray dashed line shows the resolution of 0.75mm derived from the experiment [9].

1The MMC group refers to these meshes respectively as LES-mesh and superMesh
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BM provides a better re�nement than R around the centreline, but less re�nement radially
for r/D> 6 (cf. section x/D=30). The coarse mesh SM for the Lagrangian particles is
shown only in the �rst plot, with an axial development of the cell size from 1 to 4mm
moving downstream.
Turbulence is generated at the fuel inlet by means of a separate pipe LES, while a velocity
block pro�le is applied for both pilot and co�ow. The WALE turbulence model is used
for these �ames. The CFD �elds are averaged over 5-10 �ow-through times. The mixture
fraction is calculated using the conservation of elements C, O, H as provided by Bilger in
Eq.(3.20). This is advantageous for the simulations based on the REDIM including di�eren-
tial di�usion, because its value is directly retrieved from the element conservation. In fact,
the use of Eq. (4.6) is strictly valid only under the unity Lewis number assumption.

ESF Solver The ESF solvers use an implicit Euler time integration scheme and a Total
Variation Diminishing (TVD) scheme of type van Leer for the scalar �uxes. A second order
scheme from OpenFOAM (filteredLinear) is used instead for the velocity �eld, because
less dissipative. A total number of 8 stochastic �elds are transported, according to previous
investigations [30, 118]. This is the base solver used for the TCI investigation of this para-
graph.

MMC Solver The sparse Lagrangian MMC solver uses 1 particle for 6 Eulerian LES cells
(1L/6E), where the particle number control is associated with the mesh SM. The number
of particles per BM-cell is Np=20, limited between 17 and 30. The parameter f m is set to
0.03 [103] while r i is calculated as explained by Cleary and Klimenko [58]. Note that these
settings derive from the previous investigation conducted at the IIT Kanpur and are not
modi�ed in this work. The density coupling is performed via a Kernel estimator [97].

5.1.2. Micro-mixing in ESF

Molecular mixing on the sub-grid scale is modelled by the IEM model, where the mixing
constant Cd=2 is assigned in this work (cf. Eq. (4.14)). Previous investigations showed
that LES are rather insensitive to the choice of Cd (e.g. Jones et al [141] for ESF), because
the energetic motions are resolved. This statement is supported in this work by Fig. 5.3.

Figure 5.3.: Flame D: scatter data for the IEM (red) and stochastic terms (black) at section
x/D=15. REDIM variables N2 and PV are sampled from the stochastic �eld
n =1. Note the di�erence in scale
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The �gure shows the scatter data for the micro-mixing (red) and the stochastic terms (black)
of Eq. (4.13), sampled without the multiplicative term ρ. Flame D was sampled at the
representative section x/D=15 using mesh R. The remaining sections showed similar results
and are therefore not reported. The joint-PDF is built for tabulated chemistry using the
REDIM variables ξnα= {Nn

2 , PV
n} and the �eld at n =1 is selected for the representation.

If one overlaps the two clouds of data, one can clearly see that the magnitude of the IEM
term is about factor 100 less than the magnitude of the stochastic contribution, for both
transported �elds. As a consequence, a variation of Cd is not expected to shift considerably
the weight of the IEM term towards the stochastic contribution, and it is therefore not
further investigated.

5.1.3. Absence of TCI

Assuming that the micro-mixing term does not signi�cantly in�uence the ESF computa-
tions, the focus is now switched to the chemistry. In fact, �nite rate ESF simulations
require a considerable computational power, if the entire chemistry system has to be solved
for the Nf transported stochastic �elds on each cell. The �rst solution proposed in this
work to overcome this issue is neglecting the sub-grid TCI modelling, if the grid resolution
satis�es the LES criterion given in Eq. (2.23). Selected results presented hereby were pre-
viously published in [30]. The need of this investigation stems from previous observations
[118, 204] comparing �nite rate chemistry ESF with laminar chemistry computations (i.e.
ESF switched o�): no signi�cant di�erences were observed when removing the sgs-TCI in-
teraction provided by the ESF.
Finite rate chemistry simulations of Flame E using the Lu19 chemistry are shown in Table
5.2. The number of transported stochastic �elds is varied as Nf =2, 4 and 8. A laminar
computation is also run, where the un�ltered source term ω̇k is directly used in the species
transport equation (2.31). Note that this laminar simulation could be also achieved by
switching o� the stochastic term in the ESF equation, while transporting only one stochas-
tic �eld (Nf =1). However, because the two solvers di�er in the implementation, an exact
match is not achieved. Table 5.2 summarizes the con�gurations. The computational speed-
up of the laminar computation compared to the reference ESF with 8 stochastic �elds is
about factor 5 (same CPU architecture of [35]).

Table 5.2.: Finite rate chemistry: no-TCI vs ESF

Case sgs-TCI Nf Composition Speed-up

Lam-Lu19 none (1) Ỹk from Eq. (2.31) with ω̇k ≈ ω̇k 4.63

ESF2-Lu19 ESF 2 Ỹk=(
∑
Ynk)/Nf after solving Eq. (4.13) 3.20

ESF4-Lu19 ESF 4 1.87
ESF8-Lu19 ESF 8 1

The chemical mechanism investigated here is based on 19-species. The comparison among
di�erent chemical mechanisms is reported in a previous publication of the author [30]. It
was seen there that a stronger deviation of the mean pro�les in both physical and com-
position space is expected when the chemical mechanism is changed. Since the chemistry
is left unaltered in this paragraph, more interesting is the discussion of the resolved �uc-
tuations, because they are a result of the sgs-TCI model. This is shown in Fig. 5.4. In
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Figure 5.4.: Flame E: Conditional �uctuations of T and major species at x/D=7.5, 15 and
30. Comparison ESF against laminar chemistry (no-TCI)

section x/D=7.5 the ESF2-Lu19 calculation reports stronger �uctuations than the other
simulations, with a fair prediction of OH and H2. In sections x/D=15 and 30 instead,
the ESF8-Lu19 provides slightly better results. It should be remarked that the con�gura-
tion with Nf =2 tends to be noisy, because the Wiener term is applied on a single pair
of stochastic �elds. This was already observed by the author for the tabulated chemistry
con�guration in [35]. The better predictions upstream could be here a coincidence. While
the RMS seems to be better represented downstream for Nf > 2, there is no strong evidence
that a larger number of �elds provides a signi�cantly better result compared to Lam-Lu19.
This statement is supported by a recent work of Hansinger et al [118], using a maximum of
Nf =64 in a more challenging �ame con�guration. Surely the e�ect of ESF would become
stronger by decreasing the mesh re�nement (expected at x/D> 30 for mesh R, according to
Fig. 5.2), because the TCI is able to represent the micro-mixing processing which would be
otherwise �ltered out. The range of applicability of ESF on coarser meshes for non-premixed
�ame con�gurations however is limited by the minimum grid re�nement required by a well-
resolved LES, thus the criterion on the sgs turbulent kinetic energy given in Eq. (2.23). The
idea behind this reasoning is the following: if the mesh satis�es the requirements for LES,
then the ESF application would be justi�ed. According to the results of this paragraph, the
laminar chemistry computation can still provide satisfactory results. Therefore, a laminar
chemistry simulation can be attempted �rst, leading to signi�cant reduction in computa-
tional time. The LES requirement for mesh R is evaluated directly for all �ames using the
laminar chemistry. The results are shown in Fig. 5.5. The modelled k̃sgs is less then 10%
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in all sections, with a stronger dependence on the inlet boundary conditions up to about
x/D=15.
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Figure 5.5.: Flame D-E-F: Mesh requirement I < 0.2 satis�ed for all sections using a
laminar chemistry computation
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Figure 5.6.: Flame F: Conditional means of T and major species at x/D=7.5, 15 and 30.
Comparison ESF against laminar chemistry (no-TCI)

If one compares the 8ESF-Lu19 with the Lam-Lu19 setup on �ame F (Fig. 5.6), one can
see that both simulations lack to predict the correct degree of extinction/re-ignition, espe-
cially at x/D=15. The fact that the laminar case provides a better prediction could be a
coincidence, generated by the numerical schemes. This observation leads the way to further
investigations:

� The �nite rate ESF solver itself does not seem to correctly predict strong extinction/re-
ignition events in this implementation. A dual bene�t could derive if tabulated chem-
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istry is used: a dramatic reduction of the computational cost and additional informa-
tion about the composition space accessed in proximity of a reaction-di�usion surface
attractor. Paragraph 5.1.4 summarizes the results of this investigation.

� Despite the chemistry model, the poor extinction/re-ignition representation of ESF
could be due to the TCI model itself. A comparison with a second TCI model is
bene�cial to assess advantages and disadvantages of this solver. ESF is compared
with MMC in Paragraph 5.1.5.

� The results obtained from the laminar chemistry computation are satisfactory instead.
One could try to further increase the computational speed-up using accelerated chem-
istry solvers. The short manuscript of Breda et al [30] covered this topic. In [30], the
TDAC module implemented in OpenFOAM by Contino et al [62] was found to be a
promising candidate to speed up the laminar chemistry computation of factor 2 on a
variety of �ame regimes, provided that an optimization of the tabulation parameters
is performed.

5.1.4. REDIM-based ESF

The choice of tabulated chemistry

Two low-dimensional attractor strategies were presented in Chapter 3, namely the ILDM and
the REDIM. In a preliminary step, both tabulated chemistries were coupled with the ESF
solver and compared in the simulation of �ame D, which shows a low degree of extinction.
The chemistry tables are described in Table 5.3. The non-premixed nature of the �ame
requires a second reactive progress variable in ILDM, extending its dimensions to 3. Its
memory allocation is therefore higher than REDIM. The interpolation time is also higher,
since the 3D-ILDM is based on a non-uniform grid and has a clustering of grid points
around stoichiometry. The tables are not based on the same chemistry (Smooke for ILDM
and GRI-3.0 for REDIM), but this should have a minor e�ect at least on �ame D. The
passive progress variable is N2 for REDIM and f for ILDM.

Table 5.3.: Tabulated chemistry: ILDM vs REDIM

Case Variables Grid Chemistry Memory [MB]

ESF-ILDM φCO2 × φH2O × f 90×90×170a Smooke [270] 476 MB
ESF-REDIM YN2 × YCO2 200×200b GRI-3.0 80 MB
a non-uniform grid with expansion ratio δr = {0.8, 0.8, 1.08}
b uniform equidistant grid

Fig. 5.7 shows the unconditional means of mixture fraction, temperature and the major
species. At x/D=7.5 there is a good agreement between the two manifolds, except for CO
and OH. This is because the ILDM lacks of information from the di�usion term in the com-
position space. It can be visually explained with the scatter data of Fig. 5.8. The surface
is the 2D-REDIM coloured by CO (left) and H2O (right). Scatter data from x/D=7.5 are
reported by the white points for REDIM and by the red points for ILDM. For CO (and
therefore the radicals), one can see that the ILDM tabulation on the fuel-rich side is cover-
ing chemical states far away from the reaction-di�usion attractor. In this region the ILDM
would require additional dimensions to correctly separate the slow chemistry from the fast
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Figure 5.7.: Flame D: Unconditional T and major species at x/D=7.5, 15 and 30. Com-
paring 3D-ILDM with 2D-REDIM

Figure 5.8.: 2D-REDIM surface coloured by CO (left) and H2O (right). Scatter data sam-
pled at x/D=7.5 for REDIM (white dots) and ILDM (red dots)

one. Di�erent is the case of H2O, because it is already a variable of the ILDM. The two
clusters of data appear shifted for H2O. This could be due to the chemistry used to build
the table (16 species for ILDM, 53 species for REDIM). A more accurate implementation of
ESF-ILDM would require the projection of the di�usion terms of the ESF equations onto
the ILDM manifold, with a similar approach used by Eggels [83] for 1D-laminar �ames.
This is obviously an expensive routine. For the reasons explained, the ILDM was discarded
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from the investigations involving severe extinction regimes.

A 2D-REDIM based on the unity Lewis number assumption represents the solution of
a �amelet database (like FGM or FPV), if its gradients are estimated from counter�ow
di�usion �ames or free �ames. As previously explained in Chapter 3, its advantage against
FPV is that the reaction and di�usion terms are already balanced, so that a laminar �ame
is entirely described by the low-dimensional REDIM surface. The situation is di�erent in
turbulent reactive �ows. The composition space accessed by �ame D can be in general
well approximated by any reaction-di�usion manifold (FPV, FGM, REDIM, . . . ) created
for these boundary conditions, because the thermo-kinetic states correspond to a burning
solution. Testing on the extreme case, �ame F, reveals important limitations instead. Let
us compare a premixed-based FPV database (thus the original formulation of van Oijen)
with a non-premixed-based REDIM. The features of both tables are summarized in Table
5.4. The con�guration of the β-PDF-FPV for OpenFOAM was widely discussed in previous
publications, to which the reader is pointed for details (e.g. [93, 116]).

Table 5.4.: Tabulated chemistry: FPV vs REDIM

Case Variables Grid PV sgs-TCI

β-PDF-FPV f̃ × f̃ ′′2×PV 501×10×501 φCO2+φH2O+φCO β-PDF
ESF-REDIM YN2×PV 200×200 YCO2+YH2O+YCO+YH2 ESF

In both computations the o�-manifold states are projected back to the surface using the
constant parametrization matrix C (see Ch. 3), which however generates a certain de-
pendence on the choice of the reactive progress variable PV [323]. The expression of
PV=YCO2+YH2O+YCO+YH2 for REDIM was used for �ame F in this work.
Fig. 5.9 shows a comparison of the conditional means of temperature and major species
calculated for �ame F. The β-PDF-FPV represents T and OH well in section x/D=7.5 and
fairly good in the remaining sections. However, CO and H2 are completely overestimated,
also compared to the REDIM. In general, the over prediction of CO signalizes that a second
reacting progress variable is required for a better approximation of the slow chemistry. This
was con�rmed by Yu et al [323] by adding OH as third progress variable in the REDIM.
The same can be done with FPV, obtaining a 4D-table. Ihme and Pitsch [129] showed that

the FPV predictions for the Sandia �ames can be improved if the variance P̃ V ′′2 is included
as table parameter, thus modelling the marginal PDF for the reactive scalar (leading again
to a 4D-FPV table). The REDIM seems to require less dimensions (smaller tables) and less
modelling on the TCI side (no assumption on the PDF shape) in order to provide better
results than the FPV method. The scope of the next paragraphs is to show the potential
of REDIM to accurately describe �ame F.

REDIMs with unity Lewis numbers

The detailed investigation of 2D-REDIM con�gurations for Sandia �ames D and E, as well
as the dependency on the number of stochastic �elds was presented in a previous paper
of the author [35]. The results of [35] are here only brie�y summarized and used as start
point for the next discussion. The ESF-REDIM solver was validated primarily using a
2D-REDIM with {YN2, YCO2+0.5YH2O} as reduced coordinates. The solver was able to
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Figure 5.9.: Flame F: tabulated chemistry computation, FPV vs 2D-REDIM. Conditional
means of temperature and major species

correctly capture the �ame behaviour in the investigated sections, although local extinction
was underestimated by the ESF close to the injector plate. The H2 concentrations were
strongly in�uenced by the REDIM transport model instead.
These premises are the basis for the evaluation of the ESF-REDIM solver on �ame F. As
anticipated in the last section of [35], using the same 2D-REDIM con�guration for �ame F
lead to a strong underestimation of the extinction events. This con�guration is labelled as
F1-Le1 in Table 5.5, and it is marked in black in the conditional plots of Fig. 5.10-5.11.

Table 5.5.: REDIM tables for �ame F built for unity Lewis numbers

Case χ Dim Model χ PV

F1-Le1 504 2D - YCO2+YH2O+YCO+YH2

F2-Le1 73, 145, 218, 3D D(∇f̃)2+C χDsgs f̃
′′2/2∆2 [73] YCO2+YH2O+YCO+YH2

291, 363, 504

F3-Le1 73, 145, 218, 3D (D+Dsgs)(∇f̃)2 YCO2+YH2O+YCO+YH2

291, 363, 504

F4-Le1 73, 145, 218, 3D D(∇f̃)2+C χDsgs f̃
′′2/2∆2 [73] φCO2+φH2O+φH2

291, 363, 504

Looking at the conditional means, it is clearly visible that this con�guration is more stable
in sections x/D=7.5 and 15: higher temperatures than the experiment are seen, especially
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Figure 5.10.: Flame F: Conditional means of temperature and major species for the test
cases of Table 5.5

at section 15 where most of the extinction/re-ignition events are expected. On the other
hand, CO and H2 show overall a good prediction, especially downstream at section 30.
When looking at the conditional �uctuations instead, the pro�les are strongly underpre-
dicted compared to the experiment, especially at section x/D=30.

The 2D-REDIM table for F1-Le1 was built from a gradient estimate γ(θ), deriving from a
detailed solution of a steady counter�ow �ame2. One possibility to improve the predictions
for �ame F is using several 2D-REDIMs, each of it featuring a di�erent gradient estimate
γ(θ). In this way the thermo-chemical state is capable to describe the extinction region
based on higher scalar dissipation rates, and to cover the stable solutions otherwise. This
con�guration is referred as 3D-REDIM hereby, where the scalar dissipation rate χ becomes
the third table parameter. Table 5.5 reports the investigated 3D-REDIM con�gurations. Six
tables built for di�erent γ(θ) are used. The ESF-REDIM solver requires now a model for χ̃,
which has to be calculated for each cell before performing table interpolation. Simulations
F2-Le1 and F3-Le1 compare two di�erent χ models. The expression of Domingo at al [73]

contains the sub-grid contribution, which requires the knowledge of variance f̃ ′′2, calculated
here as ∆2(∇f̃)2. The value C χ=2 is taken for the multiplicative constant. The second
model instead is based on the gradient transport assumption. Simulations F2-Le1 and F4-

2One can re−write the term in square brackets of Eq. (3.11) containing the gradient ∇θ as a function
of the scalar dissipation rate: (DΨθ · γ(θ))θ · γ(θ). The gradient estimate is therefore expressed as

γ(θ)=∇θ=
[
∇θ1 ∇θ2 . . . ∇θms

]T
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Figure 5.11.: Flame F: Conditional �uctuations of temperature and major species for the
test cases of Table 5.5

Le1 aim to compare a di�erent choice of PV: YCO2+YH2O+YCO+YH2 proposed by Ihme
and Pitsch [128] and φCO2+φH2O+φH2 proposed by van Oijen and de Goey [299].
Fig. 5.10-5.11 include the results for the 3D-REDIM con�gurations. The comparison of
the means for F2-Le1 and F3-Le1 shows that the model for χ plays a signi�cant role in
the prediction of the extinguished states at section x/D=15. The sub-grid contribution
for χ̃ plays the major role here. F2-Le1 predicts very well the mean temperatures and OH
concentrations in this section, although CO and H2 are overpredicted. The conditional RMS
show a similar behaviour, with a very good prediction in sections 7.5 and 15. Section 30 is
recovered, compared to the case F1-Le1. By comparing the progress variables, one can see
that F4-Le1 tends to predict too less extinction events in the �rst two sections, approaching
the solution of F1-Le1 for T, OH and H2. This explains the poorer RMS predictions at the
same sections, but interestingly there is an improvement at x/D=30 compared to F2-Le1.
These results show that the simulations of �ame F are stronger in�uenced by the choice of
the progress variable and at least three dimensions are required in the table. Overall the
best setup is provided by con�guration F2-Le1, which is retained for further comparison.
It is interesting to compare the accessed composition space of T̃ and ÕH for F2-Le1 at
location x/D=15, with the REDIM at the lowest and highest χ, respectively 73 and 504 s−1.
This is reported in Fig. 5.12 by the white points, with the physical coordinates expressed in
speci�c mole numbers to retain the original shape of the REDIM. At low temperatures the
composition space is primarily accessed on the REDIM at lower χ (in yellow). Fuel-lean
compositions at higher temperatures are closer to the other surface instead (in red).
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Figure 5.12.: Flame F: scatter data (white points) for T̃ (left) and ÕH (right) at x/D=15
using con�guration F2-Le1. Yellow points: 2D-REDIM built for χ=73 s−1.
Red points: 2D-REDIM built for χ=504 s−1

REDIMs with detailed transport

In this paragraph a detailed transport model to account for di�erential di�usion in the
matrixD of Eq. (3.11) is considered. The detailed transport model used for the generation of
the REDIM is based on the Hirschfelder-Curtiss approximation reported by Eq. (2.14)[122],
including the Soret e�ect [79]. Table 5.6 summarizes the new con�gurations for di�erential
di�usion (DD).

Table 5.6.: REDIM tables for �ame F built for detailed transport

Case χ Dim Model χ PV

F1-DD 137 2D - YCO2+YH2O+YCO+YH2

F2-DD 370 2D - YCO2+YH2O+YCO+YH2

F3-DD 370 2D - YCO2+YH2O+YCO
F4-DD 137, 370 3D (D+Dsgs)(∇f̃)2 YCO2+YH2O+YCO

The gradient estimate of these manifolds derives from a detailed solution of a steady coun-
ter�ow �ame calculated with detailed transport. A series of tests was run �rst with a single
2D-REDIM to investigate the e�ect of the progress variable and χ (simulations F1-DD,
F2-DD and F3-DD). A 3D-REDIM simulation based on two χ databases is labelled as F4-
DD. Note that the last one requires again a model for χ̃. The expression with the gradient
assumption of ∇f̃ is chosen in this case, where f̃ is calculated algebraically using the Bilger
formula. The element conservation included in the Bilger formula allows to treat the mix-

ture fraction for detailed transport, otherwise the use of a transport equation for f̃ and f̃ ′′2

would require further modelling to include di�erential di�usion terms.
Let us investigate the behaviour of the conditional means, shown in Fig. 5.13. Compared to
the cases with unity Lewis numbers one can see a signi�cant improvement of the H2 pre-
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Figure 5.13.: Flame F: Conditional means of temperature and major species for the test
cases of Table 5.6

dictions in all sections. The predictions are in good agreement with the experiment if the
2D-REDIM at higher χ is used in the simulation (370 s−1), without a strong dependence on
the choice of the progress variable. The extinction events at section x/D=15 are very well
captured through all species, CO showing a certain overprediction. It is interesting to note
the fact that a single REDIM table with high χ can already provide a satisfactory estima-
tion for this �ame (e.g. F2-DD or F3-DD). When looking at the conditional RMS however
(Fig. 5.14), one can clearly see that a multi-χ database improves the predictions. In case
F4-DD the T and CO �uctuations are slightly overpredicted compared to the experiment,
meaning that a little stronger extinction occurs at sections x/D=7.5 and 15. However, OH
is very well captured by this simulation, as well as H2. One can conclude that a 2D-REDIM
with di�erential di�usion would be su�cient to represent the conditional means of �ame F,
but the extension to a 3D database would de�nitely improve the RMS values.

There are two important phenomena that have to be captured in this �ame: the correct
degree of extinction/re-ignition and the e�ect of di�erential di�usion, which plays a deter-
minant role for H2 in all Sandia �ames (for D and E please see reference [35]). It is worth
showing the scatter plots of H2 in Fig. 5.15 for four selected simulations presented in the
previous discussion. The red vertical line corresponds to the stoichiometric f st=0.351. At
x/D=7.5 and 15 the scatter data of F1-Le1 show a stronger clustering around f ≈ 0.4, cor-
responding to a more stable solution. F2-Le1 instead contains a stronger scattering of H2 on
the fuel rich side, which better represents the extinction events. The DD simulations repro-
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Figure 5.14.: Flame F: Conditional �uctuations of temperature and major species for the
test cases of Table 5.6

duce well the scatter data distributions of the experiment in the �rst section. In x/D=15
the extinction is a little too strong for the DD manifolds compared to the experiment, but
the cloud shape is preserved. When looking at section 30 instead, one can see that the F2-
Le1 simulation better represents the experiment. This brings us to the conclusion that the
unity Lewis number assumption holds downstream in the �ame, but di�erential di�usion
is required upstream in order to correctly capture the H-chemistry. Extinction events are
well captured by both 3D-REDIMs, with satisfactory results deriving from the simpli�ed
transport model.
A �nal look is given to the same four simulations for the unconditional values of f̃ , T̃
and major species, to complete the picture. The comparison is shown in Fig. 5.16. The
�rst thing to notice is that F4-DD shows a strongly di�usive behaviour on the fuel-lean
side of the �ame for all scalars, compared to the other simulations. This con�guration has
YCO2+YH2O+YCO as progress variable, thus it does not contain YH2. F4-DD is shown
here on purpose to underline the importance of species H2 when tracking the progress of
reaction on the fuel-lean side of this �ame. However, the detailed transport contained in
the database is responsible of shifting the peaks of the DD simulations towards the right
and to increase the di�usivity of the pro�les for r/D> 2. The REDIM modelling plays a
dominant role in section x/D=15, where a stronger divergence of the pro�les is observed.
The 3D-REDIMs capture well the degree of extinction here, although di�erent predictions
are obtained on the fuel-line side of the �ame (r/D> 2). The CO predictions are strongly
overpredicted by F2-Le1. While the introduction of di�erential di�usion seems to mitigate
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Figure 5.15.: Flame F: scatter plots of H̃2 for selected cases of Tables 5.5-5.6
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Figure 5.16.: Flame F: unconditional mixture fraction, temperature and major species for
selected cases of Tables 5.5-5.6
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the e�ect on CO, an additional table parameter would be bene�cial for F2-Le1, in order to
correctly capture the slow carbon chemistry (see e.g. [323]).

Computational time

In the previous paragraph it was shown that the ESF predictions for �ame F were signi�-
cantly improved by substituting the �nite chemistry integration with a tabulated chemistry,
the REDIM. It is now time to show what is the computational speed-up achieved by the
ESF-REDIM solver. All setups are run for 500 time steps with �xed ∆t= 2·10−7 s. The
numerical schemes and solver settings are identical for all cases. The chemical mechanism
for �nite rate chemistry and table interpolation is the skeletal Lu30. Each simulation is run
on 120 cores of type Intel-Xeon E5-2670 for a total of three times, to leverage the network
performances. The ESF setup is run for 2, 4 and 8 �elds, for both �nite rate and tabulated
chemistry. The ESF-REDIM solver uses a 3D-REDIM with 6 values of χ. Fig. 5.17 reports
the results of this investigation.
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Figure 5.17.: Computational times over 500 time steps of ∆t= 2·10−7 s, normalized on the
laminar chemistry computation. Orange: ODE integration share. Green:
table interpolation share. Cyan: remaining transport equations

The execution time (or wall clock-time) was normalized on the laminar chemistry com-
putation (Lam in the �gure). The orange stacked bars report the share time required to
integrate the chemistry ODE, while the cyan bars represent the time share required to solve
the remaining equations. It can be seen that tODE increases by increasing the number of
stochastic �elds. The ODE integration requires from 70 to 85% of the total execution time.
The standard ESF solver with 8 transported �elds is about 6.5 times slower than the lami-
nar chemistry computation. The ESF-REDIM computations are quicker than the laminar
computation, as expected. By increasing the number of stochastic �elds, the interpolation
time t table increases consequently, as shown by the green stacked bars. However, the inter-
polation time is still about 26% of the total execution time in the case of 8 �elds, meaning
that the solution of the remaining transport equations requires the major share.
It is interesting to compare the in�uence of the REDIM dimensionality on the computa-
tional time. For this purpose the ESF-REDIM simulations are also run using a single χ
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table (labelled χ1) and compared to the previous runs with 6 χ tables (namely χ6). This
comparison is shown in Fig. 5.18.
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Figure 5.18.: Computational times of ESF-REDIM normalized on the laminar chemistry
computation. Orange: ODE integration share. Green: table interpolation
share. Cyan: solution of the remaining transport equations

The reference case is again the laminar computation. A minimal improvement of less than
1% is observed for t table, if a 2D-REDIM database is used. The interpolation routine can
manage well the third dimensionality of the database, adding only a minimal cost. Usually
5 to 10 values of χ are su�cient to describe the burning regime of the investigated �ames,
so that χ6 can be taken as a good reference setup in this work. The vertical blue lines mark
the computational time using 8 �elds (62% of Lam), 4 �elds (50% of Lam) and 2 �elds
(40% of Lam). The trend shown by t table suggests that a computation with 64 �elds and
tabulated chemistry would require approximately the same resources of the reference case,
losing the advantage of this solver. One could certainly improve the interpolation routine,
but it should be remarked that the use of more that 8 stochastic �elds in LES is very rare
in the literature, so that this advantage is preserved for the common user case.

5.1.5. In�uence of the sgs-TCI model

The previous section showed that the novel ESF solver based on the REDIM chemistry can
represent well the extinction events of �ame F, at a reduced computational cost. However,
the ESF method does not work extremely well upstream, where stronger mixing is present.
This can be a limitation of the ESF, since the only implemented model for micro mixing
is the IEM, one of the simplest mixing models. Additionally, it was shown in paragraph
5.1.2 that the mixing term in the SPDE provides only a minor contribution compared to the
stochastic term. In this paragraph, the ESF method is compared to another Monte Carlo
approach, the MMC sparse Lagrangian particle method.
Before doing so, the current ESF-REDIM solver is compared with previous computations
available in the literature and based on the particle method, as shown in Table 5.7. The
reader should note that the selected cases for comparison are RANS-based, where the in�u-
ence of the micro mixing model is stronger. The reference case is PR-ISAT (Particle-RANS
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using ISAT chemistry) from Cao and Pope [48], where the Euclidean Minimum Spanning
Tree (EMST) was chosen as mixing model. The latter was shown to deliver better results
when applied to RANS [198]. The second simulation selected for comparison is a RANS
solver coupled with REDIM reduced chemistry [321]. Similarly to PR-ISAT, the constant
Cφ was set to 1.5 for the EMST model. This case is labelled as PR-EMST. Finally, the
same simulation was run using the IEM model with Cφ=2 (PR-IEM ), allowing a direct
comparison with the ESF-REDIM.

Table 5.7.: LES-ESF vs RANS-TPDF

Name Solver Mixing model Cφ Chemistry

PR-ISAT [48] RANS-Lagrangian EMST 1.5 ISAT
PR-EMST [321] RANS-Lagrangian EMST 1.5 REDIM

PR-IEM RANS-Lagrangian IEM 2 REDIM
ESF-REDIM ESF IEM 2 REDIM
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Figure 5.19.: Flames D and E: Burning Index (BI) calculated from temperatures for the
setups of Table 5.7

It is su�cient to perform a quantitative comparison for �ames D and E, in order to un-
derstand the importance of the mixing model. For this purpose, the �ame Burning Index
(BI) based on temperature is evaluated for each �ame according to [48, 318]. The BI is de-
�ned as the ratio between the conditional mean temperature (conditioned on 0.3< f < 0.4)
and a reference value of T=2023K, obtained from a laminar �ame calculation with strain
a=100 s−1:

BI =
1

N

N∑

i=1

Ti − 291

2023− 291
. (5.1)

A burning �ame is represented by BI=1, while BI=0 corresponds to a complete �ame
extinction. This index is shown for both �ames in Fig. 5.19. A �rst observation is that the
simulation results show stronger deviations for �ame E, featuring a moderate degree of ex-
tinction. In fact, the mixing model is there essential to describe the unstable events correctly.
For both �ames D and E, the ESF simulation provides a too stable �ame at x/D=7.5, as
previously observed. PR-ISAT and PR-EMST provide the most accurate predictions for
�ame E because exploiting a more accurate mixing model (EMST). A comparison of ESF-
REDIM with PR-IEM con�rms the tendency of IEM to predict less extinction states across
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all sections.
Based on these observations, it is de�nitely worth to compare a particle-based solver with
the ESF-REDIM in the LES framework. Because Lagrangian particle solvers for LES are
computationally expensive, the MMC model was chosen as best candidate in this context.
In fact, for how it is conceived, MMC allows the use of a signi�cantly reduced amount of
particles to describe the PDF statistics.

MMC-REDIM

Table 5.8 reports the numerical investigations conducted on mesh BM. The MMC simu-
lations also require the use of the coarser mesh SM for the Lagrangian/Eulerian density
coupling. The e�ect of the choice of the inlet boundary conditions on the axial development
of the �uid speed and scalars is also investigated in this con�guration. In one case, a precur-
sor pipe LES is applied as in the previous paragraphs. In the second case, arti�cial boundary
conditions based on the experimental velocity pro�les at the inlets are applied using the
OpenFOAM library of Kroger and Kornev [159]. The �nite rate calculation MMC-FR and
the 2D-REDIM used in cases ER and MR are based on the Lu30 chemistry, with unity Lewis
numbers. For the sake of simplicity, the REDIM progress variables are set to (YN2, YCO2).
The reader is reminded that all numerical settings of the MMC con�gurations are taken
from the test case of the IIT Kanpur and a parameter study for MMC is not the object
of this work. Due to the di�erent treatment of the MMC and ESF solvers, the numerical
schemes are not exactly the same (cf. Appendix C.2).

Table 5.8.: MMC and ESF con�gurations

Case sgs-TCI Chemistry Turbulent Inlet

MMC-FR MMC Finite rate LES Precursor
MR MMC REDIM LES Precursor
ER ESF REDIM LES Precursor
MR-S MMC REDIM Arti�cial turbulence
ER-S ESF REDIM Arti�cial turbulence
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Figure 5.20.: Axial pro�les of the mean centreline streamwise velocity for �ames D and E,
for the simulations of Table 5.8 [33]
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A �rst analysis of the axial development of scalars and velocity is conducted for Flame
D using the two di�erent jet boundary conditions. The left side of Fig. 5.20 reports the
investigation. One can see that the arti�cial inlet based on the experimental velocity pro�les
allows both MMC and ESF solvers to catch the velocity decay for x/D< 15 (MR-S and ER-
S). Using a precursor LES data instead leads to an underprediction of the velocity in the
same region. In any case, all computations predict a lower jet decay in the second half of the
domain, with the MMC-FR computation better approaching the experimental distribution.
One can see for �ame E (right) that the di�erence between the inlet Boundary Conditions
(BC) and the experimental data becomes stronger, but both solvers are a�ected similarly as
in �ame D. The reader should note that the overprediction of the mean velocity for x/D> 20
was already observed in numerous studies for �ame D (e.g. Kemenov et al [148]) employing
di�erent methods to de�ne the in�ow conditions. Because the experimental data could
also include unveri�ed uncertainties, we refrain from achieving a perfect match here. The
precursor LES remains the preferred turbulent inlet BC, to be consistent with the results
obtained in the previous paragraphs.
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Figure 5.21.: Development of axial scalar quantities for �ames D and E [33]

On the other hand, what appears to be better predicted at x/D> 20 is the behaviour of the
scalars, shown in Fig. 5.21 for both �ames. It can be also seen that the ER computations
better match the experimental results, with MMC showing a too low mixture fraction decay
(thus lower temperatures and reaction products in the jet core). To understand the reason
of this underprediction, it should be reminded that the averaged scalars shown in Fig. 5.21
for MMC derive from the particle statistics denoted as �eldp, thus 〈T̃ 〉 should be close but
not exactly equal to 〈Tp〉. The former is an equivalent �eld transported on the Eulerian
mesh and required for the density feedback, in order to provide mass consistency between
the particles and the Eulerian cell volumes. More details on the MMC solver are provided
in App.C.4, as well as the equivalent �elds chosen for this con�guration. More interesting
is the comparison of mixture fraction and temperature for MMC-FR and MR, as shown in
Fig. 5.22. While T̃ is an equivalent �eld for the density coupling, f̃ represents the reference
space where particles are mixed. The particle statistics instead is given by Zp and Tp. One
can see that at sections 15 and 30 there is a stronger mismatch of such quantities, being



82 Chapter 5. Results

the values of (Zp, Tp) underpredicted compared to (f̃ , T̃ ). The mean mass inconsistency
is about 1.14% for MMC-FR and 0.25% for MR. A lower peak of temperature is observed
for MMC-FR at x/D=15 compared to the experiment (i.e. stronger extinction), with both
MMC-FR and MR predicting a longer fuel core in x/D=30. Interestingly, the tabulated
chemistry MMC (case MR) provides good results for section 15 compared to MMC-FR.
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Figure 5.22.: Flame D: Particle statistics (Zp, Tp), equivalent �eld T̃ and reference variable

f̃ for MMC-FR and MR (cf. Table 5.8)

Because this inconsistency is seen in the �nite rate MMC computation as well, it cannot be
entirely attributed to the switch to tabulated chemistry. Numerical di�usion and the density
feedback based on the kernel estimation could be responsible for this mismatch. However,
the fact that MR provides a more stable solution at x/D=15 compared to MMC-FR is
due to the accessed composition space, i.e. the REDIM surface where the mixed states are
projected.

Having a look at the conditional means and �uctuations of Flame D in Fig. 5.23-5.24, it
is evident that the �nite rate MMC simulation (MMC-FR) is in excellent agreement with
the experimental data. This is due to the mixing model, which considers the proximity of
the particles in the physical space and in the reference space. The fact that the tabulated
chemistry MR is not as good as MMC-FR is due to the accessed composition space, which
is in this case the 2D-REDIM. It is de�nitely expected that ER and MR provide the same
distribution, because the thermo-chemical states o� manifold are projected back to the same
REDIM. As seen in the previous paragraph, a more accurate choice of PV or the inclusion
of di�erential di�usion into the table would improve the conditional means. For what con-
cerns the conditional RMS instead, it was seen before that the tabulated chemistry provides
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Figure 5.23.: Flame D: conditional means of temperature and major species [33]
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Figure 5.24.: Flame D: conditional RMS of temperature and major species [33]

less �uctuations that a �nite rate ESF simulation. The excellent agreement of the MMC
�uctuations at sections x/D=7.5 and 15 con�rms the superiority of MMC in predicting
extinction/re-ignition events compared to the ESF solver.
A complementary check is done for the scatter data of temperature and CO, provided in
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Figure 5.25.: Flame D: scatter data of T̃ for ESF solver and Tp for MMC solvers [33]

Fig. 5.25-5.26. Flame D is overall a very stable �ame, but the MMC-FR simulation shows
more extinction events in section 15. ER and MR instead show a similar scatter, con�rming
the correct coupling of the MMC solver with REDIM. It is interesting to notice a cluster
of data at Z p ≈0 for MMC-FR at section 30, which is absent in the experiment and ER.
This local cloud justi�es the importance of a correct projection strategy. This is better
explained in the 3D representation of Fig. 5.27, with the REDIM surface coloured by the
temperature �eld. The zoomed region on the right side shows thermo-chemical states o�
manifold retrieved from the MMC-FR computation (white points). In that region turbulent
mixing is the principal agent acting on the particle. If a burning solution of MMC-FR is
used to initialize the MR computation, these states o�-manifold are immediately projected
back to the REDIM surface (red points). However, they are projected back into a region
away from the oxidizer boundary and towards the reaction zone, explaining the local con-
sumption of CO2 towards CO at Z p ≈0. If the simulation is restarted from time zero, those
thermo-chemical states will be accessed in the same way due to the micro-mixing model. A
possible solution to overcome this issue in MR would be to apply a more accurate projection
method for REDIM [323], which however would require a signi�cant interpolation time for
LES (the investigation of [323] was based on 2D-RANS).

The conditional means and RMS for �ame E are shown in Fig. 5.28-5.29. A similar be-
haviour to �ame D is observed: the MMC-FR simulation better captures the composition
distribution, although it shows stronger extinction than the experiment at section x/D=15.
Both REDIM-based simulations instead show an excess of CO and H2 across the domain.
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Figure 5.26.: Flame D: scatter data of C̃O for ESF solver and COp for MMC solvers [33]

Figure 5.27.: 2D-REDIM surface coloured by T. Scatter data sampled at x/D=30 from
MMC-FR (white dots) and MR (red dots)

However, this can be corrected respectively by using a di�erent PV and by introducing de-
tailed transport in the REDIM table. MR shows again similar results to ER, validating the
MMC-REDIM implementation. The RMS of H2 are well represented by all simulations and
overall the MMC-FR is in excellent agreement with the experimental data. The tabulated
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Figure 5.28.: Flame E: conditional means of temperature and major species [33]
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Figure 5.29.: Flame E: conditional RMS of temperature and major species [33]

chemistry overpredicts the temperature and main species composition in sections 7.5 and
15. The scatter plots for T and CO in Fig. 5.30-5.31 con�rm the observations derived from
the conditional quantities.
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Figure 5.30.: Flame E: scatter data of T̃ for ESF solver and Tp for MMC solvers [33]

It is now clear that the composition space and the extinction events at the upstream
sections can be better represented by the MMC model. Note that the extension of the
calculation to �ame F would require a reactive progress variable de�ned as linear compo-
sition of the major products. Further modelling is needed in the MMC solver to deal with
the mixing of the composed progress variable. A �nal trade-o� between MMC and ESF is
presented in the next paragraph, based on the computational time.

Computational time

The ESF and MMC are �rst compared for a �nite rate chemistry computation using the Lu30
reaction mechanism on Flame D. The reader might recall that the �nite rate simulations of
ESF exploit the accelerated chemistry solver for Lu30. According to Fig. 3.1 (on the right),
the Lu30 accelerated chemistry (in red) is at least two times faster the original OpenFOAM
chemistry solver (in gray). Because the MMC libraries do not exploit this accelerated
chemistry, it is fair to compare both solvers using a default OpenFOAM chemistry integrator,
i.e. the seulex. The base setup is run for 500 time steps with �xed ∆t= 2·10−7 s, on
120 cores of type Intel-Xeon E5-2670 for a total of three times, to leverage the network
performances. Fig. 5.32 summarizes the results.
The total execution times were normalized on the laminar chemistry computation (Lam).

An ESF simulation with four stochastic �elds (ESF-4) is su�cient to show the gap with the
MMC solver, the latter being faster than the laminar computation itself. The �rst thing to
notice is that the chemistry share (in orange) is higher than the values previously observed in
Fig. 5.17. This is because the computation was run with a non-accelerated chemistry solver.
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Figure 5.31.: Flame E: scatter data of C̃O for ESF solver and COp for MMC solvers [33]
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Figure 5.32.: Computational times of ESF-based and MMC-based solvers, normalized on
the laminar chemistry computation. Orange: ODE integration share. Green:
table interpolation share. Cyan: solution of the remaining transport equations
[33]

Secondly, the chemistry share of MMC takes only about 15% of the total time. Although
the computational time of MMC for Flame E increased of 1.2%, a similar chemistry share
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was observed (not shown). The bottleneck of the MMC computation seems to be given by
the particle module (move particles, search particle pairs to mix, particle control) and the
density feedback (consistence between particles and Eulerian mesh).
Let us now discuss what happens when both solvers are coupled with the REDIM chemistry.
It was seen before that the ER-4 shows a signi�cant speed-up compared to Lam, with about
18% share required for table interpolation. This advantage is somehow lost in MR, although
still faster than MMC. To draw a conclusion, the MMC de�nitely outperforms the ESF for
both accuracy (see previous paragraphs) and computational e�ciency, when using �nite rate
chemistry and for small scale computations. The use of tabulated chemistry for MMC does
not seem as advantageous as for ESF at least in the investigated con�gurations, because
the bottleneck is not given by the chemistry share. This investigation shall be extended to
more challenging �ame con�gurations and more complex chemical mechanisms, where the
advantage of tabulated chemistry against ODE integration would be more evident.
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5.2. CH4/air partially premixed �ames with inhomogeneous
inlet

In this paragraph the validity of the ESF-REDIM solver on a �ame con�guration featuring
inhomogeneous inlets is brie�y investigated. The test cases provided by Barlow [11] and
Meares [196] are more challenging because a premixed �ame mode is observed close to the
inlet, while a di�usion �ame regime is observed further downstream. The setup FJ200-
5GP-Lr75-57 was selected here in order to compare the results with the �nite rate ESF
simulations of Hansinger et al [118].

5.2.1. Numerical setup

The burner con�guration is similar to the Sandia �ames, but it consists of two concentric
tubes surrounded by a pilot. The inner tube is retractable with a diameter of 4mm, while the
outer tube provides the reference diameter for this �ame (D=7.5mm). This con�guration
allows to de�ne the degree of homogeneity between the fuel and the oxidizer in the main
pipe. Thus, a full pipe recession (Lr =300mm) corresponds to a fully premixed mixture,
absence of recession (Lr =0) corresponds to a non-premixed con�guration. In con�guration
FJ200-5GP-Lr75-57 there is a recess of 75mm, generating a partially premixed mixture
composition within the �ammability limits. The value 57 indicates the jet bulk velocity
of the methane/air mixture, in m/s. The 5-gas pilot (5GP) of this con�guration contains
C2H2, H2, CO2 and air, in quantities which match the stoichiometric condition of a CH4/air
burned mixture. The pilot in�ow enters the domain with a bulk velocity of 26.6m/s and it
is surrounded by a cold co-�ow �owing at 15 m/s.
The numerical setup and mesh convergence study were presented in the work of Hansinger
et al [118] and the precursor LES/DNS data for the turbulent inlet were provided by Zirwes
et al [335]. The reader is referred to both papers for further details. Here the �ne mesh
with 4.6 million cells is used for the investigations reported in Table 5.9. The fuel and
oxidizer inlet boundary conditions are reported in Appendix B. The reference case is the
ESF simulation of Hansinger et al [118] with 8 stochastic �elds and the Lu19 chemistry.

Table 5.9.: ESF con�gurations tested for FJ200-5GP-Lr75-57

Case Chemistry PV # ESF

ESF8 Lu19 - 8
ER4-PV1 2D-REDIM YCO2 4
ER8-PV1 2D-REDIM YCO2 8
ER8-PV2 2D-REDIM YCO2+YCO+YH2O+YH2 8

The validity of this REDIM was previously assessed by Shrotriya et al [263, 262] on the
same �ame con�guration where it was coupled with a presumed PDF model. The upper
boundary of the investigated 2D-REDIM table was generated from a detailed chemistry
computation of a counter�ow di�usion �ame with low strain rate, featuring pure CH4 on
one side and 79/21 of mol% for air on the oxidizer side. As lower table boundary a pure
mixing line between fuel and oxidizer at 300K was chosen. An additional �ame solution with
intermediate strain was provided as gradient estimate to initialize the REDIM calculation.
ER4-PV1 and ER8-PV1 aim to show the dependency on the number of stochastic �elds
using the progress variable YCO2, which is the same variable used in [263, 262]. ER8-PV2
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compares a second progress variable, namely YCO2+YCO+YH2O+YH2, previously used for
Sandia Flame F.

5.2.2. REDIM-based ESF

Fig. 5.33 represents the instantaneous temperature and mixture fraction �elds obtained for
con�guration ER8-PV1 of Table 5.9. The cold jet with inhomogeneous methane/air enters
the domain at the centreline and it is surrounded by the hot pilot. The white dashed lines
represent the sections investigated in this paragraph.
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Figure 5.33.: Flame Lr75-57: instantaneous values of T̃ and f̃ for con�guration ER8-PV1
of Table 5.9

In partially premixed regimes with inhomogeneous fuel distribution it is not a trivial task
to identify the premixed-dominated zone from the non-premixed zone. Zirwes et al [336]
performed a post-processing analysis on �ame Lr75-57, starting from a quasi-DNS computa-
tion. It was shown that, for x/D< 10, about 90% of the �ame heat release is originated by
the premixed regions. Further downstream, the contribution from the non-premixed regions
assumes equivalent importance instead. In the same work, it was concluded that regime
markers based on the alignment of the gradients ∇YO2 and ∇YCH4 (e.g. the �ame index
from Yamashita et al [319] or Fiorina et al [89]) may lead to wrong results in the reaction
zone where CH4 is completely consumed.
The identi�cation of a multiple �ame regime is shown here by means of the scatter plots for
temperature in Fig. 5.34. The red line corresponds to the stoichiometric f st=0.055. The
experimental data in section x/D=5 indicate the presence of strati�ed combustion, where
the thermo-chemical states evolve rapidly from the unburned to the burned state, in prox-
imity of f st. This behaviour is enhanced in ER8-PV1, where the transition path line follows
the vertical line of f st. However, ER8-PV1 also reports the presence of high temperature
samples in the fuel rich region, which are absent in the experiment and ESF8. Moving
downstream to x/D> 5 also the experiment shows hotter fuel-rich samples, indicating the
presence of the non-premixed regime. The di�usion of ER8-PV1 on the fuel-rich side re-
mains strong, although this simulation can predict local extinction phenomena in x/D=15
and 20 better than ESF8. ER8-PV2 shows similar results.

Selected time averaged �ow quantities are reported in Fig. 5.35 for the investigated cases.
The reference case is ESF8 (in cyan). In the core jet, the mixture fraction is overpredicted
in all sections by ESF8, but the ER simulations can represent well the mixture fraction
decay for x/D> 10. When calculating f using Eq.(3.20), the Bilger formula, the values of
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Figure 5.34.: Flame Lr75-57: scatter plots of temperature over mixture fraction at sections
x/D=5, 10, 15, 20. Comparison between experiment, ESF8, ER8-PV1 and
ER8-PV2 from Table 5.9

Yk are required, which are retrieved di�erently in the two solvers: in ESF8 the composi-
tion is calculated directly from the ensemble of the transported stochastic �elds, in ER the
values are retrieved from the table. This could explain the di�erence observed between the
two solvers. By looking at the temperatures, there is a good agreement for x/D< 10 in
all simulations except for ER4-PV1. This is the only simulation transporting 4 stochastic
�elds instead of 8. This con�guration with tabulated chemistry seems to require the stan-
dard 8 stochastic �elds to be correctly represented, as also shown for the other quantities.
Note that this di�erence was not observed when investigating the Sandia �ames D-E (cf.
Supplementary Material of [30]). Overall the ER simulations are closer to the experimental
temperatures than ESF8, although the fuel-lean region is overpredicted from all simulations
for x/D> 15. The same observations apply to the major species CO2, CO and H2O. Species
CO2 and H2O are overpredicted by the REDIM simulations in sections x/D=15 and 20.
The CO predictions for the REDIM-based simulations are under-estimating the experiment
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Figure 5.35.: Lr75-57: mean and RMS values for mixture fraction, temperature and major
species at sections x/D=5, 10, 15, 20

in all sections, although a fairly good representation is given for x/D> 10 by ER8-PV1.
Changing PV from ER8-PV1 to ER8-PV2 has a minor e�ect on the peak production of
the major species: with PV2, a stronger consumption of CO is observed. The conditional
means shown in Fig. 5.36 show a similar behaviour discussed for the unconditional values.
It is useful to compare the computations with the results obtained by Shrotriya et al

[262, 263], where the REDIM was coupled with a presumed PDF approach (a clipped
Gaussian for CO2 and a top-hat distribution for N2). The available pro�les for f, T, CO
and CO2 are added to Fig. 5.35 and are marked by triangles. In [263], the same REDIM
with parameters (YN2, YCO2) was used, but the variances of the reduced variables were
transported to account for TCI via a presumed PDF model, leading to a 4-dimensional table.
One can see that this model overestimates the mean f in the core �ow and the maximum
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Figure 5.36.: Lr75-57: Conditional means of temperature and major species at sections
x/D=5, 10, 15, 20

T for x/D = 10, 15 and 20, while the RMS of the same �elds are overall underpredicted
(not shown). On the contrary, the RMS of f and T in this work are correctly represented.
In the simulation of [263] a very good prediction is provided for CO, while CO2 is largely
overestimated and its maximum is shifted towards the fuel-rich side of the �ame. The
boundary conditions applied at the pilot inlet are the same of this work, thus the burned
products of a stoichiometric premixed CH4/air �ame. Hansinger et al [118] and Zirwes et
al [336] showed how the mixture fraction and a normalized reaction progress variable c are
strongly correlated for this �ame con�guration. The assumption of statistical independence
between the REDIM variables, as assumed in the model of [263], could lead to a di�erent
development of major products downstream the injector nozzle. Because a transported
PDF model is expected to provide better accuracy than a presumed PDF for this �ame, the
better results obtained for CO in [263] could be here a coincidence.
Overall it can be con�rmed that the ESF-REDIM solver can capture the transition between
�ame regimes given by the strati�ed �ame composition with satisfactory agreement. An
improved database could account for a second reaction progress variable to improve the CO
predictions. The standard PV=YCO2 seems to be su�cient to describe this �ame structure.
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5.3. Wall heat-�ux prediction for CH4/O2 combustion

FWI modelling was primarily investigated using the sub-scale single-element combustion
chamber of [113, 51] and its extension with �lm cooling [50]. The investigated combustion
model is the NA-Flamelets-β-PDF for WMLES and hybrid RANS/LES solvers.

Among the variety of operational points investigated in the experiment, the nominal pressure
of 20 bar and the mixture ratio ROF = 2.6 were selected. Gaseous CH4 and O2 are injected
separately into the chamber via a single co-axial element, whose dimensions are reported in
Fig. 5.37 (right). The combustion chamber has a square cross-section of 12×12mm2. The
chamber reaches a total length of 290mm at the nozzle throat, which has a contraction ratio
of 2.5. Since the chamber walls are capacitively cooled, the test bench can be operated for
the limited amount of time of about 3 s. The chamber walls are equipped with static pressure
transducers and thermocouples, which record the pressure evolution and the temperature
at wall. The thermocouple readings are used in post-processing for the inverse heat-transfer
problem, in order to reconstruct the wall heat �ux [216]. Optical access is included for the
measurement of the OH chemiluminescence [316]. The quartz window is protected by a
non-reactant coolant, gaseous N2, which does not signi�cantly in�uence the near-injector
�ow. A visual representation of the �ame in the chamber is given in Fig. 5.37 (left), showing
the �ame temperature at the stoichiometric contour of f st=0.2 developing within the �rst
150mm from the injector plate. The vertical cut shows the instantaneous f̃ with a value of
1 at the CH4 inlets (co-axial injector and �lm slot) and a value of 0 in the core �ow.
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Figure 5.37.: Single-injector combustion chamber: T̃ �eld at the iso-contour of f̃st=0.2,
with f̃ shown in the axial cut (left). Injector geometry (right) with the �lm
slot applied to mesh M3 (Table 5.11)

For the �lm cooling investigation, the con�guration with gaseous CH4 as coolant and a
width-to-height ratio of the injection slot of 11mm/0.25mm is chosen [50, 49]. The corre-
spondent in�ow boundary conditions for both cases are summarized in Table 5.10. Note
that the original coolant temperature for this con�guration would be Tc=251K [49], cor-
responding to a higher pressure compared to the pc at the faceplate (20.35 bar vs 20.12
bar). The coolant temperature provided by the experiment is associated with a pressure
higher than 20 bar as encountered in the feeding line. Because the computational domain in
OpenFOAM includes only a patch of the injector and the cooling slot on the faceplate, the



96 Chapter 5. Results

temperature was recalculated using the NIST database3 to match a mean chamber pressure
of 20 bar. This results in T̄c=217K as reported in the table.

Table 5.10.: In�ow boundary conditions

Case TCH4 [K] TO2 [K] T̄c [K] ṁCH4 [g/s] ṁc [g/s] ṁO2 [g/s]

without �lm - W 269 278 - 17 0 45
with �lm - F 269 278 217 17 4.37 45

5.3.1. Numerical setup

The meshes investigated for this case are listed in Table 5.11. The �rst three meshes were
used for the investigation of grid dependency of the IDDES solver in [31] and have y+

mean < 1
at the wall. While meshes M1-M2 cover the entire domain before the nozzle section, M3-
M4 are limited to the �rst half of the chamber (xmax=150mm). Mesh M3 includes a
re�nement on the top wall and the �lm slot patch at the faceplate, in order to investigate
the con�guration with �lm cooling. M4 is targeted for WMLES and has y+

mean ≈ 33.
The injector elements (oxygen, methane, post-tip) and the �lm slot for M3 are patched to
the faceplate as shown in Fig. 5.37. The minimum requirement of 5 cells for the post-tip
resolution is satis�ed for all meshes. Local re�nement is applied along the shear layers
using hanging nodes. The temperature at the walls is interpolated from the temperature
readings available from the experiment [113]. The faceplate and the post-tip are treated
as adiabatic walls instead. A �xed pressure value is assigned at the outlet from the last
pressure transducer reading in M1-M2, while the value is interpolated at x=150mm for
M3-M4. Turbulent inlet boundary conditions are achieved at the methane and oxygen inlet
by means of digital �lters [131]. The time averaged �elds are evaluated over 5 �ow-through
times.

Table 5.11.: Investigated meshes

Mesh Cell volumes [106] xmax [mm] y+
mean y+

max Solver

M1 53 272.5 0.0814 31 IDDES
M2 30 272.5 0.0002 0.91 IDDES
M3 9 150 0.19 8 IDDES
M4 7 150 33 100-130 WMLES

A PISO algorithm is used in OpenFOAM for the momentum/pressure coupling. First order
Euler implicit time stepping was combined with second order TVD-VanLeer schemes for
the advective terms, with the exception of the velocity �eld using a standard 2nd order
unboundend scheme, since this is less dissipative. The time step is adjusted to comply with
a maximum CFL number of 0.4.

5.3.2. IDDES with tabulated chemistry

The results presented in this section are mostly taken from a previous publication (Breda
and P�tzner [31]), but the major achievements will be summarized hereby.

3https://webbook.nist.gov/chemistry/�uid/
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Wall heat �ux prediction

Let us �rst compare the pressure and wall heat �ux predictions on the con�guration without
�lm cooling, using the NA-�amelet manifold introduced in Section 3.5.2 and built for the
Lu30 chemistry, . This corresponds to the �rst three pro�les listed in the legend of Fig. 5.38.
The experimental data show a pressure peak within the �rst 50mm downstream, caused
by the impinging of the jet at wall. A recirculation zone is formed in this region. The
pressure gradually reduces further downstream, reaching almost a plateau before entering
the nozzle. All cases can qualitatively capture the pressure pro�le, converging to the value
imposed by the boundary condition. The pro�le of W-M3-Lu30-NA is 'shifted' upwards in
order to match the pressure constraint at x=150mm, while the pressure value at the same
location is calculated from the PISO equations in W-M1-Lu30-NA and W-M2-Lu30-NA.
Because the combustion chamber has a squared cross-section, the wall heat �ux has been
circumferentially averaged in the CFD simulations. The most recent reconstructed heat
�ux from the inverse conjugate heat transfer problem [216] is shown in the right plot. The
steep rise within the �rst 50mm locates the recirculation zone where the hot gases impact
at wall. The experimental pro�le reaches a plateau of about 5MW/m2 at the end of the
domain. While no signi�cant pressure variation was observed between W-M1-Lu30-NA and
W-M2-Lu30-NA, a deviation in q̇w is present in the second half of the chamber. The �rst
peak at x=10mm is well captured by W-M3-Lu30-NA, because the pressure is �tted at
x=150mm instead of 272.5mm. All pro�les show a drop in q̇w after the reattachment
of the recirculation zone, followed by a very good match until about 150mm. From here,
W-M2-Lu30-NA departs towards higher values of q̇w, while W-M1-Lu30-NA approaches a
constant value of 4.3 MW/m2. Overall, the pro�les are contained within the error bars until
almost the end of the domain.
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Figure 5.38.: Axial pressure and wall heat �ux distribution for Lu30-based �amelet mani-
folds on meshes M1-M2-M3 without �lm cooling

Enthalpy losses in the �amelet database

Fig. 5.38 also reports the calculations performed with two databases including enthalpy
losses, but calculated di�erently from NA. The �rst database used for W-M1-Lu30-H (dot-
ted) was provided by Perakis [220], where the �ame structure is calculated after an enthalpy
pro�le has been imposed. The second database used for W-M1-Lu30-F (dashed) exploits the
common assumption of frozen chemistry at the wall proximity. The pro�les obtained from
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q̇w show results at the extremes: W-M1-Lu30-H overpredicts the wall heat �ux across the
entire domain, while W-M1-Lu30-F underpredicts the heat �ux starting 75mm downstream.
In the �rst case the model includes too much recombination at wall, shifting the chemistry
almost to the equilibrium. This behaviour is shown in the scatter plots of Fig. 5.39, where
the CO2 concentration for the fuel-rich mixture at wall (the blue cloud) of W-M1-Lu30-H
is almost doubled compared to W-M1-Lu30-NA. The data are coloured by the value of en-
thalpy loss h̃n. Note that the database used for W-M1-Lu30-H could be improved using the
enthalpy pro�les of W-M1-Lu30-NA as imposed solution, as shown in [32, 217]. In W-M1-
Lu30-F instead, recombination reactions at the wall are completely neglected, reducing q̇w
because of the missing heat release from the exothermic reactions at wall. The scatter plot
for W-M1-Lu30-F does not show the CO2 recombination on the fuel-rich side at the wall.
This paragraph shows that, if the enthalpy pro�les are not directly derived from a physical
process (H) or do not include recombinations e�ects (F) or informations on the local τchem
[243], an erroneous wall heat �ux can result.
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Figure 5.39.: Scatter plots of C̃O2 at x=200mm using mesh M1 and �amelet databases
with di�erent enthalpy loss methods. W-M1-Lu30-NA using database from
Perakis et al. [220]

RANS/LES transition

The IDDES solver used in this work uses a DDES [273] as wall model for the inner boundary
layer, located at y+ < 100, while the outer boundary layer and the core �ow are modelled
by LES. The DDES-branch uses a RANS model, the Spalart-Allmaras equation. The left
side of Fig. 5.40 shows a snapshot of the axial velocity (compressed of factor 4 along x
and stretched of factor 2 along y), including the transition line between the RANS and
the LES solver (in red). The transition point depends on the wall-parallel grid re�nement
and it is adapted through the domain as shown for mesh M2 (a detailed discussion can be
found in [31]). A detailed comparison of the IDDES activation functions provided in [31]
for meshes M1-M2-M3 showed that transition is initialized correctly by the model, despite
noticeable di�erences in the number of transition cells and turbulent content. The model
reacts therefore robustly to the mesh re�nements applied in this work.
The IDDES solver however should avoid a transition from LES to RANS in the core �ow,
whenever the turbulent content is signi�cantly reduced due to an increase in mesh re�ne-
ment. This is performed by the low-Reynolds correction function Ψ, introduced by Spalart
et al [273] into the turbulent length scale d̃ of Eq. (2.47). Its instantaneous value is reported
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Figure 5.40.: Left: Axial cut of Ũx 1mm from the upper wall and RANS/LES transition
line. Right: Low-Re correction function for meshes M1 (top) and M2 (bottom)

on the right of Fig. 5.40 for meshes M1 (top) and M2 (bottom). It is clear that values in
the core �ow are higher for mesh M1 (most re�ned with 53 million cells), where the values
of νsgs are lower because of the reduced LES �lter width ∆. νsgs is also decreasing while
approaching the walls, but the transition from LES to RANS is avoided in the core �ow due
to the contribution of Ψ into d̃.
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Figure 5.41.: Scatter plots of T̃ at x=200mm for M1 and M2 without �lm cooling. Data
coloured by enthalpy losses

On the other hand, less re�ned meshes like M2 and M3 have a higher turbulent content νsgs
in the core �ow, which is passed to the LES solver as a Smagorinsky-like dissipation [264].
The higher turbulent content increases the e�ect of f̃

′′2 in the core �ow, contributing to
reduce the peak temperatures and species concentrations, as shown from the temperature
scatter data at x=200mm in Fig. 5.41. A �amelet pro�le for χst=1 s−1 is superimposed
and the scatter data are coloured by normalized enthalpy. Although the same NA �amelet
database was used for the two simulations, more fuel-rich states are found at the wall
proximity for W-M2-Lu30-NA and for higher enthalpy losses (cf. the mixture fraction values
reached by the cold states in Fig. 5.41 for both simulations). These states correspond to a
higher degree of recombination, generating the higher wall heat �ux prediction observed in
Fig. 5.38.
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5.3.3. Con�guration with �lm cooling

The q̇w predictions con�rmed the validity of the NA-�amelet combustion model combined
with IDDES. What happens if the same setup is applied to a con�guration with �lm cooling
[50]? Can the wall heat �ux be represented as well as before? The �lm cooling e�ciency
is discussed in this paragraph for the Lu30 chemistry using mesh M3. The results obtained
for W-M3-Lu30-NA (-NA is dropped hereby) shown in Fig. 5.38 are now compared with
F-M3-Lu30, where the �lm injection is activated. The coolant mass �ow rate ṁc is taken
from the experimental data and corresponds to about 30% of ṁCH4. The in�ow velocity
is calculated accordingly and corresponds to 80m/s. The pressure distribution for this
con�guration [50] was recently provided by the Technical University of Munich, so that the
boundary conditions on the pressure �eld di�er from the ones previously used in [213, 31].
There, the pressure distribution was taken from the original combustion chamber [113].
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Figure 5.42.: Radial �ame expansion at cross sections x=10, 20, 40, 80 mm with (F-M3)
and without �lm cooling (W-M3)

Fig. 5.42 reports the mean temperature �eld at selected cross sections to compare the �ame
radial expansion in the case with (F-M3) and without �lm cooling (the previous label
W-M3-Lu30-NA becomes W-M3 in the �gure for the sake of clarity). In both cases the
�ame shape gradually shifts from circular, close to the injector plate, to squared further
downstream, because constrained within the squared chamber. This means that the heat
load distribution at wall is concentrated at the center line, lowering at the corners where
the fuel-rich mixture is con�ned. The isoline for f st=0.2 is shown in the �gures to locate
the �ame front. In F-M3, the hot gases do not expand uniformly in the squared chamber
(left side of each �gure) and the circular shape evolves earlier to a rectangular shape, visible
already 40mm downstream. The �lm coolant applied at the top wall starts pushing the
�ame front downwards, so that the cold O2 core is forced to expand more at its sides (cf.
x= 40mm). Therefore, the �ame becomes thinner in the vertical direction compared to
the case without �lm cooling. This results in a faster consumption of the core, visible at
x=80mm. There is a side e�ect derived by the �ame expansion in F-M3: although the
thermal boundary layer is protecting the upper and lower walls from the hot gases, the
latter are closer to the side walls than in con�guration W-M3. This seems to a�ect the
circumferential averaged q̇w negatively for F-M3, leading to an increase of q̇w in the second
section, rather than a decrease.
Fig. 5.43 shows the circumferentially averaged wall heat �ux, together with the experimental
values (F-Exp) reconstructed from the inverse wall heat �ux problem by Perakis et al [216].
The dotted line shows the calculated heat �ux without �lm cooling (the same of Fig. 5.38).
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Due to the cooling �lm injected parallel to the upper wall, F-M3-Lu30 reports a lower q̇w
peak within the �rst 50mm. This peak is not captured by the experimental data instead,
which show however a steeper gradient at this location. Further downstream, both pro�les
are in good agreement with the experimental data, meaning that the cooling e�ciency is
signi�cantly reduced. For the reason explained before, F-M3-L30 reports higher q̇w values
in the second half of the domain. A change in combustion chamber geometry to have a
circular cross section and its consequently CFD simulation could help to clarify if this e�ect
is primarily due to the squared cross section.
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Figure 5.43.: Left: M3-Lu30 with (F) and without (W) �lm cooling. Right: Net Heat Flux
Reduction (NHFR) distribution for M3-Lu30

Film cooling e�ciency

To assess the e�ectiveness of �lm cooling on the upper wall, the Net Heat Flux Reduction
(NHFR) proposed by Bartz [12] is used in this work. It is calculated as

NHFR(x) = 1− q̇wu,F (x)

q̇wu,W (x)

(
pW (x)

pF (x)

)0.8

(5.2)

where p is the axial pressure distribution in the two cases, W and F. In the NHFR, the
q̇wu is integrated at the upper wall only, i.e. where the �lm injection slot is located. The
right side of Fig. 5.43 shows the NHFR axial evolution. The e�ciency exceeds 100% in the
�rst 8mm because the heat is transferred from the wall to the colder CH4. Once the �lm
has heated up, a drop of 25% e�ciency is observed within the �rst 15mm downstream,
reducing to 50% at 30mm and 75% at 82mm. At the mid chamber length (x=150mm)
the NHFR has dropped to about 10%, justifying why the reduced axial domain of M3 is
su�cient to capture the region of most cooling e�ectiveness.

Validation of novel CH4-chemistry mechanisms

Proceeding a step further from the previous paragraph, the reduced chemical mechanisms
listed in Table 3.1 targeted for CH4/O2 combustion (lprb, mprb and hprb) are now validated
on the F-M3 con�guration. Because �nite rate simulations would be too expensive, the
chemical mechanisms are used for the generation of the NA-�amelet databases instead.
Fig. 5.44 shows the axial pressure and q̇w distribution for the investigated NA-databases,
with the additional F-M3-Lu30 simulation as reference. The pressure pro�le is shifted
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〈Ũ
x
〉

[m
/
s
]

20

40

60

80

50

100

150

50

100

150

0.0050.006

0.76

0.78

0.8

0.82

0.84

y [m]

〈f̃
〉

0.0050.006
0.6

0.65

0.7

0.75

0.8

y [m]

0.0050.006
0.4

0.5

0.6

0.7

y [m]

0.0050.006
0.4

0.45

0.5

0.55

0.6

y [m]

W-M3-Lu30

W-M3-lprb

W-M3-mprb

W-M3-hprb

Figure 5.45.: Boundary layer development within 1mm from the wall, taken at the centerline
and sampled at x=20, 40, 60, 80mm. Con�guration without �lm cooling

upwards compared to Fig. 5.38, but the development across the chamber axis is almost
identical. The lprb shows a pressure distribution similar to Lu30. The heat loads of the
new mechanisms deliver almost identical results for this con�guration at 20 bar. Across
the whole chamber, hprb and mprb provide almost matching results. Overall, the Lu30
chemistry seems to approximate better the wall heat �ux, while the remaining chemical
mechanisms predict in general higher thermal loads. This is however not surprising. The
�amelet structure reported in Fig. 3.8 shows higher temperatures for reduced chemistry
mechanisms in the fuel-rich zone, corresponding to the condition found in this combustion
chamber of unburned CH4 con�ned at the walls. There, the presence of endothermic fuel
splitting reactions contributes to reduce the heat release, thus the wall heat �ux, of Lu30.
A detailed insight of the thermal boundary layer developing at wall within the �rst millime-
ter can provide more information about the three mechanisms. The con�guration without
�lm cooling is used for this discussion, since the wall heat �ux is equally distributed between
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the four walls (cf. Fig. 5.42). The pro�les shown in Fig. 5.45 were sampled at the upper
wall along the centreline, where most of the heat release is located. The �rst row shows the
temperature boundary layer. All reduced chemistries predict higher temperatures compared
to Lu30, which results in the higher heat �ux prediction observed before. The hprb seems
to predict higher temperatures in section x=20mm, as con�rmed by the lower values of
mixture fraction f (cf. third row). The mixture fraction values show that primarily CH4 is
found close to the wall at x=20mm (f ≈ 0.8), later on shifting to a fuel-rich mixture of hot
gases to 0.7-0.6. In particularly, from x=80mm, the gradient of f at wall becomes stronger
(from 0.6 to 0.4 within 1mm), indicating the presence of combustion products closer to the
wall. The stronger divergence of the pro�les at x=20mm can be explained again analysing
the counter�ow di�usion �ame shown in Fig. 3.8. It justi�es why a richer concentration of
fuel for the reduced chemistries is associated with higher temperatures, compared to Lu30.
The velocity boundary layer does not seem to be strongly a�ected by the choice of the
chemistry, although a �attened pro�le is predicted by Lu30 at x=20mm.
Overall, the results delivered by the new chemistry mechanisms are satisfactory and the val-
idation for CH4/O2 combustion is considered successful. The choice of the best performing
mechanism between the three candidates is the remaining topic to discuss. During the CFD
simulation, the time spent in the interpolation routine is the determining factor. A quick
test on OpenFOAM reveals that the interpolation time per core reduces by only 6ms when
reducing the number of species from 30 to 19 (using here 392 cores). One could directly use
the Lu30 chemistry to keep the desired accuracy. However, there is a main reason why the
tabulation of reduced chemical schemes is preferable to Lu30. It is linked to the memory
allocation resources when parallelizing the computation. Here the tables have modest di-
mensions: using three table parameters a maximum size of 54MB for the Lu30 chemistry
is reached. However, if more table parameters are required to describe the thermo-chemical
process (pressure, scalar dissipation rate, reaction progress variable, . . . ) its size can easily
grow by an order of magnitude. For instance, adding 6 grid points for a fourth table param-
eter would increase the storage size to about 300MB. Increasing the number of grid points
in the table or applying a grid re�nement has the same e�ect. Under such circumstances,
it could be necessary to store a reduced chemistry mechanism to prevent memory over�ow,
when the table is copied to each core at the beginning of the simulation. The most limiting
factor becomes the computational time required by the generation of the �amelets in the
pre-processing step. The left hand side of Fig. 3.1 shows that the best performance is given
by hprb, which is therefore the preferred choice for this con�guration.

5.3.4. IDDES compared to WMLES

One last topic left to discuss is the comparison with WMLES. The main objection to the
use of IDDES is its strong grid dependency, which is also a common problem of WMLES
[166]. When preferring WMLES however, numerous modelling of the near-wall boundary
layer exists and not all of them are suitable to predict the wall heat �uxes in case of strong
temperature gradients [46].
Let us consider con�guration W-M3-Lu30 as reference case for this comparison, thus the
half-length computational domain without �lm cooling and the NA-�amelets based on the
Lu30 chemistry. Mesh M4 is used for the WMLES, featuring a mean y+ =33 at the walls.
According to Fig. 2.5, this means that the �rst computational cell at wall is located (in
average) at the lower boundary of the log-layer. Two di�erent wall functions are compared.
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One is the standard law from Spalding [275], leading to con�guration W-M4-Lu30-WMS,
the other one is the coupled temperature/velocity wall function of Cabrit [46], leading to
con�guration W-M4-Lu30-WMC. Both implementations were introduced in Section 2.4.
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Figure 5.46.: Axial pressure and wall heat �ux distribution. Comparison between IDDES
and WMLES solvers on meshes M3 and M4 without �lm cooling

Fig. 5.46 shows again the pressure and wall heat �ux distribution for the three simulations.
Small di�erences can be seen on the axial pressure: at the faceplate, lower values are
observed for WM. The recirculation zone is anticipated compared to IDDES, and the values
towards the end of the domain are slightly higher than IDDES. Only the �rst experimental
point is signi�cantly overpredicted by all simulations. No di�erence is observed between
WMC and WMS. The same behaviour was observed by Zips et al [333], where IDDES
and WMLES simulations were compared on mesh M2, using however a frozen �amelet
database.
More room of discussion is o�ered by q̇w. The conventional way of calculating the wall
heat �ux throughout this work is to interpolate the �eld (λ+λsgs)∇T at the wall patches.
The OpenFOAM calculations of this work use the alphatWallFunction to calculate �rst
the thermal di�usivity αsgs=

νsgsρ
Prsgs

, from which λsgs=αsgs cp is retrieved. The turbulent
Prandtl number Prsgs is equal to 0.7. In W-M3-Lu30 and in all IDDES-based simulations
the wall heat �ux is approximately equal to λ∇T , since the wall re�nement with y+ ∼1
guarantees that λsgs tends to zero. There could be of course a minimal in�uence from
the RANS equation active at wall (SA), which provides the νsgs for the boundary layer.
However, in W-M4-Lu30-WMS and W-M4-Lu30-WMC, it is y+ ∼ 33 so that the term λsgs
is not negligible. The �rst observation for the q̇w of Fig. 5.46 is that WMLES show a
lower heat �ux across the domain compared to the IDDES, except from the peak of W-
M4-Lu30-WMC at the recirculation zone. Overall, W-M4-Lu30-WMS (using the Spalding
law) represents better the distribution from x> 75mm. The W-M4-Lu3-WMC instead (the
Cabrit law) delivers results similar to the IDDES in the second half of the chamber. The
reason for this di�erence can be understood by recalling Section 2.4, where it was explained
that the νsgs used to calculate λsgs is evaluated di�erently by the two wall functions.
For the purpose of this paragraph one can see that the standard Spalding law of the wall
without the temperature coupling can deliver results in the same order of accuracy of the
IDDES solver.
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Computational time

This �nal paragraph aims to compare the CPU times of the IDDES and WMLES solvers.
Because the IDDES and WMLES are run on two di�erent meshes (M3 and M4 respectively),
the comparison of the CPU time is performed on two parallelized con�gurations, both
allocating about 37000 volume cells per core. Each simulation is then run over 500 time
steps of ∆t = 3 · 10−8 s, in order to get an average of the share time required by the
table interpolation, the near-wall turbulence correction and to solve the remaining transport
equations. A second average of these values is then performed over three runs, in order to
account for �uctuations of the network performances. Fig. 5.47 summarizes the results.

IDDES

49

WMS

23

WMC

28

1

16

83

IDDES

3
2

95

WMS

2
20

78

WMC

Table interpolation

Turbulence

Remaining equations

1

Figure 5.47.: Coloured pie chart: computational time (in %) required by IDDES, WMS and
WMC for a single ∆t (100% is the sum of the three solvers). Remaining charts:
interpolation and turbulence share (in %) required by each solver

The coloured pie chart shows a relative comparison of the time required to advance the
simulation of 3·10−8 s, for the IDDES (blue), WMLES with Spalding function (WMS in
orange) and WMLES with Cabrit function (WMC in yellow). The sum of the three times
is normalized to 100% and each share is provided in the chart. The WMS is at least two
times faster than IDDES. WMC is slower than WMS due to the iteration of Eq.(2.44), but
still outperforms IDDES. An insight on the single solvers is provided by the gray pie charts.
Within IDDES, 1% of ∆t is spent to retrieve the thermo-chemical states from the table
interpolation, 16% is spent to resolve the Spalart-Allmaras Eq. (2.47) and correcting the
νsgs, the remaining 83% is used for the transport equations. In WMS only 3% and 2% are
spent respectively for table interpolation and the evaluation of the Spalding law of the wall.
Here the evaluation of the near-wall turbulence costs less than the interpolation call. In
WMC the share required by the evaluation of the Cabrit wall of the law increases to 20%,
with 2% required by the table interpolation. A common reference time is identi�ed from
the table interpolation routine, since the Lu30 chemistry was used for all simulations, and
it is about 53ms for all simulations.
Two important observations emerge from this analysis. First, the use of tabulated chemistry
limits the evaluation of the chemistry to only less than 2% of the computation, despite the
near-wall treatment used. The latter becomes therefore the limiting factor: IDDES seems
to require higher computational power then WMLES because an additional equation (the
SA equation) must be solved in the domain, although its value is only required at the near-
wall. According to this investigation, the WMS solver with NA-�amelet chemistry could
be su�cient for a satisfactory prediction of the wall heat �uxes. Nonetheless, it should be
reminded that the same near-wall treatment implemented in another software rather than
OpenFOAM could lead to di�erent results.



106 Chapter 5. Results

5.4. Near−wall secondary reactions of CH4

A �nal, more challenging con�guration featuring autoignition is investigated in this para-
graph. This serves to con�rm the previous observations derived for TCI and tabulated
chemistry. Here the base investigation relies on the FR-noTCI setup. The comparison with
tabulated chemistry (REDIM-ESF and NA-Flamelets-β-PDF) is also discussed.

Dalshad et al [68] investigated secondary reactions in proximity of cooled walls using an
e�usion cooling jet con�guration. In a novel test bench, the oxygen-rich hot cross�ow is
provided by a gas generator [67], whereas the injected gas is either CH4, H2 or C3H8. The
fuel can be injected at di�erent momentum ratios through 5 nozzles of diameter 0.4mm,
at an angle of 30◦ to the cross�ow direction. After the reactants mix, chemical activity
is observed within the test section. Because the reaction zone is located near the wall,
this segment is cooled using a water manifold. An experimental con�guration allowing for a
stable reaction zone is chosen for the CFD validation, in order to identify where autoignition
triggers. Pure CH4 is chosen as injected fuel, with a momentum ratio of I= 10 based on a
mean jet velocity of Ūc=85m/s and a bulk cross�ow velocity Uh=25m/s 4. The higher
the momentum I, the higher is the penetration depth of the jet into the main �ow and
the more stabilized appears the secondary combustion zone [68]. The hot gas composition
was determined using 0D-reactor models available in Cantera [67] and it is summarized in
Appendix B. Together with the autoignition length, the estimation of the wall heat �ux is
a key requirement for the CFD simulation. Experimental data for q̇w are provided by a
solution of the inverse heat transfer problem, based on 11 thermocouple readings available
at the cooled wall [66]. OH chemiluminescence and OH-PLIF were used at the test bench
to locate the autoignition length.

5.4.1. Numerical setup

Two middle re�ned meshes were generated in order to investigate the e�ects of the chemical
mechanism, the injector/injector interaction and temperature variation at the oxidizer inlet.
Being x−y−z the streamwise, spanwise and the wall normal directions, the computational
domain has dimensions 82×5×20 mm3 and 0.98·106 (0.98M) volume cells including one
injector, and dimensions 165×15×20 mm3 with 2.1M cells including three injectors. These
meshes are labelled respectively as M1 and M2. The upper wall is treated as symmetry
plane. The spanwise patches are treated as periodic boundary conditions. For both meshes,
the maximum y+ detected at wall is about 5.3, with an average value of 1.1. The LES
is therefore well resolved. A maximum cell size of ∆ ≈ 0.61mm is found at the top wall
close to the outlet in M2, while it is con�ned below 0.3mm where the �ame is located.
Similar values are retrieved from M1. In both domains, the CH4 injection holes are located
about 4mm downstream the hot �ow inlet. Uniform scalar values are applied at the CH4

and hot inlets, taken from a precursor pipe LES. Arti�cial turbulence is applied at the hot
inlet in one con�guration, using the digital �lters method [131]. The wall temperature is
interpolated from the experimental values, obtained from the thermocouples' readings.
The momentum and pressure equations are coupled with a PISO loop. The time integration
scheme is an implicit Euler �rst order, while a vanLeer second order is used for the scalar
di�usion terms. A second order unbounded Gauss linear scheme is used for the velocity

4I is de�ned as
ρcU

2
c

ρhU
2
h
, where c are the injected gas and h the hot gas properties
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instead, due to its low numerical viscosity. The time step is adjusted at runtime to provide
a CFL of 0.6. The LES averaged �elds are calculated over 5 �ow-through times. Table 5.12
summarizes the investigated numerical setups.

Table 5.12.: Investigated con�gurations, TCH4 =570K

Case Mesh-Chemistry-Injectors Th [K] Turbulent Inlet

C1 M1-Lu30-1 1500, 1550, 1600, 1620 -
C2 M2-Lu19-3 1500, 1550, 1600, 1620 -
C3 M1-Lu30-1 1620 Digital �lters [131]
C4 M2-Lu19-3 1620 Digital �lters [131]
C5 M1-REDIM-1 1600 -
C6 M2-NA-3 1430 Digital �lters [131]

C1-C2 are based on �nite rate chemistry computations without TCI modelling on the sub-
grid, using the mechanisms Lu30 and Lu19. In a �rst step, the autoignition length is
investigated without the e�ect of a turbulent inlet. Four di�erent Th are investigated in the
CFD, since the experimental data revealed a rather inhomogeneous temperature distribution
at the hot exhaust gases coming from the burner. A peak value of 1620K was reconstructed
from the experiment, while the thermocouples located at the inlet perimeter report read-
ings localized around 1500-1600K [68]. The coolant inlet is assigned a mean temperature of
570K. This evaluation derived from a previous LES of the CH4 injector nozzle, considering
the heating of the fuel from the tank (ambient temperature) to the injection plate. C3
and C4 correspond to con�gurations C1 and C2 with Th=1620K and arti�cial turbulence
at inlet. C5 uses the newly developed ESF-REDIM solver, with a 2D-REDIM database
featuring {YN2, YCO2+0.5YH2O} as progress variables. C6 exploits the NA-�amelet solver
instead. The value Th=1430K was originally included in the investigation, however, no
ignition was observed within the M1-M2 domains using �nite rate chemistry. This case is
however retained for the �amelet simulation, because it shows a fully ignited �ame where
instead no ignition shall be expected.

5.4.2. Autoignition length

The location of the autoignition kernel or the lifted �ame tip strongly depends on the tem-
perature of the hot reactants. A temperature increase also increases the rate of reaction,
promoting the fast chemistry process. The lifted �ame of this test case establishes because
the reaction/di�usion process within the ignition kernel balances the convective force, which
would otherwise transport the kernel outside the domain. By further increasing the tem-
perature, the �ame anchoring point would shift further upstream until an attached �ame is
reached.
This e�ect is �rst investigated without a turbulent BC at the hot �ow inlet. The left column
of Fig. 5.48 reports an axial cut at the central plane of con�gurations C1-C2, coloured by the
mean temperature �eld. The top half represents C1, the bottom half C2, unless otherwise
stated. The lifted �ame can be clearly recognized in the sequence, its tip moving upstream
by increasing the oxidizer temperature. It is also interesting to notice the presence of a dou-
ble �ame branch appearing for higher inlet temperatures: the upper �ame derives from the
mixing and reaction of CH4 with the hot �ow, while the bottom �ame is located where the
CH4-enriched mixture reacts with the oxidizer stream, the latter cooled down by the wall.
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Figure 5.48.: Th=1500, 1550, 1600, 1620K [28]. Left column: axial cut of T̃ for con�gu-

rations C1-C4. Right column: line-of-sight integration of C̃H2O and ÕH for
con�gurations C2, C4

If arti�cial turbulence is provided at the hot inlet (con�gurations C3 and C4 on the bottom
row), the �ame tips shifts upstream of about 6mm, with a stronger e�ect in C4 featuring
the three injection nozzles. Although we see an e�ect of enhanced mixing created by the
turbulent content, the autoignition point does not signi�cantly move within the domain. In
this con�guration, the e�ect of chemistry appears to be stronger than turbulence. This is
mainly due to the high momentum ratio (I= 10) featuring an increased jet penetration into
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the cross�ow.

This �ame structure was also observed from the post-processing images of the OH-PLIF
acquisition, shown on the left side of Fig. 5.49 for a generic time t i. An average over 300
snapshots provides the average �ame position instead, as shown on the right side. OH-PLIF
data acquisition and post-processing is reported in detail by Dalshad et al [68].
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Figure 5.49.: Left: snapshot from OH-PLIF acquisition at time t i. Right: average over 300
images [28]

To quantify the autoignition length in the CFD, one can integrate the OH concentrations
over the line of sight. Since the meshes have a di�erent depth, the OH �eld is sampled
over 100 slices in direction y for C1 and 300 slices for C2. The integration of the obtained
images is performed with a Python processing tool and normalized between 0 and 1. The
same process is applied to the radical CH2O for a further comparison of the CFD results
only. The �nal images are shown on the right column of Fig. 5.48.
Compared to an axial cut through the CFD domain, the OH integration allows to detect the
�ame throughout its depth, as shown by the gray region between the two �ame branches.
This region also locates the pool of radicals building prior autoignition, identi�ed by species
CH2O in the numerical simulations. It is clear to see in each image that the radical pool
always initiates before the OH trace, where the temperature is still close to the fuel core
temperature. The di�erence between the starting locations of the CH2O and OH zones
reduces by increasing Th. This is because the chemistry is more reactive at higher temper-
atures, leading to a shortened induction zone. The integrated CH2O detects the presence
of the double �ame, but also shows chemical activity at wall due to FWI.

Table 5.13.: Autoignition lengths of Fig. 5.50

L3%OH [mm] L10%CH2O [mm]

Thot [K] C1 C2 C3 C4 C1 C2 C3 C4

1500 - 73.7 - - - 54.5 - -
1550 53.7 51.6 - - 40.3 40.5 - -
1600 36.3 34.1 - - 28.7 27.8 - -
1620 31.8 30.1 29.4 28.3 25.4 24.7 23.6 23.4

There are several criteria to determine the autoignition length in a CFD simulation,
whose investigation on a 2D domain is left to Appendix A.1.3. Hereby two de�nitions are
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Figure 5.50.: z -integration of the OH and CH2O pixel distributions from the black-white
images of Fig. 5.48 [28]

chosen: an increase of 10% of CH2O in the radical pool and an increase of 3% of OH. Only
the latter can be compared with the experimental data. Before applying the criterion, the
species distribution should be further integrated along the z -direction. Hereby the same
method used by Dalshad et al [67] is used for consistency: the pixel intensities from the
black/white images of Fig. 5.48 are added together along the z -axis, providing an unique
distribution along x. The integrated quantities are labelled

∫
Y dz in Fig. 5.50 and shown

in red for C1 and in black for C2. On the left column the OH criterion is applied (L3%OH),
on the right column the CH2O one (L10%CH2O). The correspondent autoignition points are
marked by the symbols and reported in Table 5.13 in mm. When using CH2O to detect
autoignition, Lig is shifted upstream compared to the OH criterion, the di�erence decreasing
by increasing Th. Looking at the table columns L10%CH2O, a minimal di�erence is predicted
between C1-C2, the di�erence becoming stronger when using L3%OH . When a turbulent
content is provided at inlet, the ignition length is reduced by about 2mm in the respective
con�gurations (thus, from C1 to C3 and from C2 to C4). The integrated OH retrieved
from the experimental image (Fig. 5.49 on the right) is shown by the cyan curve, giving
an autoignition length of Lig =40.8mm. According to the table, the CFD simulations at
Th=1600K better match this value based on the OH criterion.
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5.4.3. Wall heat �ux

The position of the thermocouples at the wall is shown by the black dots on the bottom
right of Fig. 5.51, together with the computational domains of C1 and C2 (in gray). The
fuel injectors are reported for completeness. The reconstructed q̇w from COMSOL [66] is
interpolated at the wall patches of C1 and C2, in order to integrate on the same grid. An
integration of the experimental and numerical q̇w along the y-axis is necessary indeed. The
integration is performed over 100 (200) equally distributed axial points x i for mesh C1 (C2),
between location x1 =5.1mm and x2 =82.3 (164.5)mm. Note that x1 is selected after the
CH4 injection slot. Fig. 5.51 summarizes the results for C1 (top left) and C2 (top right).
The experimental curve shows a rather constant heat �ux, with a peak achieved between
60 and 70mm downstream. The peak detects the zone where ignition has triggered and
combustion occurs at the wall proximity. The CFD simulations report smoother local peaks,
whose location depends on the temperature of the hot gas.
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Figure 5.51.: Wall heat �ux predictions for con�gurations C1-C2 [28]

The bottom left plot shows the thermal boundary layer developing at the center line,
sampled 0.5, 1, 2 and 3 mm from the wall, for case C1 at Th=1620K. The temperature
evolution from 0.5 to 3mm shows where the fuel core is located at the point of temperature
drop. Right after the injector, a peak in wall heat �ux is detected. This is e�ect however
is not seen by the experimental data, because no thermocouple readings is available for
x< 25mm. As fuel and oxidizer mix, the e�ect of the cold �ow at near the wall becomes
evident and the q̇w sinks. The temperature pro�les detect the presence of the �ame, with a
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steep increase located at x=40mm starting from z> 1mm from the wall. This corresponds
to a local maximum in q̇w. The minor local peaks are clearly identi�ed for Th=1500K and
1550K in the second half of the domain (cfr. C2). For Th=1600K and 1620K instead the
peaks are damped out. Overall, the inlet temperature that better approximates the wall
heat �ux is Th=1620K.
The comparison of the wall heat �uxes for this experiment shows a double validation.
Because the CFD simulations provide values close to the reconstructed q̇w, the method
of Dalshad [66] as well as the FR-noTCI combustion model could both be validated.

5.4.4. Flame structure

A qualitative observation of the �ame position in Fig. 5.48 shows that in C2 the �ame is al-
ways shifted upstream a couple of centimetres compared to C1 (see for example Th=1620K).
This is also con�rmed by the retrieved values of L3%OH . Three factors can in�uence this
behaviour: the chemical mechanisms, the meshing and/or the interaction between jets.
The numerical BCs generate only minor turbulence in the chosen con�guration and chem-
istry appears to be the driving mechanisms for autoignition. However, a 0D-reactor analysis
shows that the Lu19 chemistry can correctly represent the autoignition times of Lu30 (cf.
Fig. 7 in [30] based on the Sandia BC). As a consequence, the injector/injector interaction
as well as the di�erent meshing could be responsible for the slightly di�erent ignition in
C2. A cut section through the jet cores at z= 6mm is shown for Th=1550K in Fig. 5.52
and qualitatively con�rms this observation. While the length of the central jet remains
approximately the same when moving to the 3 injector con�guration, a di�erent core length
is observed for the external jets. Overall the fuel jets seem to complete mixing with the
cross�ow earlier in the domain for the 3-injectors con�guration.
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Figure 5.52.: Axial cut across the CH4 jets at z= 6mm for con�gurations C1 and C2 with
Th=1550K [28]

A better insight into the jet expansion for C1 is provided in Fig. 5.53, for sections x=8, 28,
38, 48 and 58mm. Similar observations apply to con�guration C2. The temperature scale
is the same as Fig. 5.48. For convenience, the case at Th=1620K is shown. The scatter
data provided in Fig. 5.54 are helpful to follow the discussion.
At x=8mm the thermal boundary layer at the wall is visible, mainly due to the hot gas
cooled by the wall. Between point B and C, endothermic fuel-splitting reactions take place,
where CH4 is consumed into C2Hx radicals (cf. Q̇ in Fig. 5.54). Further downstream at
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x=28mm, the mixing between the jet and the cross �ow has not yet completed (B-C). The
production of CH2O, the indicator of the radical pool prior ignition, increases between A
and B. At x=38mm an ignited �ame is seen between the fuel-rich core and the cross�ow
(B-C). CH2O continues to form around the fuel-rich core, while OH is more localized at the
hot spots (D) below the core (z≈ 2mm). At x=48mm two burning solutions are visible:
the lower branch between the cooled cross�ow gases and the fuel-rich core (A-B) and the
upper branch between the fuel-rich core and the hot cross�ow (B-C). This explains where
the double �ame tip originates. At x=58mm the temperature of the core further increases
and the two �ame branches become more visible at the cross-section, until they collapse
into a single �ame once full mixing is reached further downstream (not shown).
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Figure 5.53.: C1: Mean T̃ �eld for Th=1620K at sections x=8, 28, 38, 48, 58 mm

Additional information on the compositional space is obtained by the scatter data of Fig. 5.54.
The chemical heat release Q̇, the radicals OH, CH2O and the temperature are reported for
comparison and plotted against the mixture fraction f. In the temperature scatter plots
the locations A-B-C identify the two �ame branches discussed before. In x=8mm minor
chemical activity is taking place: the production of CH2O at the sides of the fuel-rich core
at f =0.4 (position B) together with CH4-split reactions at the interface with the cross�ow
(position C). In A, the hot cross�ow is cooled down by the wall. The scatter plots also show
a minimal concentration of OH in the cross�ow: this is a residual of the previous combustion
inside the burner and does not indicate any ignition inside the investigated domain yet. At
x=28mm a perfect mixing line is visible from the T scatter data between B and C, with
a maximum fuel-rich composition of f =0.1. The fuel jet expands further upwards in the
domain (z≈ 5mm) and an entrainment of hot oxidizer is forced between the fuel-rich jet
and the cold gases at wall. This entrainment is marked as D in Fig. 5.53. In D, the radical
pool is forming and it is characterized by a stronger production of CH2O while the tem-
perature remains almost constant and close to the cross�ow temperature. The reason for
this entrainment is the presence of vortical structures in the fuel jet. This phenomenon is
illustrated for clarity in Fig. 5.55, where the slices normal to the cross�ow show the temper-
ature �eld, while the two counter-rotating jets are coloured by the transversal velocity Ũy,
to highlight the directions of rotation. It is clear to see that the vortical motions transport
hot gases from the top to the bottom of the jets, creating the recirculation zone in D.
At x=38mm two ignited pro�les are visible for T: one reaching higher temperatures and
localized close to the entrainment D, the other localized between B and C. The value of
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Figure 5.54.: C1: Scatter data for heat release Q̇, temperature and radicals OH, CH2O at
sections x=8, 28, 38, 48, 58 and 68mm. OH and CH2O plots coloured by
temperature to localize the wall
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Figure 5.55.: Counter-rotating vortex structure of the cold jet [28]

YCH2O,max is localized at the sides of the fuel-rich core, while YOH,max occurs in zone D,
right after the CH2O reaction ring has completed. This explains the shift of the two peaks
seen in the f space, the �rst one located at f CH2O,max∼ 0.023 (gray line), the second one
at f OH,max∼ 0.015 (cyan line). Moving to x=48mm the two stable �ames are visible both
in the temperature and in the OH scatter clouds. The cross�ow entrainment in D is not yet
closed beneath the jet core, leading to a heat up of the colder fuel-rich states as seen in the
temperature plot between B and C. One important thing to notice is that both OH peaks
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moved to the right at f =0.023, which is approximately the location where the tempera-
ture peaks of both branches are located. This con�guration is therefore characterized by
f st=0.023. The YCH2O,max has shifted rightwards to f =0.039 (green line). A secondary
CH2O peak is located close to the wall (f approaching 0) moving from B to A: intermediate
species like CH2, CH3O and H2O2 are detected at the wall proximity. This situation is
rather uncommon near cooled walls, since the enthalpy losses would promote recombination
reactions instead of endothermic reactions. This could mean that a secondary radical pool
starts to build at this location, but the induction time is not reached due to the cooled
wall which reduces the rate of reactions. The recirculation zone in D slowly vanishes when
moving to locations x=58-68mm leading to the two fully burned pro�les corresponding to
counter�ow di�usion �ame solutions.

5.4.5. Tabulated chemistry

Simulation C5 based on REDIM tabulated chemistry was selected to assess if the REDIM
is capable of capturing the autoignition phenomenon. A quantitative comparison with
the experiment is not presented hereby. In fact, the investigated REDIM should include
enthalpy losses to account for the cooled walls. Because the tabulated chemistry is not
subjected to FWI, the location of autoignition point is also shifted upstream compared to
the experiment.
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Figure 5.56.: Simulation C5 from Table 5.12 using REDIM

Fig. 5.56 shows an axial cut of the �rst 33mm downstream the hot inlet, for the �elds
CH2O, OH, T and PV normalized on their maximum value. When looking at T, one can
see that the thermal boundary layer at the cooled wall is missing, for the reason explained
before. A maximum of 1976K is seen from x=15mm. The OH trace also shows a peak
in correspondence of the maximum T, while the CH2O peak is located 2mm upstream at
x=13mm (white dashed line). This means that the REDIM could correctly describe the
generation of the radical pool prior to the autoignition point, as already observed in Fig. 5.48
for the �nite rate chemistry. When looking at CH2O and OH, a burning solution is detected
on the bottom side of the core jet, typical of a �amelet database (all mixed is burned). A
more accurate choice of PV could improve the predictions on this region, as well as the
inclusion of multiple χ tables in proximity of the fuel inlet nozzles.
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Figure 5.57.: Simulation C6 from Table 5.12 using NA �amelets

Setup C6 of Table 5.12 aims to show that although the non-adiabatic �amelet method de-
scribed in Section 3.5.2 can account for enthalpy losses, it is not suitable to predict the �ame
autoignition length. This is expected from the �amelet theory [221], where the chemistry
time scales are assumed faster than the �ow time scales. The assumption does not hold
when a pool of reactants is forming, during the autoignition process. Fig. 5.57 shows several
cuts coloured by the instantaneous T̃ for C6. An attached �ame is observed directly after
the fuel nozzles: below the nozzle due to FWI, above the nozzle due to the instantaneous
mixing of the reactants. About 37mm downstream, the fuel jets have almost completely
mixed and reacted with the hot �ow and a turbulent burning �ame exists in the domain.
This is likely due to the β-PDF model, since the �nite rate simulations without TCI (C3,
C4) do not report such a turbulent �ow. Moreover, no burning solution was observed in
the same domain for Th=1430K, when using �nite rate chemistry. To correctly model the
autoignition problem, the NA-Flamelets-β-PDF model should at least include a reaction
progress variable as additional parameter to track the radical pool.

Although both databases could provide a reduced computational cost, they need to be
extended to include at least one additional table parameter, before they can be capable to
correctly predict this test case. As a consequence, �nite rate chemistry simulations remained
the preferred option for the �rst investigation of this case.



6. Conclusions

This work investigated several combustion models for LES of CH4/air and CH4/O2 �ames.
The main target was reducing the computational cost, while maintaining a good accuracy
compared to the available experimental data. All implementations and validations were
performed using the software OpenFOAM. A wide spectrum of challenges was encountered
in the modelling.

The solution of the sti� system of equations deriving from a detailed chemistry mechanism
was avoided by means of tabulated chemistry tables. In particular, approaches based on low
dimensional manifolds (ILDM and REDIM) and the �amelet theory (FPV, non-adiabatic
�amelets) were considered. Because the sub-grid scales are �ltered out by the LES approach,
the importance of TCI was also investigated. Two transported PDF methods were selected
for comparison on �nite rate and tabulated chemistry computations: the Eulerian approach
based on the stochastic �elds and the MMC model representing a Lagrangian particle ap-
proach. Absence of TCI modelling (no-TCI) was also considered as a valid alternative to
the expensive computations featuring a transported PDF. The reference test cases used for
the investigation of the manifold-based tabulated chemistry and the TCI were the Sandia
�ames D to F featuring partially-premixed homogeneous inlets.
Strong ignition/re-ignition e�ects expected for Sandia �ame F could not be improved

by the �nite rate ESF model. The micro-mixing contribution of the ESF equations was
minimal compared to the stochastic term. As a matter of fact, a laminar chemistry com-
putation (no-TCI) provided good results already, with a computational speed-up of factor
4.63 compared to a standard ESF solver with 8 �elds. The necessary criterion to neglect
the ESF model was identi�ed in the LES grid requirement proposed by Pope, provided that
the simulation does not involve strongly under-resolved premixed �ames as they typically
occur in the simulation of high-pressure combustion.
Another method to speed-up the computation was coupling the ESF with tabulated chem-

istry. A preliminary comparison based on ILDM, FPV and REDIM databases identi�ed the
REDIM as the best candidate to describe the thermo-chemical states. ILDM lacked in
representing the di�usion process, the FPV the extinction/re-ignition events. While a 2D-
REDIM based on a constant parametrization matrix was su�cient to describe �ames D and
E, a third variable was required for �ame F. A signi�cant improvement in the predictions of
H2 and CO was observed when including di�erential di�usion in the REDIM. A 2D-REDIM
with di�erential di�usion provided better results than a 3D-REDIM with simpli�ed trans-
port, when simulating �ame F. The ESF-REDIM solver based on 8 �elds was found to be
about 30% faster than a laminar �ame computation (no-TCI), the gap increasing by reduc-
ing the number of transported �elds.
Although the ESF-REDIM solver improved the predictions of �nite rate chemistry ESF,

too much extinction was foreseen upstream. A �nite rate simulation of �ames D-E based
on MMC instead of ESF showed an excellent match with the experimental means and �uc-
tuations, due to the more accurate mixing model. The MMC computation was found to
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be about 15% faster than the laminar case (no-TCI), outperforming ESF in both accuracy
and speed-up. A MMC-REDIM solver was implemented for comparison with ESF-REDIM,
obtaining a good agreement between the results. The bottleneck of both MMC solvers
however was not identi�ed in the chemistry module, but with the particle module and the
density feedback, so that the use of tabulated chemistry was not particularly advantageous
in this con�guration.
The partially premixed �ame FJ200-5GP-Lr75-57 featuring inhomogeneous inlets was re-
tained for �nal validation of the ESF-REDIM solver, as it is more challenging. A 2D-REDIM
could already represent the �ame with a good agreement to the experimental data and pre-
vious �nite rate ESF simulations. However, the scatter plots were quite di�erent from the
experiment for small x/D, thus in the premixed region.

The second part of the investigation was focused on the wall heat �ux prediction and the
correct modelling of FWI. The single-injector combustion chamber with gaseous CH4/O2

propellants at moderate pressure developed at TUM was selected as validation case for non-
adiabatic �amelet databases. TCI was based on a presumed β-PDF here. Wall treatment
in LES was investigated in terms of hybrid LES/RANS (i.e. IDDES) and wall-modelled
LES.
Non-adiabatic �amelet databases could correctly predict the wall heat �uxes, provided

that the enthalpy losses in the �amelets were based on a physical process (like the perme-
able wall assumption). Although known to have a strong dependence on the wall-parallel
grid, the IDDES model provided good predictions on all investigated meshes. Because
of the higher sub-scale turbulent content provided by IDDES on coarser meshes, higher
�uctuations in mixture fraction were seen to cause an overprediction of the wall heat �ux
downstream in the chamber.
The investigation of the same chamber with �lm cooling con�rmed the validity of the

IDDES/non-adiabatic �amelet solver. Overall, the wall heat �ux slightly increased com-
pared to the previous con�guration, due to the �ame pushing closer to the lateral walls.
The cooling e�ciency reduced already to 25% within the �rst quarter of the chamber. Three
new reduced chemical mechanisms (hprb, mprb, lprb), targeted for methane combustion at
moderate pressure, could be validated on this test case. Based on the CPU time required
by a �nite rate chemistry computation and the accuracy delivered, hprb was identi�ed as
best candidate for such applications.
A comparison of IDDES with wall-modelled LES showed that a conventional law of the

wall (from Spalding in this work) was su�cient to correctly capture the wall heat �uxes,
at a reduced computational cost compared to IDDES, although for y+> 4 the assumption
of q̇ ≈ λ(T1 − Tw) is not correct. The coupled velocity/temperature law of Cabrit, imple-
mented in OpenFOAM, provided similar results.

A �nal con�guration featuring autoignition of CH4 in a hot cross�ow of combustion
products was investigated, with secondary reactions occurring close to a cooled wall. The
dependency of the autoignition length on the hot �ow inlet temperature was investigated
without turbulent content, using laminar chemistry. The ignition points were compared
with the available experimental data based on OH-PLIF, showing a good agreement for
higher inlet temperatures. Ignition based on the radical CH2O instead occurred earlier in
the domain. The choice of the chemical mechanism did not in�uence the autoignition length,
the midstream turbulence and the injector/injector interaction showed a minor in�uence.
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The wall heat �ux was qualitatively captured by all simulations, but not the peak caused
by secondary reactions. Using the non-adiabatic �amelet database for this case resulted in a
wrong prediction of the �ame structure, immediately igniting after the fuel inlet. Addition-
ally, too much turbulence was predicted by the β-PDF. Using a REDIM database instead
did not allow to estimate the wall heat �ux, because the manifold did not include enthalpy
losses. However, the REDIM showed potential to predict autoignition delays.

Summary: The computational cost of �nite rate calculations could be saved by neglect-
ing the TCI model for the investigated non-premixed, partially-premixed and autoignition
�ame con�gurations, provided that the computational grid satis�ed the LES requirements.
When using TCI, the REDIM reduced chemistry was capable to signi�cantly reduce the
computational cost and to correctly predict strong extinction/re-ignition events in non-
premixed �ames, if di�erential di�usion and/or a third reaction progress variable was added
to the table. A 2D-REDIM table was already su�cient to describe the global behaviour
of partially-premixed regimes and �ames subjected to low and moderate extinction de-
grees with satisfactory accuracy. Although the REDIM did not account for FWI in this
work, it showed potential to capture autoignition delays. On the contrary, non-adiabatic
�amelet databases showed satisfactory wall heat �ux predictions, but could not predict
non-equilibrium phenomena like autoignition.

6.1. Outlook

The potential for major improvements has been identi�ed while summarizing the results,
which justi�es the need for future investigations:

� The validation of laminar chemistry (no-TCI) for LES should be extended to more
complex �ames and to the premixed regime, to generalize this assumption. The identi-
�cation of a more detailed criterion rather than the one based on the LES mesh would
be advantageous. Alternatively to no-TCI, it shall be further investigated if the use
of the MMC model is advantageous also for more complex �ames and mechanisms. In
both cases, one could seek to further optimize the chemistry integration using accel-
erated chemistry routines. The range of applicability of the ESF-REDIM and MMC-
REDIM solvers should be also extended to more complex �ames and chemistries.

� Several improvements are suggested for the REDIM tabulated chemistry:

� Although computationally cheap, the use of a constant parametrization matrix
C to project the o�-manifold thermochemical states onto the REDIM surface
showed some de�ciencies when coupled with MMC. A more accurate projection
strategy shall be investigated for REDIM, following the work of Yu et al [323] for
RANS-TPDF, although the disadvantage of increasing the computational cost
is tangible.

� In wall-free �ame con�gurations subjected to strong extinction regimes, a 4-
dimensional REDIM including a second reaction progress variable (PV) shall be
investigated, to improve the predictions of species CO.

� It would be advantageous to extend the REDIM theory to describe �ame SWQ
and HOQ for non-premixed con�gurations, following the work initiated by Stras-
sacker et al [284] for premixed regimes. The validation should cover not only
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atmospheric conditions, but also moderate pressures. This would allow a direct
comparison with the non-adiabatic �amelet approach used in this work for the
single-injector CH4/O2 combustion chamber.

� Together with the inclusion of enthalpy losses, autoignition modelling shall be
further validated for REDIM. This would allow to extend the REDIM capability
of predicting autoignition phenomena and the wall heat loads in con�gurations
featuring secondary reactions near the wall.

� Further models for wall-bounded LES applications like the single-injector CH4/O2

combustion chamber shall be investigated. For example, the approach of local em-
bedded grids to solve the boundary layer via RANS, proposed by Kawai and Larsson
[145], showed very good results in the modi�ed formulation of Muto et al [207, 205],
when applied to sub-scale rocket combustion chambers with H2/O2 and CH4/O2.

� The test case of Dalshad et al [68] featuring secondary reactions was validated here
only for CH4 as a fuel and for a moderate momentum ratio. The CFD investigation
should be extended to cover the range of momentum ratios provided by the experiment,
to further validate the implemented numerical models. Moreover, the experiment also
provides data for injection of H2 and C3H8 (propane). The more complex chemistry
of propane would surely challenge the models developed for this work.
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A.1. Preliminary assessment on 2D �ame con�gurations

In a preliminary step, 2D con�gurations are investigated �rst for ILDM, REDIM and
�amelet-based tables using the setups of Table A.1. A third con�guration is investigated
for the autoignition problem of Dalshad [68] using �nite rate chemistry. In particularly, the
following questions are addressed:

1. Interesting for this work is the performance of ILDM for non-premixed regimes. How
well does a 3D-ILDM perform in a laminar di�usion �ame calculation, compared to a
�amelet method?

2. When introducing the REDIM in Section 3.4 it was stated that this manifold is less
dependent on the choice of the progress variable in laminar regimes [282], compared to
a FPV manifold. How is this di�erence visible when computing a 2D-bunsen �ame?

3. The literature shows numerous criteria to locate the autoignition length in CFD sim-
ulations. How do such criteria behave in a 2D simulation representative of the au-
toignition problem of Dalshad's experiment? Which one shall be considered for the
turbulent case?

Table A.1.: 2D-�ame con�gurations

Con�guration Table Parameters Grid Size [MB]

Laminar di�usion �ame Flamelet χst, f
′′2, f 8x10x202a 4.4

ILDM CO2, H2O, f 90x90x170b 476

Bunsen �ame FPV PVn, f
′′2, f 501x10x501a 594.8

ILDM CO2, H2O, f 50x50x150b 133.5
REDIM PV 100a 0.6

a uniform equidistant grid
b non-uniform grid with expansion ratio δr = {0.8, 0.8, 1.08}

A.1.1. ILDM for non-premixed laminar di�usion �ames

A preliminary evaluation of the ILDM database is performed for a laminar di�usion �ame
parallel to an adiabatic wall and compared to a classical �amelet approach. The same
geometry presented in [31] for CH4/O2 �ames is used. A CH4 in�ow at 300K enters the
domain parallel to an adiabatic wall and a hot air in�ow at 1800K (see left side of Fig.A.1).
Such boundary conditions are similar to the ones encountered in the Sandia �ames [10]
and in the experiment of Dalshad [68]. The Smooke mechanism was used in the �nite rate
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simulation and to generate the manifolds. The ILDM generated in this work requires a
re�nement around f st, resulting in a non-uniform interpolation grid [82]. This results in
a higher storage size and a slower interpolation call at run-time, compared to the �amelet
database [29] (cf. Table A.1). In the framework of this investigation, it was attempted to
replace the ILDM table interpolation routine with a trained Deep Neural Network (DNN),
which showed about 98% reduced memory footprint (cfr.[116] for a comparison DNN/FPV
tables). In the CPU-based implementation for OpenFOAM however, the use of DNNs did
not lead to a reduction of the computational time, due to the complex neural networks
required to describe the chemistry database [295, 34].
Fig. A.1 shows the temperature �eld for the ILDM calculation on the left, the white line
localizing the stoichiometric mixture. The evolution of the major species at wall are reported
on the right. Both �amelets and ILDM underpredict H2O and CO2 across the domain
compared to the �nite rate simulation. The steepness of the CO production strongly depends
on the database assumption, with both �amelet and ILDM diverging from the �nite rate
solution. The ILDM presents a spike in the CO pro�le at x=0.05m. This is associated with
the discontinuity in the low temperature domain discussed for Fig. 3.4. The ILDM however
performs fairly well for non-premixed con�gurations, compared to the previous investigation
on free �ames and 2D-Bunsen �ames [29].
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Figure A.1.: CH4/air di�usion �ame parallel to an adiabatic wall. Left: T �eld for ILDM
computation. Right: Major species composition at wall for Finite Rate,
Flamelet and ILDM computations

A.1.2. REDIM sensitivity to PV

The �ame length and �ame speed of premixed �ame con�gurations calculated with ILDM
or �amelet databases are seen to vary strongly in the literature, depending on the choice of
the progress variable (cfr. [111]). CH4/air 2D-Bunsen �ames at φ=0.8, Tu=400K were
investigated using the REDIM tabulation to extend the comparison. Although the REDIM
was generated from the full GRI-3.0 mechanisms, only the 16 species from Smooke are
retrieved, for a comparison with ILDM and FPV. The second block of Table A.1 summarizes
the manifold topologies. The CFD domain is taken from a previous work [29]. Fig.A.2
summarizes the results. A �nite rate chemistry simulation with unity Lewis numbers serves
as reference case and it is reported on the bottom half of Fig. A.2a-A.2f. Fig.A.2a shows
that the ILDM cannot represent the �ame thickness correctly, the �ame being at least 1mm
shorter than the reference case. This means that the fuel is consumed faster, thus the laminar
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Figure A.2.: CH4/air 2D-Bunsen �ames at φ=0.8, Tu=400K. Comparison between �nite
rate chemistry, FPV, REDIM and ILDM with di�erent progress variables
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�ame speed is higher. Literature works report that the laminar �ame speed can be correctly
recovered if an extra reactive progress variable is included into the ILDM. In the view of a
3D turbulent test case, increasing the table dimensions is de�nitely a disadvantage in terms
of memory footprint and computational time. Fig.A.2b-A.2c show the same �ame calculated
with two FPV tables, using respectively PV=φCO2+0.5φH2O (suggested by Yu and Maas
[324]) and PV=φCO2+φCO+φH2O. The �ame height estimation de�nitely improves because
the manifold was built for a reaction-di�usion space, but it is still underestimated. The
REDIM calculations presented in Fig.A.2d-A.2f show instead a perfect match in �ame height
with the reference case, when using PV=φCO2 and PV=φCO2+0.5φH2O. Interestingly,
only the use of PV=φCO2+φCO+φH2O generates a shorter �ame, as previously observed
for FPV, meaning that φCO2+φCO+φH2O might not correctly describe the slow chemistry
space. The REDIM and FPV are �nally compared in Fig.A.2g-A.2h. One can �nally state
that the REDIM is not strongly in�uenced by the choice of the progress variable like the FPV
is, but de�nitely the use of φCO2+0.5φH2O would lead to a better prediction of the �ame
structure. A second interesting observation is that in all tabulated chemistry simulations
the �ame curvature is stronger at the inlet tip, being anchored at the inner inlet wall instead
of at the posttip as shown by the reference case.

A.1.3. Autoignition delay

A �rst numerical test to evaluate several autoignition criteria was run on a 2D domain with
a laminar solver (no TCI) and the Lu13 chemistry. The computational mesh is shown in Fig.
A.3, coloured by the temperature �eld, with a contraction factor of 0.5 applied along the x
axis for the sake of clarity. Pure CH4 at 373.15K is injected through a 0.6mm slot parallel
to an isothermal wall at 800K. The fuel interacts with the wall on one side and with the
hot-gas co-�ow on the other, having inlet temperature of 1611K. The hot gas composition
corresponds to YO2 =0.0844287, YOH =0.000139473, YH2O =0.0790079, YCO2 =0.0972894
and YN2 =0.739134. The in�ow velocities are respectively 110m/s for CH4 and 25m/s for
the hot gases. The maximum �ame temperature is located in the region of x=100m, as
shown in the plot.
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Figure A.3.: Autoignition test case: 2D computational mesh with temperature contour

In order to qualitatively estimate the autoignition length of the �ame, the �elds of interest
were �rst averaged. Fig.A.4 shows six possible criteria to visually assess the autoignition
length, which are respectively:

1. max ||∇(ỸCH2O)||, where CH2O represents the radical pool. This was seen to give a
similar result to a 10% increase in ỸCH2O

2. 3-10% increase of heat of reaction q̇
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Figure A.4.: Qualitative evaluation of the autoignition length based on 6 criteria

3. 1.01% temperature increase based on the oxidizer inlet �ow (therefore from 1611 to
1627.11K)

4. 3-10% increase of progress variable Yc=YCO2+YCO+YCH2O, starting from the value
at the oxidizer inlet

5. 3% increase of ỸOH

6. mean autoignition length estimated at ỸOH,max

Except from the location determined by 10%Yc,ox and OHmax, the autoignition length
seems to be located within 25mm and 50mm downstream. The location can be estimated
more accurately if one integrates the �elds over the y axis. Selected values of Lign are listed
in Table A.2. The selected mean �elds were sampled on 250 point along the axis x, at N
locations between y =0 and y =30mm. The number of axial samples N was varied as 5,
10, 20 and 40, to ensure convergence of the integration routine. For each axial point x i, the
selected CFD �eld was integrated over the N points along the y axis using the Simpson rule.
At least 20 sample lines were found necessary to guarantee convergence. The �nal results
are shown in Fig.A.5. The top left plot shows the integrated Yc and the autoignition length
(in red) evaluated at 10% of the interval between the local minimum and the maximum (in
gray). The progress variable drops close to the injector since fresh methane is injected and
Yc=0 where CH4 =1. Between the fuel and the oxidizer jet, the radical pool is activated,
consuming CO2 and H2O in favour of CH2O and CO (top right plot). It is easy to apply
the autoignition criteria for CH2O, since the pro�le increases monotonously until the peak
is reached (middle left). The criteria for OH was applied from the local minimum (middle
right). The bottom plots show the criterion on q̇ and the wall heat �ux prediction at wall for
this con�guration. From the plots one can infer that the determination of the autoignition
length from the YCH2O or the q̇ pro�les is easier, since they are monotonous where the
autoignition is expected and they lead to a similar prediction. The OH criterion is chosen
for the 3D con�guration to be compared with the experimental data of Dalshad, where OH-
PLIF images are available. The criterion on CH2O is additionally selected for a qualitative
comparison.
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Table A.2.: Estimated autoignition lengths

Criteria Lign [mm]
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∫
Yc,max 54.5
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∫
YCH2O,max 23
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Figure A.5.: Axial distribution of mean �elds, integrated over 20 lines in y



B. Appendix B

B.1. Investigated chemistry-TCI con�gurations

A complete list of the chemistry databases investigated in this work and their TCI coupling is
summarized in Table B.1, together with the boundary conditions dictated by the experiment.

Table B.1.: Chemistry databases with correspondent boundary conditions and TCI models
for the investigated test cases

Case Fuel Oxidizer Stoichiometry TCI Model

Sandia D-F [10] YCH4 = 0.156 YO2 = 0.2329 fst=0.351 FPV-β-PDF
1bar YO2 = 0.1965 YN2 = 0.7575 ILDM-ESF

YN2 = 0.6468 T = 291K REDIM-ESF
T = 294K REDIM-MMC

FR-noTCI

Lr57-75 [11] YCH4 = 0.139 YO2 = 0.2330 fst=0.055 REDIM-ESF
1bar YO2 = 0.2 YN2 = 0.7674

YN2 = 0.66 T = 300K
T = 300K

Secondary YCH4 = 1 YO2 = 0.0842 fst=0.023 NA-Flamelets-β-PDF
near-wall T = 570K YN2 = 0.7401 REDIM-ESF
reactions [68] YH2O = 0.0789 FR-noTCI
1 bar YCO2 = 0.0966

T = 1620K

Single-injector YCH4 = 1 YO2 = 1 fst=0.2 NA-Flamelets-β-PDF
CC 20 bar [113] T = 269K T = 278K
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C. Appendix C

C.1. OpenFOAM code

The software OpenFOAM was used for the CFD simulations of this work. It is based on a
�nite volume cell-centred discretization of the computational domain and stores the topology
of meshes in an unstructured manner. A detailed overview of mesh connectivity, domain
and equation discretization, as well as the implicit solvers for the resolution of the linear
system of equations can be found for example in the book of Moukalled et al [199]. The
OpenFOAM code is based on C++ and it is open access, allowing a �exible implementation
of custom-based libraries and classes.
Throughout this work, the libraries were implemented in or imported to OpenFOAM v.6 1

in a package named ESFredimFoam-6. The mmcFoam-5.0 libraries are based on version 5.x
(see [97]).

C.2. Pressure-based solvers

The methodology for solving the compressible �ow equations is brie�y discussed in this
paragraph. The generic transport equation for the scalar �eld φ

∂φ

∂t
+∇ · (uφ) = ∇ · (Dφ∇φ) +Qφ− C (C.1)

contains in sequence the unsteady, convection, di�usion, source and sink terms, which are
integrated over the cell volume Vc (and over time, due to the unsteady term). After dis-
cretization, one obtains an algebraic equation for each cell element, centred at the centroid
C

aCφC +
∑

Cnb

aFφF = bC (C.2)

where the aC and aF are the coe�cients at the element centre and at the neighbours' centres
(F ), while bC contains the explicit terms. The global matrix assembled from all algebraic
equations is sparse and contains the necessary information for each element (located on
the diagonal), as well its mesh connectivity (neighbours located on the upper and lower
diagonals). Eq. (C.1) written for the computational domain becomes a linear system Aφ =
b which is solved using iterative methods, since we are dealing with time dependent problems
(consult [199] for a detailed overview of the OpenFOAM iterative solvers).
In compressible �ows, the e�ect of pressure on the �ow �eld is dual: it a�ects the density
through the equation of state (Eq.(2.6)) and the velocity through the pressure gradient in
the momentum equation (Eq.(2.29)). A pressure-based algorithm is used hereby because
the applications of interest are limited to the sub-sonic regime (low Mach numbers). The

1https://openfoam.org/version/6/
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libraries exploit a Pressure-Implicit Split-Operator (PISO) algorithm [132]. Further details
on this algorithm can be found again in [199]. The PISO algorithm is used for transient
problems and couples the equations for momentum and mass conservation, starting at each
time step by solving the momentum equation (momentumPredictor in the OpenFOAM
language). Among di�erent settings, one can decide how many times the pressure equation
and the momentum corrector are solved at each step (nCorrectors in Table C.1), if repeated
solutions of the pressure equation are necessary for the correction of the non-orthogonal
terms (nNonOrthogonalCorrectors usually activated for strongly non-orthogonal meshes),
and how many times the entire system of equations shall be solved for each time step
(nOuterCorrectors). In PISO it is nOuterCorrectors=1.

Table C.1.: Pressure-based solvers settings

Settings mmcFoam-5.0 ESFredimFoam-6

nOuterCorrectors 1 1
nCorrectors 1-3 3-5
nNonOrthogonalCorrectors 1 0
ThermoType hePsiThermo heRhoThermo

Chemistry integrator ODE-seulex canteraChemistry [334]

The ESF and MMC solvers show two di�erences in the thermodynamic and chemistry
classes. The mmcFoam library was derived from the OpenFOAM hePsiThermo class us-
ing enthalpy and compressibility for the model calculation, while ESFredimFoam is based
on heRhoThermo using enthalpy and density instead. The use of hePsiThermo against
heRhoThermo is bene�cial for non-ideal gas behaviours, because it includes already the com-
pressibility factor Z from which ρ is calculated. However, when limited to the applications
of this work, both classes provide a similar behaviour because the ideal gas assumption
holds (compressible equations, but at low Mach). The second di�erence is given by the
ODE solver used for �nite rate chemistry computations. In mmcFoam it is the standard
OpenFOAM seulex integrator, while ESFredimFoam exploits the Cantera chemistry rou-
tine implemented by Zirwes et al [334].
Additionally, the low-Mach number algorithm of Lessani and Papalexandris [169] for variable
density �ows was implemented in the ESF solvers for the investigation of the Sandia �ames.
Under atmospheric conditions, the hydrodynamic pressure pd is the only contribution en-
tering the momentum equation, the thermodynamic pressure p is used in the Equation of
State (EOS) and the term ∂p/∂t in Eq. (2.29) is removed.

C.3. Library ESFredimFoam−6
This library contains the low Mach pressure-based solver for laminar chemistry (no-TCI
model) and ESF [118], which were adapted from a previous OpenFOAM version (4.1).
The reader can refer to the work of Breda at al [35] for the schematic of the ESF solver
based on �nite rate chemistry. More interesting is the discussion of the new routine for
ESF-REDIM.
Fig. C.1 and C.2 help to understand the code structure. A new class named
eulerianCombustionModel was derived from the OpenFOAM standard class
rhoThermoCombustion. On this level all stochastic �elds are initialized for the progress
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eulerianCombustionModel

ESFildmModel ESFredim3dModel

getIndexChi()

correctLocalMixture(field)

correctLocalTransport(field)

correct()

correctMixture()

correctCalculatedTransport()

correctf()

correctFields()

Interpolation functions
lowerBound(...)

values(...)

interp2D(...)

getIndex(...)

Solvers:

ESFredim3dFoam

ESFildmFoam

Figure C.1.: Class hierarchy and solver calls for ESFredimFoam-6

variables provided as input. Moreover, this class allows the use of another reduced
chemistry database, the ILDM. Two classes are derived from eulerianCombustionModel,
namely ESFildmModel and ESFredim3dModel. The former is blended out in gray because
it is not the primarily focus of this work. This split is necessary, since the interpolation
routine di�ers from ILDM to REDIM.

Compute Ñ2, P̃ V , T̃

Correct thermo

Nn
2 , PV

n

Lookup ω̇n
PV

Nn
2 , PV

n, χ̃

CFD CODE

REDIM
DATABASE

Python

Momentum ui

Transport: f̃

Compute f̃ ′′2, χ̃

Compute τsgs
and dWn

j terms

Transport ESF: Nn
2 , PV

n

Table lookup

Tn

REDIM: (Ñ2, P̃ V , χ̃) → Ỹk

˜̇ωPV

Figure C.2.: Low Mach pressure-based OpenFOAM algorithm for ESF-REDIM chemistry
developed in this work

The transport equations for the ESF were directly implemented on the solver level
(ESFredim3dFoam in blue), so that the combustion model ESFredim3dModel is only ac-
cessed by the solver to perform table interpolation and to update the scalar �elds, via the
three 'correct' functions marked in blue. The steps listed under the orange labelled box
(CFD CODE) in Fig. C.2 occur at the solver level. At each time step the momentum equa-
tion is �rst calculated, followed by the N f stochastic equations for the REDIM progress
variables N2 and PV. Three additional quantities are calculated in case a 3D-REDIM is
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used: the mixture fraction is transported, its variance is calculated algebraically and the
scalar dissipation rate is updated using the de�nition of Domingo et al [73]. The variables
or functions involved in case of a 3D-REDIM database are marked in red in the �gure. The
function getIndexChi() determines which is the 2D-REDIM table in the database closer to
the local χ̃ calculated on the computational cell (remember that χ is the third table variable
in the 3D-REDIM). In case of a 2D-REDIM, there is only a single-χ table and this call is
obsolete.
The calculation of the local mixture properties for the n-th ESF equation as well as

the interpolation of the chemical source terms ω̇nk occurs in ESFredim3dModel via the
correctLocalMixture(field) call, before the ESF equation is solved for the current time
step. After the new (Nn2 , PV

n, χ) are obtained, the call correct() retrieves the tempera-
ture of each �eld n, entering the REDIM DATABASE marked in the blue box of Fig. C.2.
Fig. C.1 shows the functions used for the bi-linear interpolation, under the label Interpola-
tion functions. Finally, the correctMixture() calculates the �rst moments Ñ2, P̃ V and T̃ ,
retrieves the Ỹk from the table and updates the mixture thermodynamic properties. The
computation is then advanced to the next time step.

C.4. Library mmcFoam−5.0
A detailed description of the mmcFoam-5.x library package can be found in the pa-
per of Galindo et al [97], which should de�nitely be consulted in order to understand
the extension applied in this work. The code of interest is the mmcFoam solver for
sparse Lagrangian LES, for the simulation of the Sandia �ames. In this case, the
templates loaded to de�ne the derived class for the Pope particles follow the sequence
Reacting ← Mixing ← Thermo ← Advection ← particle where the templates Reacting
and Thermo contain some changes compared to the original code. Moreover, an additional
reacting sub-model is created to deal with the tabulated chemistry. Instead of using the
�nite rate chemistry model (finiteRateParticleChemistry), the tabulated chemistry of
REDIM is treated in tabulatedParticleChemistry.
Fig. C.3 shows the new algorithm. Di�erently from the ESF solver, there is a coupling
between the Eulerian solver (orange box) and the Lagrangian solver (green box) used for
the particles. The Eulerian solver is left unaltered: a PISO loop is applied on the pressure-
momentum equation, the reference variable f̃ is transported and the density coupling is
applied. Here the equivalent species H2, O2, OH, H2O, CH4, CO, CO2, C2H2 and C2H4 as
well as the equivalent speci�c enthalpy h̃Es are transported, to guarantee mass consistency
between the particles and the computational cell. Details about the density feedback can be
found in [58]. The quantities ũi, f̃ , Deff (the sum of molecular and turbulent di�usion), ρ̄
and p̄ are interpolated from their values at the cell centres to the particles. With these values
the Lagrangian solver is entered. New particles are inserted into the domain and are moved
in space (within the Advection template), using the interpolated values obtained from the
Eulerian solver. After controlling the number of particles in the domain, the mixing model
mmcCurl is applied (Mixing template). Details related to the choice of the particle pairs are
found again in [58].
The blue box shows how the new reacting sub-model treats the reaction term on each
particle, based on the REDIM chemistry. Mixing and reaction are applied consequently,
using a fractional step. In theory, only the progress variables (N2 and CO2 here) require the
evaluation of the reaction term. The NOx chemistry was not included in the tables because
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Correct heq,p

Figure C.3.: Pressure-based solver algorithm for MMC-REDIM tabulated chemistry [33].
Code extension for mmcFoam-5.0

not the scope of this work, so that only mixing is applied to N2. However the code can be
generalized to include source terms for N2 when NOx chemistry is involved in the database.
The reaction part for COp2 is obtained from the integrated ω̇CO2 over the time step tCFD.
One can either use the CFD time step directly for the integration, or the minimum time
step available from the REDIM integration (5·10−7 s) or an approximated integration based
on the ratio tCFD/5 · 10−7. Once mixing and reaction have been applied to each particle,
the values of Ypk and Tp are retrieved from the interpolation routine. The particle enthalpy
hp is then calculated from Tp in the template Reacting (yellow box), contrarily to the �nite
rate implementation where Tp is calculated from hp. The enthalpy correction for radiation
is disabled in the Thermo template (red box), as it would require the REDIM to account
for enthalpy losses. Finally, the particle equivalent enthalpy hE,ps required for the density
feedback in the Eulerian solver is updated from Tp.

C.5. NA-�amelet solver

The tabulated chemistry solver based on the non-adiabatic �amelets and used for the wall
heat �ux predictions of the single-injector combustion chambers was largely discussed in
previous works (Frank [93], Müller [200] and Zips [330]). Because the previous routine was
based on OpenFOAM v.4.1, it has been ported to v.6 in this work. Only a schematic of
the NA-�amelet solver is shown in Fig. C.4, where the table parameters are (f̃ , f̃ ′′2, h̃n).
The discussion goes similarly to the ESF-REDIM solver, with the di�erence that the PDF
distribution is assigned a-priori, with the �ltered scalars corrected in a pre-processing step
and stored in the table.
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Figure C.4.: Pressure-based solver algorithm for non-adiabatic �amelets based on previous
libraries [93, 200, 330]
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