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a b s t r a c t 

In this numerical study an optimized trench film cooling design is determined using a Bayesian algorithm 

and neural network trained RANS model. Three objective functions were considered, the area-averaged 

film cooling efficiency, spatial standard deviation of film cooling efficiency and hot gas ingestion into the 

trench. Nine geometrical design parameters were varied to allow for a 3D trench shape and to find an 

optimal trench design based on the initial parametrization of the trench. Jet-engine like inflow boundary 

conditions with respect to turbulence intensity and length scales were applied. The investigated mo- 

mentum ratios ( I) were 1 and 8 at a main flow Reynolds number ( Re D ) of 2500. For each design the 

steady state Reynolds Averaged Navier-Stokes (RANS) equations were solved using the commercial Com- 

putational Fluid Dynamics (CFD) code Ansys Fluent V2022 R1. The turbulence model coefficients of the 

generalized k − ω (GEKO) model were tuned to approximate the time-averaged 3D temperature field 

from a predictive Large Eddy Simulation (LES) and trained by a neural network to improve the prediction 

capability. The tuned GEKO model shows improved agreement with experimental data of a literature case 

compared to the standard GEKO model. With this tuned RANS model optimized trench designs are found 

and validated by additional LES’s. The optimized designs include angled side walls to improve former 

trench designs, particularly in mitigating hot gas entrainment into the trench, which could be omitted 

almost entirely. 

© 2023 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

The combustion process in gas turbines leads to high temper- 

tures in the combustor and high pressure turbine which requires 

he application of film cooling techniques. Advances in film cool- 

ng would lead to lower maintenance costs for both combustor 

nd turbine components. This is achieved by a reduced amount 

f coolant air in the turbine which increases the thermodynamic 

ycle efficiency. Various methods, such as internal convective cool- 

ng, external film cooling, and Thermal Barrier Coating (TBC), have 

een utilized to improve the cooling performance. This paper deals 

ith external film cooling designs embedded in a TBC layer. Until 

oday, mostly cylindrical and fan-shaped holes are used to create 

he coolant film [1,2] . A TBC-embedded trench can improve film 

ooling efficiency [3,4] and is visualized in Fig. 1 . 

However, as discussed and shown by [5–8] hot gas may be en- 

rained into the trench leading to local heating at the metal wall 

hich is not protected by the TBC. Furthermore, an early mix- 
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ng of hot and cooling gas reduces the film cooling efficiency on 

he downstream wall, which has to be avoided. In the past, the 

ain focus of studies on film cooling was to increase the adi- 

batic film cooling efficiency. Most numerical and experimental 

tudies, including the trench design, focused on the investigation of 

he effect of one parameter variation like trench depth [9] , width 

10] , pitch [11] , trench shape (wave shaped [12] , surface trenches 

13] ), trench outlet configuration (edge either sharp, beveled or fil- 

eted) [14] , cylindrical or fan-shaped holes embedded in a trench 

11] and trenches with compound angle holes [15] . Schreivogel 

t al. [16] performed a study to optimize the trench design further 

ith respect to overall film cooling efficiency and standard devia- 

ion of the film cooling efficiency. They evaluated 42 trench designs 

ith RANS simulations based on a Design Of Experiments (DOE). 

ubsequently, a meta model was created from this small data base 

o further optimize the design with a genetic algorithm. All trench 

esigns featured a 2D contour because possible additive manufac- 

uring methods were not considered. 

Other optimization studies were conducted without trenches. 

s part of a parametric optimization the forward and lateral ex- 

ansion angles of fan-shaped holes were varied. The test matrix 
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Fig. 1. Schematics of film cooling designs. 
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Nomenclature 

Roman Symbols 

BF Blending function of the GEKO model 

C Free coefficient of the GEKO model 

D Film cooling hole diameter 

dV cell volume 

DR Density ratio 

I Momentum ratio 

J Observation J

k Turbulent kinetic energy 

P Design parameter 

q Flow solution 

Re Reynolds number 

r Fillet radius 

T Temperature 

T u Turbulence intensity 

u, w Axial and wall normal velocity component 

V Velocity magnitude 

x, y, z Cartesian coordinates 

Greek Symbols 

δ Boundary layer thickness 

�• Difference of parameter e.g. η
ε Dissipation rate of turbulent kinetic energy 

ηT η at the trench wall 

� Turbulence length scale 

ρ Density of the fluid 

σ Standard deviation of η
ω Specific dissipation rate 

Subscripts 

aw Adiabatic wall 

c Cold gas 

i Index 

NW Near wall 

Mix Free shear mixing 

Max Maximum 

Sep Separation 

T Trench wall 

∞ Free-stream 

Abbreviations 

AMG Algebraic Multigrid 

CFD Computational Fluid Dynamics 

DOE Design Of Experiments 

GEKO Generalized k − ω
LES Large Eddy Simulation 

Param Design Parameter 

RANS Reynolds Averaged Navier-Stokes 

RSM response surface model 

SBES Stress-Blended Eddy Simulation 

ST Schreivogel Trench 

SIMPLEC Consistent Semi-Implicit Method for Pressure 

Linked Equations 

TT Transverse Trench 

UBC Upper Confidence Bound 

WALE Wall-Adapting Local Eddy-Viscosity 

onsisted of 53 designs for 5 velocity ratios (265 simulations). 

ANS solutions were generated to test each design [17] . Round to 

lot holes were optimized in [18] with three design parameters. 

o construct a surrogate model a radial basis function neural net- 

ork was applied to 25 CFD-evaluated designs. Subsequently, the 

ptimal design point was searched for by a genetic algorithm as 
2

ell. In another study, cylindrical film cooling holes were parame- 

erized to change the shape from circular or elliptical to V-shaped 

oles based on discrete design parameter points. By applying the 

ethod of moving asymptotes, V-shaped holes with increased film 

ooling efficiency were found to be optimal [19] . Furthermore, an 

djoint optimization was applied to improve the design of the fan- 

haped hole [20] . No design parametrization had to be performed. 

n the adjoint approach the wall near the fan-shaped hole was ad- 

usted in a way to improve the film cooling efficiency. Smooth vor- 

ex generators or ramps resulted upstream of the holes which were 

xpected to be manufacturable by additive manufacturing. 

In all studies the realizable k − ε model with enhanced wall 

reatment was used. The authors were of the opinion that the 

odel may not predict the correct absolute value but at least the 

rend. To improve the accuracy of the CFD approach, LES solu- 

ions were generated to optimize fan-shaped holes [21] . A Bayesian 

lobal optimization was performed based on a design of experi- 

ents resulting in 40 designs which were evaluated with LES. Nine 

ore LES runs during the optimization were performed. The LES 

ere performed on relatively coarse meshes (6 million elements) 

o reduce computational time. 

The goal of this work was to improve the current trench de- 

igns with respect to three parameters. The aims were low hot gas 

ngestion (1) and superior film cooling efficiency (2) as well as ho- 

ogeneous coolant distribution at the wall (3). For each of these 

argets a Bayesian optimization was performed. Thus, one novelty 

nd focus in this current study includes advanced 3D film cool- 

ng trench designs with angled side walls, which may need to be 

anufactured additively [22,23] . In addition, former studies were 

onducted at low turbulence main flow conditions (0-6%) instead 

f high turbulence conditions which are to be expected in gas 

urbines [24] . Hence, turbulence intensities of around 20% with a 

ength scale of up to 3.5 film cooling hole diameters were provided 

t the domain inlet during the design optimization process in the 

urrent study. The second novelty and emphasis in the study in- 

olve the utilization of a neural network-trained RANS turbulence 

odel to enhance the accuracy of the film cooling prediction com- 

ared to the realizable k − ε model. For this an adjoint optimiza- 

ion to tune the GEKO model coefficients with respect to a high- 

delity LES solution was utilized. To the knowledge of the authors 

his was first time that this approach was used for film cooling 

imulations. 

This article is structured as follows: First the approach to opti- 

ize the film cooling design is elucidated. This section includes the 

hoice of optimizer algorithm, how the trench CAD model was pa- 

ameterized and the CFD settings. The CFD section deals with the 

uning of the GEKO model and its validation with LES and with 

xperimental results of a low turbulence test case. Subsequently, 

he RANS and LES results of the trench design optimization at high 

urbulence boundary conditions are presented which are compared 
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Fig. 2. Overview of the optimization procedure. 
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ith results using a classic transverse trench and a former opti- 

ized trench design. 

. Design optimization 

An overview of the design optimization procedure is given in 

ig. 2 . First, the shape of the trench is specified by parameterizing 

t. Next, the optimizer, here a parallelized Bayesian optimization al- 

orithm, decides which designs are evaluated in this generation of 

esigns. For each generation 20 designs were evaluated in paral- 

el. Evaluating a design means performing a CFD simulation (CAD 

odel creation and meshing, simulation and postprocessing). Each 

esign was simulated for two momentum ratios. Subsequently, the 

ata of interest for each CFD simulation is collected and fed back 

nto the optimizer algorithm. 

The objective functions to be optimized are three output pa- 

ameters of the CFD simulations. The area-averaged film cooling ef- 

ciency of the trench walls (bottom and sides, ηT ) and of the wall 

ownstream of the trench ( η) as well as the standard deviation of 

he film cooling efficiency of the downstream wall σ . The surface 

f interest for the downstream wall is shown in Fig. 6 . The film

ooling efficiency at the trench walls proved to be proportional to 

he hot gas mass flux entrained by the trench. The film cooling ef- 

ciency can be expressed as 

(x, y ) = 

T h − T aw (x, y ) 

T h − T c 
(1) 

here T is the static temperature of the hot gas ( h ), coolant ( c)

nd at the adiabatic wall ( aw ). The objective parameters for the 

ptimization were then defined as: 

= 

∑ 

ηi (x, y ) · dA i 
A 

(2) 

T = 

∑ 

ηT,i (x, y ) · dA T,i 

A T 
(3) 

= 

√ ∑ 

(
ηi (x, y ) −

∑ 

ηi (x,y ) 
N 

)
2 

N 

(4) 

n which dA are the surface elements (index: i ) of the downstream 

r trench wall. The optimizer was searching for the minimum of 

ach function by changing 9 trench design parameters. Therefore, 

- η and 1- ηT were used as optimizer parameter. This way all out- 

ut values should reach a value as low as possible. The idea was 
3 
o create a trench with low hot gas ingestion and improved lateral 

oolant distribution and high film cooling efficiency compared to 

ther trench designs. In the following subsections each step of the 

ptimization procedure is described in more detail. 

.1. Bayesian optimizer algorithm 

To find the optimal film cooling trench design a computational 

udget equivalent to about 200 times 20 simultaneous CFD simu- 

ations was available. Therefore, CFD simulations were set up au- 

omatically based on 9 design parameters. To make the best out 

f the available computation time, an optimization algorithm was 

eeded to choose future design parameters, also called hyperpa- 

ameters, wisely. Evaluating the objective function for the trench 

esign means generating a number of CFD solutions and comput- 

ng a statistic from it. The objective function does not have an an- 

lytical form. Derivatives can only be approximated. 

.1.1. Requirements 

Thus, the optimization algorithm has the following require- 

ents: 

1. search the hyperparameters space efficiently. It is satisfactory to 

find a near-optimal solution instead of the global minimum. 

2. deal with a non-smooth optimization problem. If an invalid 

CAD design was created, a high value for the objective func- 

tion will be reported (where a low value is optimal). Divergence 

during the CFD runs did not occur. 

3. handle local minima in a way that the algorithm does not get 

stuck in them but instead continues to search elsewhere. This 

makes the optimization problem global. 

4. run multiple simulations in parallel. 

5. hyperparameters are constrained by upper and lower bounds. 

The ’no free lunch theorem’ [25] states that no optimization al- 

orithm is better than another across all possible problems. That 

eans prior to testing, it is unknown which optimization algo- 

ithm will perform best for a specific problem. Based on our re- 

uirements, some algorithms could immediately be disregarded: 

ulti-start algorithms need many evaluations and may not meet 

oint 1. Any gradient-based algorithm may fail with point 2. Any 

ocal optimization algorithm does not meet point 3. Almost any 

lgorithm can be implemented in some way to allow for point 

 and 5. Thus, five algorithms (Grid Search and Random Search, 

elder-Mead simplex method [26] , DIRECT [27] , Genetic Algorithm 

28] and the Bayesian optimization) were considered. All fulfill 

oint 2 to 5 but not all fulfill point 1. 

The Bayesian optimization algorithm was chosen to optimize 

he design parameters for the film cooling trench because it uses 

he computational budget more efficiently than the other algo- 

ithms under consideration. It solves a secondary optimization 

roblem to choose future design parameters. The Python package 

PyOpt 1.2.6 [29] is an implementation of the Bayesian optimiza- 

ion algorithm and was chosen in this work. Adjustments to the 

ode were necessary to offer interfaces to the in- and outputs of 

he CFD simulations. The following arguments are different from 

PyOpt’s default settings: 

1. domain was used to handle the constraints on the design pa- 

rameters. 

2. evaluator_type = ’thompson_sampling’ was chosen to select the 

different hyperparameters for a batch. 

3. batch_size was used to adjust the batch size, and ini- 

tial_design_numdata was set to the same value. 

To test the optimizer, it was applied to two test functions 

Rosenbrock and Rastrigin). These functions are both non-linear, 

mooth, and non-convex. 
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Fig. 3. Comparison of batch sizes for the 9D Rosenbrock function on the value of 

the objective function. The median and the upper confidence bound (UCB) are plot- 

ted over the generation number. 
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Fig. 4. Comparison of optimal solutions for different number of (design) parameters 

for Rosenbrock and Rastrigin functions. 
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Hence, these functions offered to test local and global optimiza- 

ion qualities of the chosen Bayesian optimizer algorithm. A total of 

68 runs, corresponding to about 1.4 million function evaluations, 

ere performed for the test functions. 

For each run one batch of initial data was generated, and then 

10 generations were computed. One generation corresponds to a 

odel update and then batch size many objective function evalua- 

ions. 

.1.2. Varying the batch size 

To evaluate how well Thompson sampling works, three differ- 

nt batch sizes (1, 5 and 20) were compared for the 9-dimensional 

osenbrock function. A batch size of one means no evaluations 

re performed in parallel and Thompson sampling is not used. A 

ower batch size can outperform a higher batch size by chance de- 

pite being statistically worse. Multiple runs for each batch size 

ere completed and two statistics for each batch size were com- 

uted and are shown in Fig. 3 . The first statistic is the median

hich was chosen because it is less influenced by outliers than 

he arithmetic mean. The 95% upper confidence bound (UCB) is 

stimated with the 95th percentile of all runs of each batch size 

s the second statistic. 95% of all runs are estimated to be bet- 

er (lower) than this bound. Fig. 3 shows that a higher batch size 

eatures a lower median and upper confidence bound at all gen- 

rations than a lower batch size. The advantage is bigger initially 

nd becomes less with increasing number of generations. For a low 

umber of generations, having more function evaluations ensures 

 better performance. The chance of performing better with one 

valuation versus 20 is low. Thus, the performance difference is 

ery pronounced. For a higher number of generations, this advan- 

age becomes smaller which shows the power of the Bayesian al- 

orithm. A lower batch size with a lower number of function eval- 

ations on which the surrogate is based on, still converged towards 

he global optimum. However, its performance was not as consis- 

ent. Assuming a normal distribution for the results, the standard 

eviation at generation 310 of batch size one was about 60% higher 

han for batch size 20. Further, even though the performance dif- 

erence is not as pronounced at generation 310, a higher batch size 

till performed statistically better. 

Already 70 generations with a batch size of 20 (20 designs for 

ne generation) were almost as good as the 310 tested generations 

or both test functions. Since there were three objective functions 

see Eqs. 2, 3 and 4 ) for the film cooling design optimization each
4 
bjective function was evaluated for 71 generations. First, the opti- 

ization for increasing the film cooling efficiency was conducted. 

ubsequently, the film cooling efficiency in the trench (hot gas in- 

estion reduction) and at last the decrease of the standard devi- 

tion of the film cooling efficiency was optimized. For each opti- 

izer restart the previous results were considered for the Bayesian 

odel update. 

.1.3. Varying the number of design parameters 

In this section the impact of the number of design parameters 

n finding an optimum with the Bayesian algorithm is evaluated. 

he number of design parameters was varied from 2 to 9 for the 

wo test functions in Fig. 4 . The translucent surface describes the 

istribution of the final value of the objection function depending 

n the test run. The influence of dimensionality can be seen very 

ell for the Rosenbrock function. For a larger number of design 

arameters, the optimal solution found is farther from the true 

lobal optimum. The local search for the optimum within the flat 

alley becomes harder for higher dimensions. The Rastrigin func- 

ion does show this trend as well, but less so. However, the found 

lobal minimum relative to the global maximum was 1% and 0.01% 

or the Rastrigin and Rosenbrock function in 9 dimensions and for 

ower dimensions it was even better. Thus, it can be concluded that 

he chosen Bayesian algorithm is well suited to get near the global 

ptimum even for 9 dimensions. In the next sections the geome- 

ry and mesh generation as well as the details to the CFD simu- 

ations are given which evaluate the objective functions to find a 

ew trench design. 

.2. Geometrical design parameters of the trench 

The Ansys workbench was used to create the CAD models and 

eshes for the CFD simulations. The Design Modeler was chosen 

o build the CAD model of each trench design by defining variable 

arameters which were changed via workbench journal scripts. 

he design of the trench was varied through 9 parameters which 

re shown in Fig. 5 and described in Table 1 . First, the parameters

re described which give the basic shape of trench in the xy -plane 

for more orientation please refer to Fig. 6 ). Parameter P 2 and P 3 
etermine the width of the trench near the centerline and at the 

uter pitch at the bottom of the trench. The trench can be tilted 

n the downstream direction by parameter P 4 to reduce recircula- 

ion regions in the trench. In addition, the trench depth ( xz-plane) 

s varied with parameter P 5 . The depth of the trenches varies be- 

ween 0 . 5 D and 0 . 75 D . The dimensions are non-dimensionalized

y the diameter of the cylindrical film cooling hole with D = 6 
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Fig. 5. Trench layout and variable geometry parameters. Top: top view ( xy -plane); 

Bottom: Isometric view from the symmetry plane into the trench (close to xz- 

plane). Origin marked by black cross. The red and blue trench contours correspond 

to 2 different possible designs. (For interpretation of the references to colour in this 

figure legend, the reader is referred to the web version of this article.) 

Fig. 6. Computational domain and boundary conditions. Dimensions are non- 

dimensionalized by the hole diameter. 
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Table 1 

Parameter range of the trench-shape specification. 

Param. Coord. Min Max Description 

P 1 x/D 0 1 hole closing length 

P 2 x/D 0.6 0.9 trench width inside 

P 3 x/D 0.6 1.6 trench width outside 

P 4 x/D 1.3 3.3 distance hole center to TE 

P 5 z/D 0.5 0.75 trench depth 

P 6 - 5 ◦ 15 ◦ wedge angle outside LE 

P 7 - 5 ◦ 15 ◦ wedge angle inside LE 

P 8 - 20 ◦ 40 ◦ wedge angle inside TE 

P 9 r/D 0.04 0.25 fillet radius at trench TE 
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G

m. If the trench should be embedded into a thermal barrier coat- 

ng (TBC) it needs to be shallow because of the limited thickness 

ange of the TBC in real engines [30] . Hence, the maximum depth 

as limited to 0.75D which was used in the work of Schreivogel. 

Additive manufacturing could allow for the trench walls to be 

ilted inwards of the trench. This is possible by the parameters P 1 , 

 6 , P 7 and P 8 . The intention with parameters P 1 , P 6 and P 7 is to re-

uce the hot gas entrainment into the trench by tilting the leading 

dge (LE) and trailing edge (TE) of the trench walls. In addition, 

he downstream trench wall can be tilted by parameter P 8 to de- 

ect the coolant to the left and right side of the trench to increase

ateral spreading of the coolant. The parameter P 9 varies the fillet 

adius of the trench trailing edge to improve the coolant attach- 

ent to the downstream wall surface due to the Coanda effect, 

hich increases the film cooling efficiency η as described in [14] . 
5 
he edge perpendicular to the trailing edge (TE) of the trench has a 

xed radius of r/D = 0.16 7 which vanishes towards the hole outlet. 

.3. Computational domain and mesh 

The computational domain is depicted in Fig. 6 and dimensions 

re matching the experimental setup of Schreivogel et al. [16] to be 

ble to validate the RANS and LES simulations. The surface of inter- 

st indicates the wall where η and σ were evaluated. The height 

f the main channel was 10D, which was sufficient to avoid accel- 

ration effects on the main flow velocity after adding the cooling 

lm mass flow. The axial location of the origin of the coordinate 

ystem (symbol + ) was located at the downstream (trailing) edge 

f the film cooling hole. The origin was located in the center of 

he domain at the downstream wall. The inlet and outlet of the 

ain channel were located 5 D upstream and 29 D downstream of 

he origin. The film cooling hole was inclined at an angle ( α) of

0 ◦. The hole length to diameter ratio was fixed to 5.16 6 and the

dge was sharp at the hole inlet to have the same geometrical in- 

ow conditions as in the literature case [16] . However, one should 

ote that Furgeson et al. [31] encountered feature deformation es- 

ecially at the inlet and outlet of the hole when comparing as de- 

igned and as built designs for additively manufactured film cool- 

ng holes. Moreover, it was shown that for fan-shaped holes the 

easured overall effectiveness was reduced with the hole inlet fil- 

et (due to feature deformation) compared to a sharp inlet because 

 fillet decreased inhole convection and jet mixing compared to 

hen the inlet is sharp [32] . 

The Ansys mechanical mesher created the unstructured meshes 

ith tetrahedral cells. The geometry described earlier was only 

reated for half of the domain. First, a mesh for half of the domain 

as created. Second, this mesh was mirrored to create a symmet- 

ic mesh. This has the additional advantage of lower meshing run- 

ime. A preliminary study with the realizable k − ε and standard 

EKO model was conduced which showed that the whole domain 

eeded to be simulated. Additionally, when considering an array 

f three film cooling holes, a similar trend was observed. Simulat- 

ng only half of the domain with a symmetry plane led to different 

esults which is in contrast to the statement of [16] who did CFD 

imulations with half a domain only. The tetrahedral growth rate 

as set to 10%. The final mesh setting featured 25 prism layers 

o resolve the boundary layer ( y + < 1 ) which were created by the

mooth transition algorithm with a transition ratio of 0.5 to pro- 

ide similar cell volumes between the last inflation layer and ad- 

acent tetra cells. Stair stepping was avoided. The typical first cell 

eight in regions of high near wall velocity was of size 1 . 5 e −4 D . 

.4. CFD approach 

This subsection describes the numerical settings for the RANS 

nd LES, the boundary and initial conditions as well as the adjoint 

EKO model tuning and validation. 
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Fig. 7. Contours of the main stream velocity, turbulence intensity and length scale 

upstream of the film coolant injection at x/D = −6 . 
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.4.1. Numerical settings 

The steady state CFD simulations were run with Ansys Fluent. 

ts coupled algorithm solved the pressure based equation system 

ased on the Reynolds-averaged Navier-Stokes (RANS) equations, 

nergy equation and ideal gas equation. The gradients were com- 

uted with the Green-Gauss Node-Based method. The convective 

erms in the density, momentum, turbulent kinetic energy, spe- 

ific dissipation rate and energy equations were discretized with 

he second-order upwind scheme. The continuity equation was 

iscretized with the second-order scheme (central differencing 

cheme). 

The pseudo transient approach with the default values for 

he explicit relaxation factors was employed to reach a con- 

erged state. A preliminary solution with first-order schemes 

as created for 1 through flow (main channel length divided 

y main flow velocity) before switching to the second-order 

chemes. Around 30 through flows of the domain were calcu- 

ated corresponding to 10 0 0 iterations. The pseudo time step 

or the first 400 iterations was set to 1 e −3 s and was re-

uced to 1 e −4 s for the remaining iterations to improve the 

onvergence (Courant number of around 400). In addition, the 

esh was once adapted on the fly to ensure a resolved vis- 

ous sub-layer ( y + ≤ 1 ) at the wall for all solutions. The three

arameters of interest were sampled at each iteration which 

howed a steady signal for the last 300 iterations while the lo- 

ally scaled residuals were continuing to drop from 2 . 5 e −5 to 

 e −7 . 

The fluid properties of air were described with a piecewise 

olynomial for the specific heat, a linear expression for the ther- 

al conductivity and the two coefficient law of Sutherland for 

he viscosity. The molecular weight had a constant value of 

8.96 kg/kmol. 

The GEKO turbulence model [33] accounted for the description 

f the Reynolds stress tensor. It is a flexible two equation model 

ased on a k − ω formulation to cover a wide range of industrial 

pplications. Up to six free coefficients can be adjusted to match 

 resolved CFD simulation or experimental data without impact- 

ng the basic calibration of the model. As described later, these co- 

fficients were tuned in a way that the temperature field of the 

teady state GEKO solution becomes an approximate of the time- 

veraged temperature field from a reference LES solution. In the 

ollowing the numerical settings for the LES simulations are eluci- 

ated. 

The LES simulations were performed with Ansys Fluent 2022 

1. Similar numerical settings as in the simulation of a laid- 

ack fan-shaped film cooling hole by Yang et al. [34] were ap- 

lied. The pressure-velocity coupling was performed by the SIM- 

LEC algorithm as this led to a significant speedup (2x) compared 

o the coupled solver. The central differencing scheme for pres- 

ure, second-order upwind scheme for density and energy equa- 

ion as well as the bounded central differencing scheme for the 

omentum equations were applied. The gradient calculations on 

he cell faces were based on the Green-Gauss node based method 

nd the warped-face correction was selected. The time deriva- 

ive terms were discretized with the bounded second-order im- 

licit scheme and a fixed time step of dt = 1 e −6 s was chosen

eading to a maximum Courant number of around 4. The start- 

ng solution was provided by a converged RANS solution. For ini- 

ialization of the flow field 5 through flows and for determin- 

ng the time average 3 through flow time spans were simulated. 

he subgrid-scale stresses resulting from the filtering operation 

ere modeled by the Wall-Adapting Local Eddy-Viscosity (WALE) 

odel [35] where the turbulent Prandtl number was set to 0.85 

o model the subgrid-scale turbulent flux. The resolved turbulent 

inetic energy was higher than 80%, as needed for a resolved LES 

36] . 
6 
.4.2. Initial and boundary conditions 

The simulations were initialized from a quiescent velocity state 

nd the temperature was set to the value of the coolant plenum 

nlet. The boundary conditions are visualized in Fig. 6 . Possible 

ackflow at the outlet which occured for the first iterations of the 

teady state simulations was prevented by setting the velocity vec- 

or to zero for the affected cells. The no-slip condition was used 

n all walls except at the top of the main channel (slip condi- 

ion). The periodic boundary condition was applied on the lateral 

ide patches. All walls were assumed to be adiabatic walls. The 

emperature at the test section inlet was set to T ∞ = 373 K and

 c = 186 . 5 K at the inlet of the cooling plenum. The resulting den-

ity ratio was DR = 2 which is common in gas turbines [2] . The

mbient pressure was 0.96 bar in the reference experiment and 

hus set in the CFD as well. The velocity V c at the coolant inlet

as derived by the momentum ratios 1 and 8 defined by 

 = 

ρc V 
2 
c 

ρ∞ V 2 ∞ 

. (5) 

omentum ratios of 1 and 8 are common in the turbine and in 

he combustion chamber, respectively. The velocity vector at the 

oolant inlet points towards the hole to have comparable inflow 

onditions with the literature case of Schreivogel. Other investi- 

ations applied co- and crossflow inflow conditions (e.g. [37,38] ). 

 maximum Mach number of 0.4 was reached inside the coolant 

ole due to the jetting effect [39] at a momentum ratio of 8. At 

he main flow inlet 2D contours of the time-averaged velocity, 

he turbulent kinetic energy k and the specific dissipation rate ω
ere interpolated. The free-stream Reynolds number based on the 

lm cooling hole diameter was 2500. The contours were derived 

40] from the temporal averaged velocity, turbulence intensity ( T u ) 

nd axial turbulence length scale ( �) which are shown in Fig. 7 .

he maximum velocity in this contour is u max = 10 . 3 m/s. The ve-

ocity components in the y and z direction were set to 0. The tur- 

ulent flow field resulted from an LES simulation of our thermal 

ind tunnel in which an active vortex generator was placed [24] . 

he mean velocity profile shows a homogeneous field with an area 

f higher velocity between z/D = 2–4. The turbulence intensity is 

round 20%, the axial turbulence length scale is very inhomoge- 

eous and of an order of 1–3 film cooling hole diameters. These 

urbulence characteristics are common in gas turbines with rich or 

ean burners [24] and were applied during the design optimization. 

or the LES the spectral synthesizer was used to create a turbulent 

eld from k − ε profiles which were derived based on the turbu- 

ence profiles in Fig. 7 . 

For the validation of the numerical approach (mesh indepen- 

ence study, GEKO model tuning and turbulence model valida- 

ion) the numerical results were compared to experimental results 
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Fig. 8. Mesh independence study for the untuned GEKO model. Schreivogel trench 

at I = 1 . 
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Fig. 9. Overview of the adjoint GEKO turbulence model tuning procedure. 
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f the Schreivogel trench at low turbulence conditions. For these 

ases the boundary conditions were adjusted as described in the 

ollowing. A boundary layer velocity profile known from measure- 

ents at u ∞ = 19 . 8 m/s was applied at the domain inlet. It was

pproximated by a power-law profile [36] with 

 (z) = u ∞ · (z/δ99 ) 1 / 6 , z ≤ δ99 (6) 

here z is the wall distance and u ∞ is the main-stream velocity 

f 19.8 m/s. The boundary layer thickness was δ99 = 1 . 08 3 D . The

ree-stream Reynolds number based on the jet diameter was 50 0 0. 

he turbulence intensity was set to 1% and 5% at the main flow 

nd coolant inlet. At both inlets the ratio of viscosity to turbulent 

iscosity was set to 10 which is the default value. From these pa- 

ameters Ansys Fluent [40] calculated the turbulent kinetic energy 

 and the specific dissipation rate ω, needed for the turbulence 

odel. For the LES simulations of the validation case no artificial 

urbulence was applied at the inlet because no information about 

he length scale was available and the turbulence intensity was 

eemed insignificant for the flow field. 

.4.3. Mesh study 

To assess mesh independence and to study the effect of the 

rediction accuracy of the turbulence model the literature case of 

chreivogel’s optimized trench design [16] was chosen. The depth 

f the trench is 0.75 D . Four meshes were tested with 4, 7, 10 and

4 million elements. Finer meshes were based on the coarse mesh. 

hese were refined in the regions of interest, the film coolant hole, 

he trench, as well as the upstream and downstream region of the 

rench. Since the tuned GEKO model (described in the next sec- 

ion) is based on untuned GEKO model simulations, the mesh in- 

ependence study was performed for the untuned GEKO model 

ith default coefficients. The results of the mesh study are shown 

n Fig. 8 . The laterally-averaged film cooling efficiency η is dis- 

layed over the axial distance from the film cooling hole outlet 

t x/D = 0 for I = 1 . Mesh independence was reached for the inter-

ediate mesh. In comparison, a mesh study using the realizable 

 − ε model with enhanced wall function already showed mesh 

ndependence for the coarse mesh (not shown). Thus, this model 

ould not have required a high cell count and converges easily but 

t is also known for not correctly predicting the film cooling effi- 

iency of fan-shaped holes [17] and holes embedded in trenches 

16] . 
7 
.4.4. GEKO model tuning 

The coefficient tuning of the GEKO model was performed to im- 

rove the quality of the numerical prediction. It was introduced 

n [41] to improve the prediction quality of aerodynamic objec- 

ives for cars. Two parameters C Sep and C Mix were tuned based 

n a scaled resolved Stress-Blended Eddy Simulation (SBES) solu- 

ion. The chosen scalar observable was the drag coefficient. In the 

urrent study the target-volume-integral was the scalar observable 

nd all four tuneable parameters [33] including the blending func- 

ion ( BF ) were adjusted: 

• C Sep : Adjusts flow separation from smooth surfaces. 
• C NW 

: Adjusts wall shear stress. 
• C Mix : Adjusts the strength of mixing in free shear flows. 
• BF : Deactivates C Mix and C Jet near the boundary layer. 

As an example, increasing the value of the coefficient C Mix is 

ecessary because the RANS model tends to underpredict the mix- 

ng of coolant with the hot gas crossflow. This usually leads to 

n overestimation of the film cooling efficiency. Not including the 

lending function in the GEKO tuning process led to a worse agree- 

ent of RANS and LES solution compared to using all four parame- 

ers. Apart from the tuned parameters the default values for all pa- 

ameters of the GEKO model were used (e.g. Prandtl number equal 

o 0.85). The optimization procedure was performed with the dis- 

rete adjoint solver of Ansys Fluent 2022 R1 and is described in 

ig. 9 . 

For each iteration within the adjoint solver algorithm a well 

onverged steady state RANS solution was found with the GEKO 

odel. During each flow-iteration online neural network training 

as performed to correlate the underlying flow features with the 

urbulence model coefficients. Subsequently, the adjoint solver per- 

ormed adjoint-iterations to tune the GEKO model parameters to 

educe differences between the RANS temperature and the mean 

emperature field of the LES. Once the adjoint solver converged the 

rained GEKO model was available and applied for the trench de- 

ign optimization study. During the CFD simulations of this study, 

he tuned GEKO model calculated the flow input features for each 

ell and derived specific values for the turbulence model coeffi- 

ients from the neural network to improve the prediction. In the 

ollowing more details are given for the adjoint solver and neural 

etwork training. Further information is to be found in the user- 

uide [40] . 
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Fig. 10. Validation of the numerical approach by comparing the efficiency dis- 

tribution at I = 1 of GEKO, tuned GEKO, LES and experimental [16] results of the 

Schreivogel trench (relatively sharp edge). 
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As a starting point of the adjoint solver a scalar-valued obser- 

ation J (here: target-volume-integral) needed to be chosen which 

s defined as: 

(q, C) = 

∫ 
(T i,RANS − T i,LES ) 

2 dV i (7) 

n which dV i is the cell volume, T i,RANS − T i,LES is the cell-based 

index: i ) temperature difference of the static temperature deter- 

ined from the RANS solution and the temporal mean of the tem- 

erature from the LES. The goal of the adjoint solver was to min- 

mize this integral. The observation J is a function of the flow so- 

ution q (C) = (u, v , w, p, T , k, ω) and the turbulence model coeffi-

ients C. 

Subsequently, the same equations as for the flow solver were 

valuated by the adjoint solver. To reduce memory requirements 

nd iteration speed the partially coupled solver was chosen. Us- 

ng matching numerical schemes between adjoint and flow solver 

ields the most accurate solution. However, due to stability issues 

he equations of the adjoint solver were discretized with first-order 

pwind schemes. Moreover, the Green-Gauss cell-based method 

as chosen as the gradient scheme. 

The equation system was solved with an iterate AMG (Algebraic 

ultigrid) approach to find an approximate solution to the equa- 

ions. The blended stabilization scheme was used to handle insta- 

ilities during the solving process. First, 300 iterations of the dissi- 

ation scheme were performed. Subsequently, 60 iterations of the 

esidual minimization scheme with 120 modes, 30 recycled modes 

nd 3 AMG iterations were performed. This routine was repeated 

see Figure Fig. 9 ) until the residuals reached the specified thresh- 

ld (1e-4). The optimization of the GEKO turbulence model took 

0h on 336 CPU-cores. 

The turbulence model parameters were optimized in online 

ode. This means that the training took place during each flow 

teration (up to 10 0 0 iterations with a pseudo time step size of 

 e −4 s). This way the chosen turbulence model coefficients C Sep , 

 NW 
and C Mix are calculated from flow input features through a 

eural network. The settings for the training are described in the 

ollowing. The chosen activation function was Softsign. By default, 

he topology of the neural network was based on three hidden lay- 

rs consisting of 24, 16, and 8 nodes for the first, second, and third 

ayer. Six flow input features were selected: Non-equilibrium pa- 

ameter, 2nd - 5th invariant and the length ratio. Moreover, the 

efault design limits were chosen to only adjust each GEKO coef- 

cient C within a certain threshold. The tuned model coefficients 

re available online [42] . 

.4.5. Validation of tuned GEKO model and LES 

Fig. 10 depicts the film cooling efficiency downstream of 

chreivogel’s trench at I = 1 . The standard GEKO, tuned GEKO, LES 

nd experimental results are shown. The standard GEKO model (in 

his form similar to the k − ω SST model) strongly overpredicts 

he film cooling efficiency. The tuned GEKO model shows a sim- 

lar trend as the LES since it has been tuned to match this so- 

ution. The LES shows good agreement with the experiment. In 

he CAD model of the CFD simulations the edge was kept sharp. 

ifferences are seen in the middle of the wall where the con- 

ours of the experiment are conical. This could be an effect due 

o ice formation during the experiments. LES with a CAD model 

ncluding ice formation at the downstream edge of the trench 

ead to a conical shape of the film cooling efficiency as well 

results not shown). All in all, the agreement of the LES with 

he experimental results is excellent. This indicates that the ap- 

roach to tune the GEKO model with the LES solution is suit- 

ble. 

For further validation, this tuned GEKO model was applied to 

 different trench design (the transverse trench as described in 
8

16] ) which is shown in Fig. 11 . In a preliminary study high sen-

itivity of the downstream located trench edge was encountered 

f the film cooling efficiency. If the edge was kept sharp the film 

ooling efficiency strongly differed com pared to a beveled edge 

hich was also apparent in the experimental results of Schreivo- 

el et al. [16,43] . In the current study it was decided to use 

 constant bevel with a length of 0.7 mm at an angle of 45 ◦

eplacing the sharp edge in the CAD model of the transverse 

rench design to improve the agreement between CFD and ex- 

eriment. The overprediction of film cooling efficiency in the LES 

s a consequence of the bevel whose length and angle do not 

atch the experiment. The tuned GEKO model (tuned for the 

chreivogel trench) reduces overprediction of the film cooling ef- 

ciency for the transverse trench compared to the standard GEKO 

odel. 

In Fig. 12 the laterally-averaged film cooling efficiency for both 

omentum ratios ( I = 1 and 8) and trench designs are shown. The 

xperimental results are also provided for reference but the results 

f the GEKO models should be compared to the LES result because 

f the uncertainty of the edge shape in the experimental trench 

esign. The tuned GEKO model was optimized for a momentum 

atio of ( I = 1 ) and the results show a very good agreement with

he LES for both designs. For the Schreivogel trench (ST) at I = 8

he model cannot follow the trend of the LES. However, the model 

ffers a very good prediction of the film cooling efficiency of the 

ransverse trench (TT) design at I = 8 . 
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Fig. 11. Validation of the numerical approach by comparing the efficiency distribu- 

tion at I = 1 of the tuned GEKO (tuned for the Schreivogel trench), LES and experi- 

mental [16] results of the transverse trench (beveled edge). 

Table 2 

Difference of the target parameters in percent ( % ) between the 

RANS (GEKO and tuned GEKO) and LES solution with low turbu- 

lence boundary conditions. 

Case Parameter GEKO tuned 

GEKO 

ST I = 1 

�η –25 5 

�ηT 17 –5 

�σ –21 31 

TT I = 1 

�η 11 7 

�ηT –12 25 

�σ –22 –5 

ST I = 8 

�η 21 20 

�ηT 12 –12 

�σ –37 1 

TT I = 8 

�η 45 –7 

�ηT –3 7 

�σ –33 –22 

(

�

i

s

t

t

c

Fig. 12. Lateral averaged film cooling efficiency for Schreivogel trench (ST) and 

transverse trench (TT) at I = 1 and I = 8 at experimental conditions. 

s

A

c

s

t

t

a  

t

fi

t

n

m

d

d

3

c

t

t

a

S

3

r

b

b

d

Table 2 depicts the difference of the target parameters •
 η, ηT , σ ) defined as 

• = 

•LES − •RANS 
•RANS 

(8) 

n percent ( % ) between the RANS (GEKO and tuned GEKO) and LES 

olution. This way the effect of the turbulence model on the op- 

imizer parameters can be understood more clearly. With respect 

o the overall film cooling efficiency ( η) the tuned GEKO model 

learly outperforms the GEKO model (e.g. only 5–7% difference in- 
9

tead of 11–45% excluding the Schreivogel trench (ST) at I = 8 ). 

s seen before both models cannot predict the trend of the film 

ooling efficiency for the Schreivogel trench at I = 8 as both de- 

igns differ by ≈ 20% . Looking at the film cooling efficiency inside 

he trenches ( ηT ) the tuned model only offers an advantage over 

he standard GEKO model for the case it has been tuned to (ST 

t I = 1 ). Thus, it should be taken into account for the optimiza-

ion results that the predicted designs with high film cooling ef- 

ciency inside the trench (ingestion) may be inaccurate for both 

ested momentum ratios. Regarding the homogeneity of the exter- 

al film cooling efficiency represented by the variance σ , the tuned 

odel shows improved prediction quality compared to the stan- 

ard GEKO model. However, in two of the four tested cases the 

ifference of σ with respect to the LES is greater than 22%. 

. Design optimization results 

In this section the results of the Bayesian optimization are dis- 

ussed. First, an overview of the target parameters of all simula- 

ions is given. Next, the difference between tuned GEKO model and 

he WALE LES results under high turbulence boundary conditions 

re elucidated. Finally, two optimized designs are compared to the 

chreivogel trench. 

.1. Overview of evaluated designs 

The Bayesian optimizer was run with the previously defined pa- 

ameters for the CFD case. Note, contrary to the low turbulence 

oundary conditions to tune the GEKO model the high turbulence 

oundary conditions (see Fig. 7 ) were applied at the inlet of the 

omain. An overview of all evaluated designs is given in Fig. 13 . 
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Fig. 13. Bayesian trench optimization results (green dots). The left corners in each 

subplot show the Pareto front (best designs). Four designs of interest have been 

chosen (D1 - D4). The classic transverse trench (TT) and Schreivogel trench (ST) are 

added for reference. The word LES implies that a design was reevaluated using LES. 

(For interpretation of the references to colour in this figure legend, the reader is 

referred to the web version of this article.) 
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ote, the target parameters, namely the film cooling efficiency pa- 

ameters, are redefined as 1- η and 1- ηT to allow for the Pareto- 

ront to be in the lower left corner of each subplot. The arithmetic 

ean values of the target parameters for both tested momentum 

atios for each design are given. Results from the classic transverse 

rench (TT) and Schreivogel trench (ST) are added for reference. 

he word LES implies that a design was evaluated using LES. Four 

esigns of interest were chosen from generation 56, 60, 138 and 

51. The design with the highest film cooling efficiency was found 

t generation 56 (for I = 8 ) and 60 (for I = 1 ) within the 71 eval-

ated generations with the target to optimize for high efficiency. 

he designs are labeled D2 and D1, respectively. Subsequently, the 

ptimizer was restarted to find a design (design from generation 

38, labeled D3) with the highest film cooling efficiency within the 

rench (generations 72 to 142). Next, the optimizer’s task was to 

nd a design with the lowest possible standard deviation of the 
10 
lm cooling efficiency at the external wall (tested generations 143 

o 213, labeled D4). It was successful doing so at generation 158. 

Fig. 13 a) gives a 3D overview of the evaluated designs. The col- 

rbar represents 1 − ηT to get a feeling for the depth of the graph. 

hus, in the lower left corner the Pareto front is represented by de- 

ign D1, D2 and D4. The Schreivogel trench is located in the middle 

f the cluster and the transverse trench near the right upper cor- 

er indicating a poor design. Figs. 13 b)-d) offer 2D views of the 

arget parameters of each design. The color represents the missing 

arget parameter in each figure. In Fig. 13 b) designs D2 and D4 are

o be found in the lower left corner which are the designs with 

he lowest standard deviation and highest film cooling efficiency. 

n Fig. 13 c) D1 and D2 are the designs with the highest film cool-

ng efficiency and lowest hot gas ingestion represented by the cool- 

ng efficiency in the trench (1- �ηT ). In Fig. 13 d) D1 and D3 are

he designs with the lowest hot gas ingestion. Design D4 offers 

he lowest hot gas entrainment. However, the design parameters 

ed to a relatively tight gap between the trench walls (not shown) 

hich may lead to increased difficulties during the manufactur- 

ng. In addition, the film cooling efficiency is not as high com- 

ared to Design D1 for which a very low ingestion, was predicted 

s well. Design D2 performs like the Schreivogel trench with re- 

pect to the standard deviation but outperforms it with respect to 

η and �ηT . Design D3 is predicted to outperform the Schreivogel 

rench in all three objective parameters. However, no design out- 

erforms all designs in all of the three target parameters. Thus, a 

ompromise was made to prefer design D1 and D2. Design D1 was 

f interest because the highest accuracy of the tuned GEKO model 

as shown to be for I = 1 at which this design had the highest

lm cooling efficiency. Moreover, this design has a high value for 

arameter P 1 which should provide low ingestion into the trench 

hus offering a high film cooling efficiency within the trench. The 

uned GEKO model showed to be less accurate with respect to in- 

estion (see e.g. Table 2 ), thus choosing design D1 with a nearly 

losed wall above the film cooling hole seemed to be a reasonable 

hoice. Design D2 was as well of interested as it offered less inges- 

ion compared to design D3 which had almost the same predicted 

ngestion as the Schreivogel trench. 

.2. Optimized designs of interest 

Fig. 14 depicts the side and top views of Design D1 (top) and D2 

bottom). Both designs are compared to the Schreivogel design to 

nderline the differences. Both optimized designs are similar. The 

iggest difference between these are parameter P 1 and P 9 . Espe- 

ially P 1 allows for a reduction in hot-gas ingestion compared to 

he Schreivogel trench. The angled side walls of the trench ( P 6 and

 7 ) further reduce hot gas entrainment. The reduced width of the 

rench near the hole exit ( P 2 ) contributes to this effect. The radius

t the trailing edge due to P 9 should lead to a better attachment

f the coolant at the downstream wall. Parameter P 8 may lead to 

 better distribution of the coolant into the sides of the trench by 

ncreasing the lateral spreading of the coolant. Both trench sides 

ave a similar angle compared to the Schreivogel design ( P 4 ). How-

ver, the Schreivogel trench has a kink while the trenches in design 

1 and D2 are continuing straight. The width of the trench at the 

nd of the sides is similar to Schreivogel’s design ( P 3 ). The depths

f the trenches have a value of P 5 = 0 . 74 D which is near the max-

mum of 0 . 75 D . 

In Fig. 15 the results of the tuned GEKO model and LES with 

ALE model are shown for I = 1 . The film cooling efficiency ( η) is
hown at the downstream wall and at the lower part of the trench. 

he upper half of the trench is colored in gray. The red contour in- 

icates the non-dimensionalized wall normal velocity component 

 . A large area of this contour indicates high hot-gas ingestion. As 

entioned earlier, the tuned GEKO model underpredicts ingestion. 
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Fig. 14. Comparison of Design D1 and D2 with the Schreivogel design. Side and Top 

view (center). 
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Fig. 15. Design 1 and 2 from the optimization process are compared to the classic transv

and ingestion for I = 1 with tuned GEKO model and WALE LES model are shown. Upper h

11
he LES shows that for all designs the ingestion is increasing com- 

ared to the RANS results. The Schreivogel trench reduces entrain- 

ent of the hot gas due to the smaller trench area compared to 

he transverse trench. However, just above the hole exit hot gas en- 

rainment cannot be stopped in these classic 2D-shaped trenches 

hich are extruded in the wall normal direction only. Hot gas at 

he trench wall leads to local heating which has several disadvan- 

ages as elucidated in [5,8] . The bottom of the trench wall may 

ot be covered by the thermal barrier coating which is a risk for 

aterial failure. Moreover, through thermal conduction the metal 

urface underneath the TBC may be heated. Due to the 3D design, 

he hot gas entrainment is strongly reduced by the new designs. 

Comparing the LES to the RANS solution the ingestion area and 

elocity magnitude is increased in the LES, leading to lower film 

ooling efficiency at the trench wall. This also occurred for design 

2. Design D1 is only affected at the side walls of the trench and 

he entrainment is much more limited in depth preventing hot gas 

eaching the bottom of the trench. At least this is the case for 

he time-averaged solution. The ingestion depth at instantaneous 

napshots should be investigated in a future study. The qualitative 

greement between the RANS and LES for the film cooling effi- 

iency at the downstream wall is excellent for each tested design. 

n general the RANS results lead to an overprediction due to un- 

erpredicted mixing of the coolant and hot gas near the trailing 

dge of the trench but resulted in an underprediction of the film 

ooling efficiency further downstream. The asymmetry of the LES 

or design D2 did not change after doubling the number of through 

ows from 3 to 6 for the determination of the time average. The 

lm cooling efficiency of the new designs is higher as for the clas- 
erse trench (TT) and Schreivogel trench (ST). Contours of the film cooling efficiency 

alf of trench walls colored in gray. 
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Fig. 16. Design 1 and 2 from the optimization process are compared to the classic transverse trench (TT) and Schreivogel trench (ST). Contours of the film cooling efficiency 

and ingestion for I = 8 with tuned GEKO model and WALE LES model are shown. Upper half of trench walls colored in gray. 

s

a

fi

m

D

 

R

a

m  

b

w

t

g

t

n

e

g

i

d

4

t

C

d

t

F

l

t

p

t

m

fi

w

t

w  

t

t

t

t

a  

t

[

t

r

1

t

n

f

T

r

r

m

g

o

t

ic designs. The standard deviation of the film cooling efficiency σ
t the downstream wall is lower for the LES as the contours of the 

lm cooling efficiency are smoother. The coolant distribution is the 

ost homogeneous for the Schreivogel design compared to D1 and 

2. 

In Fig. 16 the results for I = 8 are shown. Compared to the GEKO

ANS the hot gas ingestion is increased and the standard devi- 

tion is reduced for the LES. The limitations of the tuned GEKO 

odel (tuned for I = 1 and applied for I = 8 ) becomes more visi-

le here. The trend of the external film cooling efficiency is only 

ell depicted for the transverse trench and design D1. Discussing 

he solutions of the external film cooling efficiency the Schreivo- 

el trench and design D2 provide the best coolant coverage at 

he wall and have the lowest standard deviation (most homoge- 

eous coolant distribution). However, design D1 reduces hot gas 

ntrainment most effectively and prevents the hot gas reaching the 

round of the trench wall. The design is not completely preventing 

ngestion but shows a huge reduction compared to the other three 

esigns. 

. Conclusion 

A trench design was parameterized with 9 design parameters 

o allow for a 3D design with the novelty of angled side walls. The 

FD domains were prepared with high turbulence boundary con- 

itions. The GEKO turbulence model was tuned using adjoint op- 

imization with a neural network to match an LES result closely. 

our coefficients of the GEKO model were tuned for low turbu- 

ence boundary conditions at a momentum ratio of 1. As a result, 
12 
he tuned GEKO model coefficients resulted in a quantitatively im- 

roved prediction for the film cooling efficiency compared to when 

he standard GEKO coefficients were applied. In general, the tuned 

odel overpredicted the standard deviation of the film cooling ef- 

ciency and underpredicted hot gas entrainment in comparison 

ith the LES. The tuned GEKO model was able to show qualita- 

ively the correct trend (film cooling efficiency distribution at the 

all, especially for I = 1 ). The model became less accurate for high

urbulence boundary conditions and for I = 8 (depending on the 

rench design). In general, at high turbulence boundary conditions 

he qualitative agreement of the predictions for I = 1 with the 

uned GEKO and WALE LES model was excellent and the agreement 

t I = 8 was only given for two for the fours tested designs. The

uned coefficients of the model are available for the community 

42] which may be useful for other wall bounded cooling flows. 

A Bayesian optimizer was tested with two analytical test func- 

ions. If low computational power is available a batch size of 5 is 

ecommended when the number of design generations is around 

00 as it performed comparable as a batch size of 20. Moreover, 

he number of random samples should be around 5% of the total 

umber of samples to provide the algorithm with a solid sample 

oundation to prevent testing of similar designs at the initial stage. 

he optimizer was applied to the CFD set-up where the target pa- 

ameters were averaged from the results of the tested momentum 

atios. The optimizer showed to be suitable for this kind of opti- 

ization problem because it found better designs when a new tar- 

et parameter ( �η, �ηT , σ ) was chosen and tested a wide variety 

f designs parameter combinations (within around 40 0 0 designs 

ested overall). Thus, we are confident that a near optimal design 
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ith the RANS approach within the 71 design generations per ob- 

ective parameter were found. 

Four designs were presented: 

1. Design 1 is the design with the highest value for �η at I = 1

and especially with low predicted ingestion. 

2. Design 2 performs like the Schreivogel trench with respect to 

the standard deviation but outperforms it with respect to �η
and �ηT . 

3. Design 3 is better than Schreivogel trench in all 3 objective pa- 

rameters but was not further tested as it had a similar high hot 

gas ingestion. 

4. Design 4 has the lowest hot gas entrainment. However, the de- 

sign parameters lead to a relatively narrow trench (manufac- 

turability) and the film cooling efficiency was not as high com- 

pared to Design 1. 

There was no design which outperformed all other designs with 

espect to all three optimized parameters. We think that the main 

ocus should be the hot gas entrainment reduction to offer a save 

lternative to the classical cylindrical and fan-shaped cooling hole 

ithout trenches. 

The design optimization process could be improved to find a 

etter trench design than the ones suggested. The GEKO model 

uning should be performed for high turbulence boundary condi- 

ions and also for each tested momentum ratio. In general, more 

arameters could be added to parameterize the trench, for exam- 

le allow for the trench wall to change direction (like it was pos- 

ible for the Schreivogel trench). In addition, a fan-shaped hole 

ould be combined with the trench instead of a pure cylindrical 

ne. Design 1 to 4 could be further enhanced by performing an ad- 

oint design optimization as shown in e.g. [20] in which no further 

arametrization of the trench design is needed. Instead of only fo- 

using on the film cooling efficiency, the heat transfer coefficient 

nd thus the resulting net heat flux reduction could be investi- 

ated as well. Finally, the unsteady flow fields of the suggested 

esigns should be investigated to evaluate the mechanism of hot 

as entrainment and how it affects the temperature at the trench 

all over time at discrete times. A high turbulent periodic bound- 

ry condition representing e.g. periodic blade wakes or combustion 

rocesses instead of a digital filter could be applied to make the 

oundary condition more realistic. 
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