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1. Introduction

1.1. Motivation–Why Model and Simulate a GNSS?

An operating Global Navigation Satellite System (GNSS) (the navigation system in its
environment) is a very complicated system. In order to estimate the influence of a change
in one component of the GNSS (e.g. a different carrier frequency or the impact of narrow
correlating on the quality of the positioning measured by a user) it is necessary to model
the whole system (satellite constellation, signal transmission, receiver, environment etc.),
not just parts of it.

In view of future GNSS (e.g. Galileo), their design and development, and maybe more
importantly their basic parameters such as carrier frequency, number of frequency chan-
nels or orbit parameters, it is very important to estimate their performance,beforethey
are built.

When designing a receiver for an existing GNSS (GPS and/or GLONASS), it may also be
helpful to “try it out” in a simulation before any hardware is implemented. Thus, an end-
to-end simulation of a generic GNSS is of immense importance for existing and future
GNSS.

In this work we would like to formulate the relevant theory around GNSS in a general
framework, which encompasses all (or at least most) of the ideas and concepts currently
circulating in the literature. Only in such a framework can the different ideas be com-
pared and tested in a simulation. In developing the theory the common features and the
differences of the various concepts become evident and can be analyzed in detail. The phi-
losophy is to go as far as possible with the theory and from there algorithms are designed
and implemented. Staying with the theory for as long as possible has two main advan-
tages: the more important one is that a deeper understanding of the system is achieved.
The second is that the numerics are usually reduced. But at some point we cannot carry
the theory further and there the simulations step in.

When deciding what to include in the simulation, one needs to keep the goal in mind
that one wants to achieve by the simulation. Implementing a simulation takes a lot of
effort and thus phenomena should only be simulated that need to be simulated. Numeric
simulation should also not be overestimated and should be regarded as a last resort when
analysis will not carry us further. Proper analysis can usually be relied on to yield a more
profound understanding of the physical phenomena than numeric simulations.

13



1. Introduction

Another philosophy that is often encountered is to simulate everything that can possible
be simulated. While this may often be the sensible thing to do, it at least as often does not
make sense. For example using high precision ephemeris with an absolute orbit accuracy
of 1 m to plan a measurement campaign where only the approximate azimuth and eleva-
tion angles are required is killing mosquitoes with a shotgun; it is too expensive, it takes
too long time and demands too much computational power. Apart from that it contains
too many potential sources of error.

When the simulator described in this thesis was designed, an effort was made to maintain
a certain balance between the models and algorithms, concerning the level of detail and
accuracy. Models and input data, which depend on each other should apply a similar
level of accuracy; it does not make sense to use a terrain model which has a resolution in
the order of centimeters, when the assumptions for the propagation model of the signal
only applies to a curvature larger than tens of centimeters (see section2.3.4.1on rough
surfaces).

The models and algorithms must also be compatible to each other. For example if the
oscillator error in the receiver is modeled such that the error on each channel isidentical,
it will cancelexactlywhen the position is calculated.

Basically, there are two main reasons for implementing a simulation; understanding the
system and/or comparing the performance of more than one system. For the understand-
ing of the system, analysis is the vehicle of choice. However, it has its limitations, in
particular when many components interact.

In this work emphasis is laid on the actual performance of the system, provided it is
technically available. Questions of integrity, continuity of service, availability and system
reliability are not considered in this work unless they concern the performance in some
way (as is the case for multipath environments).

1.2. Structure of the Thesis

The thesis is structured as follows. In chapter two the models are introduced and/or de-
rived. First a model for the constellation is introduced. As the emphasis in this thesis is
not on the orbit propagation, but more on the receiver and signal side, the constellation
is simply a Kepler model. In that section there is, however, some analysis regarding the
dynamics of the line-of-sight (Doppler effect and derivatives of higer order).

In this thesis there are basically two models for the signal: a signal propagation model,
which is a physical model that approximates the electromagnetic properties of the signal
and its interaction with the environment. The second model describes the signal during
signal processing. This model reflects the situation after reception through the antenna
and conversion to a simple voltage. The next two sections deal with the signal model
and the signal propagation model. The last section in chapter two concerns the receiver
model. The signal processing model and the receiver model form the core of the thesis.
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1.2. Structure of the Thesis

Chapter3 contains a description of the implementation of the simulator called Simulated
Navigation Satellite System (SNSS), which was developed and implemented as a part of
this thesis.

In chapter4 results from numerous simulations are presented. The simulations aim to
analyse the performance of the various signal structures and compare their performance
under various conditions. In particular multipath and non-optimal signal-to-noise situa-
tions are of interest as well as the impact of signal dynamics.

Chapter5 contains analysis and theoretical results, which are not directly related to the
analysis and implementation of the simulator. These are interference analysis and calcu-
lations related to the compensation of the ionosphere and its impact on the noise perfor-
mance of the code and phase measurements. There is also some analysis on the spatial
correlation of multipath errors.

The last chapter contains a summary of the thesis and conclusions drawn from the results.
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2. Models

In this chapter we introduce and develop the theoretical models, which were implemented
in the simulation software. Analysis not directly relevant to the implementation of the
simulator is presented in chapter5

In the first section the model for the orbits is introduced. The orbits are simply calculated
using the same procedure as in GPS, i.e. the GPS data format and the corresponding
algorithms are used to propagate the satellite orbits. Stationary satellites are also used to
represent geostationary orbits and pseudolites. The second section contains a definition
of the signal model and then some base-band properties, like spectrum, power spectrum
and autocorrelation functions are derived.

In the third section the signal propagation model is developed. It consists of a geometric
and electromagnetic part1. The receiver model is developed in the fourth section.

2.1. Constellation

For the purposes of a simulation like this it is considered sufficient to describe the orbits in
a relatively crude way. Basically, there are two kinds of satellites: moving and stationary
(relative to WGS-84). The stationary ones are simply described with a Cartesian coordi-
nate and a zero velocity and acceleration2 (in WGS-84). The moving orbits are described
in the same way that GPS satellites are, using almanac data.

Although this section is called orbit modeling, the relative motion between the receiver
and the signal source (satellite or pseudolite) will also be considered, i.e. the motion of the
line-of-sight. From the receiver point of view this is the relevant geometry, as it relates
to the Doppler shift and corresponding effects of higher order. The case for stationary
receivers and satellites on GPS-like orbits was treated in-depth in [Eis97]. For the receiver
model the dynamics of the line-of-sight are important and are required as an input. The
line-of-sight dictates the transient behavior of the tracing loops.

1Theoretically, there is no need to make this distinction and theoretically it doesn’t make sense. Here this
distinction is made for algorithmic and implementation reasons.

2Coriolis forces etc. are not relevant in this context.
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2. Models

2.1.1. Orbit Modeling

2.1.1.1. Kepler Orbits

The orbits of the moving satellites are described by Kepler orbits, which are obtained from
the almanac data. The almanac data is identical to that used for the GPS orbit calculation
(without clock corrections).

For a Kepler orbit the motion is restricted to the plane (see e.g. [Gol80]). The position
vector and velocity vector of a satellite on a Eulerian orbit in an inertial co-ordinate system
where the orbit is assumed to lie in the xy-plane can be described by:

~r = a

(
cos(E)− e√
1− e2 sin(E)

)
~̇r =

na2

|~r|
( − sin(E)√

1− e2 cos(E)

)
(2.1)

whereE = E(t) is the eccentric anomaly,e is the eccentricity of the ellipse,a is the
semi major axis andn :=

√
µ/a3 is the mean angular velocity or mean motion. When the

satellites are orbiting the earth, the value of the gravitational constant isµ = 3.986004415·
1014 m3/s2. The length of the vector~r is |~r| = a(1− e cos(E)). The relations between the
symbols are explained in figure (2.1)

aa

bb

ae

rr

rr
..

EE

Figure 2.1.:Explanation of the parameters involved in the description of the Kepler orbit
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2.1. Constellation

For the purposes of this work it is necessary to obtain the velocity and acceleration of the
line-of-sight. The acceleration vector is easily obtained, by differentiating eq. (2.1) with
respect to time:

~̈r =
−n2a3

|~r|2
(

cos(E)− ea
|~r| sin

2(E)√
1− e2 sin(E)[1 + ea

|~r| ]

)
(2.2)

here it was used that

E(t) = n(t− T0) + e sin(E(t)) and thus Ė =
n

1− e cos(E)
=

na

|~r| (2.3)

The quantities above are all in an inertial reference system. They now have to be trans-
formed into WGS-84. Denoting the inclination of the orbit byθi and byΩ the corrected
longitude of ascending node (Earth’s rotation, to a first approximation), the results from
above can be rotated into WGS-84 with the following transformation:

~R := R~r

~̇R =
d

dt
(R~r) = Ṙ~r + R~̇r

~̈R =
d

dt

(
Ṙ~r + R~̇r

)
= R̈~r + 2Ṙ~̇r + R~̈r

(2.4)

whereR is defined as

R :=




cos(Ω) − cos(θi) sin(Ω) 0
sin(Ω) cos(θi) sin(Ω) 0

0 sin(θi) 0


 (2.5)

The angleθi is a constant, obtained from the almanac data andΩ is given by

Ω = Ω(t) := Ω0 + (∆Ω̇− Ω̇earth)t (2.6)

The parametersΩ0, ∆Ω̇ andΩ̇earth are constant values.Ω0 is the angle of the ascending
node in radians,∆Ω̇ is a correction value to account for the drift of the ascending node
andΩ̇earth is the rotation rate of the earth.

The velocity of the line-of-sight is defined asdt|~r| and can be shown to be

dt|~r| = ena2

|~r| sin(E) (2.7)

2.1.2. Geostationary Orbits

In SNSS the geostationary orbits are simply defined by a time-independent co-ordinate in
WGS-84. Such orbits are useful for specifying

• Geo-stationary orbits
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2. Models

• Pseudolites

Note, that as the geostationary orbit inSNSS can have any radius, it is not always a
solution to the Kepler equations.

The velocity and acceleration can safely be set to~0, because the user is moving in WGS-
84 and the speed and acceleration of the line-of-sight only arises from the motion of the
user.

2.1.3. Motion of the Line-of-Sight

h

x

s

v

source

receiver

h

x

s

v

source

receiver

Figure 2.2.: A simple scenario to
demonstrate the behavior of the dy-
namics of the line-of-sight for a re-
ceiver passing a pseudolite. The re-
ceiver moves with constant velocity

In this section we take a closer look at the behavior
of the line-of-sight. The motion of the line-of-sight
for stationary receivers and GPS-like orbits can be
shown to be well-behaved. There is some steady
Doppler (corresponding to the first derivative of the
line-of-sight) in the order of 1 kHz, which changes
from a positive to a negative value during the satel-
lite pass. The duration of the pass is in the order of
104-105 seconds. Thus, higher order derivatives of
the line-of-sight are very small.

For the case of a terrestrial transmitter (i.e. pseudo-
lite) the situation turns out to be less trivial and it
turns out that even for a receiver moving at constant
velocity and a stationary transmitter the dynamics
of the line-of-sight can, in fact, become quite violent. To see this, let us assume the user
to have the position~u and the satellite position vector in WGS-84 to be~R, then the line-
of-sight is the vector defined by~s := ~R − ~u. The relative velocity vector is defined by
~v := ~VR − ~Vu, where the vectors~VR and ~Vu are the velocity vectors of the satellite and
user receiver respectively.

Using the identitiesd
dt

s2 = 2sṡ ands2 = ~v · ~v, we can calculate the first two derivatives
of s:

ṡ =
~s · ~v
s

s̈ =
1

s

(
~v2 + ~a · ~s− ṡ2

) (2.8)

wheres := |~s| and~a := ~̇v. The position, velocity and acceleration of the user are
unknown; they are needed as input from the simulation. However, the satellite kinematics
are known and can be inserted into eq. (2.8).

If the signal is coming from a satellite, higher derivatives of the line-of-sight will be small.
But if the signal comes from a pseudolite, the situation can be entirely different. A typical
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2.1. Constellation

situation would be an aircraft flying over a pseudolite in final approach. The so-called
„bubble concept” [CPC+93, CPL+93] foresees a pair of pseudolites at the end of the
run-way. As the aircraft lands, it passes over these two pseudolites just before landing.
Obviously, the plane will be traveling at velocities in the order of 100 m/s and the fly-by
distance (i.e. the minimum distance that the receiver will have to the pseudolite) will be
in the order of 100 m.

To see how this looks for a simplified configuration of a pseudolite and a receiver moving
along a straight line with constant velocity, we can write down higher derivatives ofs.
Under these assumptions, we then get:

ṡ =
~s · ~v
s

s̈ =
~v2 − ṡ2

s
(2.9)

...
s = −3

ṡs̈

s

....
s =

...
s

(
s̈

ṡ
− 4

ṡ

s

)
(2.10)

Higher derivatives can also be calculated in a similar manner. The expressions in eq. (2.9)
and eq. (2.10) are iterative, i.e. higher derivatives are expressed in terms of lower ones
to keep the equations simple. Thus, if we were to write down eq. (2.9) and eq. (2.10) in
terms ofh andv the equations would become increasingly complex.

To demonstrate eq. (2.9) and eq. (2.10) on a simple example, consider the configuration
in figure (2.2). The fly-by distance ish, the velocity of the receiver isv. The coordinate
system is chosen such that at timet = 0 s, the receiver passes the pseudolite. The units
chosen are SI, but the plots in figure (2.3) scale withv/h, so that we get the same plots
for h = 200 m andv = 100 m/s as we would for sayh = 20 m andv = 10 m/s. In this case
the vertical scale would of course also be scaled down by a factor of 10.

The first five derivatives of the length of the line-of-sight are shown in figure (2.3). The
fly-by distances wereh = 100, 150, 200, 300, 400 and 500 m. The speed of the receiver
wasv= 100 m/s.

In the first two plots the amplitude of the higher derivatives are generally larger than for
the first derivatives. So the higher the derivative, the larger the amplitude. As the fly-by
distance is increased, the higher derivatives are reduced and as can be seen in the last plot
(h = 500 m) the amplitude of the fifth derivative is the smallest one.

Apparently, there seems to be a „dynamic barrier” around the pseudolite, because if the
fly-by distance is smaller than the velocity, the higher derivatives seem to diverge. If the
derivatives are evaluated att = 0 we see that then-th derivative is3

dn

dtn
s(t)

∣∣∣∣∣
t=0

=





vn

hn−1 (−1)(n/2)−1(n− 1)
n/2−1∏
k=1

(2k − 1)2 n even

0 n odd
(2.11)

3This statement is not proven, but it holds for up ton = 500, for which the product in eq. (2.11) is in the
order of101000. For all practical purposes the statement is considered valid.
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Figure 2.3.: The first five derivatives of the line-of-sight for the simple fly-by scenario described
in figure (2.2). The velocity of the receiver wasv = 100 m/s for all plots and the fly-by distance
(h) was 150, 200, 300 and 400 m. The units on the vertical axis are SI, i.e. m/s2, m/s3 and so on.
Note that the vertical scale differs between plots.
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2.1. Constellation

It is therefore important that the factorv/h < 1 Hz, else the derivatives in eq. (2.11) will
diverge.

As can be seen from figure (2.3) the derivatives for oddn have their maxima to the left
and right oft = 0 and their location depends onn. Therefore it is a bit harder to obtain an
expression analogous to eq. (2.11) for oddn.

Usually, when signal dynamics are discussed in the context of pseudolites, people are
concerned about the so-called near-far effect which relates to the variation in signal power
with the line-of-sight. This has consequences for the dynamic range of the low-noise
amplifiers, the automatic gain-control and the A/D converter in the front-end, which tend
to become saturated or at least start operating in a non-linear way for too high signal-to-
noise ratios.

The discussion here is more concerned with the higher derivatives of the line-of-sight
and the impact on the tracking loops of the receiver. A tracking loop of ordern will
have a dynamic tracking error (also called transient tracking error) proportional to the
n-th derivative ofs. Tracking loops in GPS receivers are typically of order two or three
and looking at the plots in figure (2.3) we see that the tracking error may thus become
very large and may eventually cause the receiver to loose lock. This phenomenon is
independent from the signal power in the sense that even if the dynamic range of receiver
can handle the variations in the power and thus power control can successfully be applied,
it may still loose lock because of the transient tracking error. However, the tracking loop
has a certain temporal inertia, caused by the loop-bandwidth. If the fly-by is very fast,
the tracking-loop may be able to sustain the sudden changes in the line-of-sight if the
time frame for which the receiver is in the critical region, where the Doppler changes
sign, is short compared to the inverse loop bandwidth. In section4.2.2.1this issue will be
addressed and results of simulations particularly designed to investigate this effect will be
presented.
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2.2. Signal Model

2.2.1. Introduction

In this thesis there are two models for the signal. A physical one for the signal propagation
from the satellite, through the atmosphere, environment and through the antenna into the
signal processing part of the receiver. From there the signal is modeled using a signal
processing model appropriate for modeling the signal within the receiver (analog and
digital).

The approach followed here is very similar to the one taken in [Eis97]. However, here the
model in [Eis97] is re-formulated to include any type of signal and some refinements are
made.

The signal is assumed to be modulated onto a carrier wave in a binary phase shift keyed
(BPSK) manner. Thus, the modulation would be equivalent to a multiplication of±1 with
the carrier wave every time the sign of the chip changes. This can be formulated as a mul-
tiplication of the carrier with a function that is piece-wise constant and takes on the values
±1. It has transitions each time the code changes sign. A plot of such a function looks
like a random sequence of rectangles with a width corresponding to the chip duration.
This is illustrated in figure (2.4). The left part is a schematic representation of the time
domain and to the right the situation in frequency domain is shown. This corresponds
to what can be called un-shaped chips and approximates the signal structure of the GPS
C/A code adequately. In the model introduced here the shape of these rectangles is not
constrained to rectangles, but can have any shape. The shaping of the chip can have many
reasons, discussed below. The more general chip shape is shown in figure (2.5).

The data bit is assumed to be much longer than the code bit. For the pre-detection model
this translates into the assumption that the code has infinite length. For the modeling of
the pre-detection process (i.e. correlation process) the infinite code length assumption is
quite sufficient, as a code length in the order of 1.000 or even 10.000 has very little impact
on the shape of the resulting correlation functions, which are the output of the correlation
process. Other effects like white noise and band limiting effects are much more important.
It should be noted that, although the code length is ignored in the pre-detection model, it
will be introduced in the receiver model where the finite pre-detection bandwidth plays
an important role.
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Carrier

Code

Carrier with code modulation

ω

0

ω

Time domain Frequency domain

Carrier

CodeCode

Carrier with code modulationCarrier with code modulation

ω

00

ωω

Time domain Frequency domain

Figure 2.4.: Schematic representation of normal BPSK modulation. The left part shows the time
domain and the right part the corresponding situation in the frequency domain

2.2.2. Mathematical Definition

For the signal processing the GNSS signal received at the receiver is modeled by the
following equation

S(t; τ(t), φ(t)) :=
Nc∑

k=1

bkgTc(t− kTc + τ(t)) sin(ωt + φ(t))

=: Gc
Tc

(t + τ(t)) sin(ωt + φ(t))

(2.12)

The number of chips in the code isNc and the bit-value is denoted bybk. As already
mentioned the data bit will only enter indirectly in the receiver model, as an upper limit
on the integration time (pre-detection bandwidth). The carrier frequency is denoted byω
andTc is the chip length (or duration, depending on the units used). The last equation
just defines a convenient short-hand for the code. Note that in eq. (2.12) the code delay,
τ(t) and phase shift,φ(t) are functions of time,t and thus Doppler-shifts, jerks, etc. are
implied. In the simulations this general time-dependency is rigorously taken into account.

The functiongTc(t) contains information on the pulse-shape. By formulating the model
using an explicit expression for the pulse-shape the flexibility is increased considerably.
Not only is it possible to simulate the GPS and GLONASS signals with and without
band-limitation, but any conceivable pulse-shape can be modeled and simulated like for
example intentional pulse-shaping like the raised cosine pulse-shape.
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Figure 2.5.: Schematic representation of chip-shaped BPSK modulation. The left part shows the
time domain and the right part the corresponding situation in the frequency domain

When considering coded bits, e.g. Manchester coding or binary offset carrier (BOC) cod-
ing (see section2.2.8), it may be convenient to consider the coding of the bits as pulse
shaping. Then the functiongTc(t) in eq. (2.12) contains the pulse-shaping as well as the
bit-encoding.

The properties of the signal structure in this model are defined by the properties of the
codes and the form ofgTc(t). The signal structures that are considered in this work are:

• Infinite bandwidth, rectangular chip-shape

• Band-limited rectangular chip shapes

• Infinite bandwidth rectangular chip-shape with binary offset carrier modulation
(BOC) (see section2.2.8)

• Band-limited rectangular chip-shape with binary offset carrier modulation (BOC)
(see section2.2.8)

• Infinite bandwidth rectangular chip-shape with sinusoidal offset carrier modulation
(SOC) (see section2.2.7)

• Raised cosine chip shapes (see section2.2.6)

The signals above can be associated with any codes.
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2.2. Signal Model

In this thesis the code will be assumed to be an infinite length random code. In practice
that can of course not be realized but using long Gold codes or codes derived from them
will in general approximate the infinite code reasonably well. In the case of the GPS C/A
codes where the code length is only 1.023, this approximation is for most purposes very
good. For other systems it is safe to assume that much longer codes4 will be used and thus
the approximation becomes even better than for the GPS C/A code case.

2.2.3. Base-Band Signal Structures; Infinite Code Length

In this section some properties of the signal structures mentioned above will be derived. A
theory for the signal structures is developed under the assumption that the codes are infi-
nite random sequences. Under this assumption it can be shown that the resulting spectrum
is equivalent to the spectrum of the chip shape[LS73].

First we define the chip shapes (i.e.gTc(t)) and the encoding and then we proceed to
establish the corresponding spectral densities. Finally, we write down the auto-correlation
function or cross-correlation functions for the signals. When calculating the correlation
functions, a reference signal of the form

Sref = 2Gref
Tc

(t) ei(ω′t+φ′(t)) = Gref
Tc

(t) [cos(ω′t + φ′(t)) + i sin(ω′t + φ′(t))] (2.13)

is used, where the reference frequency and phase are defined asω′ := ω − ∆ω and
φ′ := φ − ∆φ, respectively. The parameters∆ω and∆φ represent the frequency and
phase offset, respectively.

In this formulation the so-called down-mixing in the receiver is implied. The radio signal
is modulated onto a high frequency, typically about 1.5 GHz. This frequency is too high
to be treated directly in the digital part of the receiver. Thus, the signal is multiplied
by a frequency close to the carrier frequency (ω′ in the present analysis) in the analog
section, before it is converted to a digital signal. The result is a signal having frequency
components around∆ω and around2ω +∆ω. The high frequencies are filtered by a low-
pass filter. The resulting low-frequency signal is called base-band signal and the process
of transforming the radio signal down to base-band is called signal conditioning.

It is mathematically convenient to write the reference carrier signal in complex form,
because the entire correlation process is linear5 and thus theI andQ channels can be
obtained by simply taking the real or imaginary part of the result. In the next section on
the receiver modeling we shall see the reason for the definition of these two channels.

The correlation process as it is presented in this thesis is simply an integration of the prod-
uct of the reference signal eq. (2.13) and the received signal eq. (2.12). The integration
interval,Tp defines the pre-detection bandwidth.

4GPS L5, code length: 10,230, GPS L2, code length: c.a. 767,250
5Multiplying a real function with a complex one and integrating the result and then taking the

real/imaginary part is equivalent to treating the real and imaginary part separately
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2.2.4. General Comments on the Pre-Detection Integral

Before we proceed, we would like to establish a general expression for the correlation
function of two codes modulated with arbitrary chip shapes.

Consider the two functions

s(t) :=
∑

j

cjgs(t + jTc)f(t) and r(t) :=
∑

k

ckgr(t + kTc)h(t) (2.14)

where{cj}Nc
j=1 is a common bit sequence defining the code.gs andgr are the chip shapes

of the signals. The functionsf andh are arbitrary functions that vary slowly compared to
the chip durationTc.

Assume we want to perform a correlation between these two functions, as usual we then
have (inserting eq. (2.14))

I(τ) =

∫ t

t−Tp

s(t′)r(t′ − τ)dt′

≈
∫ t

t−Tp

∑
j

c2
jgs(t

′ + jTc)gr(t
′ + jTc − τ)f(t′)h(t′ − τ)dt′

(2.15)

whereTp is the integration time and we assumed that the sum of the off-diagonal terms in
the second equation are negligible. That assumption is only valid because it is assumed
that the chip shapes (gs andgr) are substantialonly in the region[−Tc/2..Tc/2]. Outside
this regiongs andgr fall off sufficiently fast to justify the assumption. For infinite band-
width rectangular chips this is strictly true and the approximation is actually and equation.
For the raised cosine the chips fall off faster than1/t.

If the functionsf andh in eq. (2.15) vary slowly compared to the entire integration in-
terval,Tp in eq. (2.15) they can be pulled in front of the integral and the integral is easily
evaluated to

I(t, τ) ≈ f(t)h(t− τ)

∫ t

t−Tp

gs(t
′)gr(t

′ − τ)dt′ = f(t)h(t− τ)Rsr(τ) (2.16)

whereRsr(τ) is the cross-correlation function betweengs(·) andgr(·). It was also used
that the square of the code bit is 1. This is the assumption and approximation that is
usually applied when calculating the auto-correlation functions for signals [Eis97, Die96].

If the functionsf andh (or more accurately the factorf(t′)h(t′ − τ)) do not vary slowly
compared to the integration timeTp, but do vary slowly comparedTc all is not lost. The
fact that the support of the chip shape is very small (i.e. in the order of the chip duration)
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can be used in a more efficient manner. Starting with eq. (2.15) we can write

I(τ) ≈
∑

j

∫ t

t−Tp

gs(t
′ + jTc)gr(t

′ + jTc − τ)f(t′)h(t′ − τ)dt′

=
∑

j

∫ t+jTc

t+jTc−Tp

gs(u)gr(u− τ)f(u + jTc)h(u + jTc − τ)du

≈
∑

j

∫ 3Tc/2

−3Tc/2

gs(u)gr(u− τ)f(u + jTc)h(u + jTc − τ)du

(2.17)

where a change of variableu ← t− iTc was made. In the last equation the assumption on
the support of the chip shape was used toshrink the integration interval. The integrand is
substantial only close to zero in this new variableu. As before the approximation is exact
in the case of rectangular chips and for infinite random codes it also becomes exact.

Now, the integration interval in the last equation in eq. (2.17) is only 3 chip lengths wide
instead of over the entire code. Thus we must only assume the factorf(u + jTc)h(u +
jTc − τ) to be constant for a duration of≈ 3Tc for each of the argumentsu + jTc.
Using the weighted mean value theorem for integrals eq. (B.8) we can pull the functions
f(u+ jTc)h(u+ jTc− τ) in front of the integral, where the functions are evaluated in the
middle of the interval (i.e. foru = 0). Thus eq. (2.17) becomes

I(τ) =
∑

j

f(jTc)h(jTc − τ)

∫ 3Tc/2

−3Tc/2

gs(u)gr(u− τ)du

≈ 1

Tc

∑
j

f(jTc)h(jTc − τ)Tc

∫ ∞

−∞
gs(u)gr(u− τ)du

≈ Rsr(τ)

∫ t

t−Tc

f(t′)h(t′ − τ)dt′

(2.18)

In the first equation the bar overf andh symbolizes a mean value of the functions in
the corresponding integration interval. Then the sum is approximated with an integral,
where the integration interval corresponds to the integration interval of the code or more
precisely the pre-detection bandwidth.

We see that the integral eq. (2.15) can be written as a factor of two integrals, one represent-
ing the correlation function of the two chip shapes and the other is simply a correlation
betweenf andh. This result will be used extensively in this chapter.

2.2.5. Rectangular Chip Shape

The simplest chip-shape considered here is the rectangular pulse-shape, defined by

grect(t) := Rect(t/Tc) . (2.19)
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One code−bit

−Tc/2 Tc/2

Figure 2.6.: Chip shape of a rectangular bit

Its shape is shown in figure (2.6) and the definition ofRect(·) can be found in appendix
A.

The spectrum for the rectangular chip is the well-known sinc-function (see any textbook
on signals, e.g. [Spi73, LS73])

Srect(ω) =

∫
e−iωt grect(t)dt = Tc sinc(ωTc/2) . (2.20)

In base-band the autocorrelation function of the rectangular bit is simply the triangular
function (see eq. (A.4) in appendixA):

RRect(τ) = Tri(τ/Tc) (2.21)

Stri(ω) =

∫
e−iωt Tri(t/Tc)dt = T 2

c sinc2(ωTc/2) (2.22)

The spectra of both theRect(t) andTri(t) are shown in figure (2.7).

If the frequency of the correlating function is a bit off, i.e. if the oscillator in the receiver
is not exactly tuned onto the carrier of the received signal, we can describe the correlation
process in the following way:

R∗(τ, ∆ω) =
1

Tp

∫ Tp/2

−Tp/2

grect(t− τ)grect(t) eiω′t+iφ′ sin(ωt + φ)dt

≈ − 1

2iTp

Rrect(τ)

∫ Tp/2

−Tp/2

ei∆ωt+i∆φ dt

≈ Rrect(τ)
i ei∆φ

2
sinc [∆ωTp/2]

(2.23)

where eq. (2.18) was used and the high frequency terms were dropped in the second
equation.∆φ and∆ω are the phase and frequency error respectively. In eq. (2.23) we
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Figure 2.7.: Spectrum of a rectangular bit (Rect(t)) and its autocorrelation function (Tri(t)). For
reference the band limiting parameterb is shown for the values1 and2.

see that the longer the integration time (Tp), the more sensitive to frequency errors will
the ACF become. In the last approximation it was assumed that the phase error∆φ(t)
and the frequency error∆ω were assumed constant over the integration interval. For the
single path case, which we are currently investigating, this is a good approximation. For
the multipath case, however, this is not necessarily so and the integral over the phase
error can significantly reduce the multipath error. This will be investigated in detail in the
chapter on receiver modeling.

There is a simple correspondence between the complex notation used here (in eq. (2.23)
and throughout this chapter) and the in-phase and quadrature phase channel. The real part
of the complex correlation function is equal to the quadrature-phase channel and the imag-
inary part is corresponds to the in-phase channel. Further this is related to the two most
common type of tracking loops: the coherent and the non-coherent delay-lock loop. The
discriminator of the coherent delay-lock loop is constructed from the quadrature-phase
components of the correlation function, whereas the non-coherent type is constructed
from the sum of the squares of theI andQ components (I2 + Q2), which corresponds to
multiplying the correlation function with the complex conjugate of itself.

Assuming the phase error to be zero (i.e.∆φ = 0) and taking the real part of eq. (2.23),
we obtain the signal model for quadra-phase channel in the receiver. This operation cor-
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responds to what is done in a coherent receiver.

RI
rect(τ, ∆ω, ∆φ = 0) =

1

2
Rrect(τ) sinc [∆ωTp/2] (2.24)
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Figure 2.8.:ACF of the usual rectangular chip shape for the coherent case. The familiar triangle
function is clearly seen for zero frequency error. Alongτ = 0 the amplitude of the ACF is
proportional to thesinc(∆ω) function.

This, plotted as a function ofτ and∆ω, is shown in figure (2.8). In the figure the usual
triangular form of the ACF for∆ω = 0 is clearly recognized. In this limit (i.e.∆ω → 0)
the sinc function approaches unity and we obtain the usual triangular ACF. This is the
same result obtained in [Die96].

For τ = 0 we have

R(τ = 0, ∆ω, φ = 0) =
1

2
sinc [∆ωTp/2] (2.25)

This means that there are maxima, other than those corresponding to the correct carrier
frequency. If we consider the non-coherent receiver we are effectively looking at the
I2 + Q2, which amounts to multiplying eq. (2.23) with the complex conjugate of itself.
We then obtain:

R∗(τ, ∆ω)R∗(τ, ∆ω) =
1

4
R2

rect(τ) sinc2 [∆ωTp/2] . (2.26)

As expected the dependence on the phase error is gone. The impact of all this can be seen
in figure (2.9). Comparing with figure (2.8) we see that as a consequence of the squaring,
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the ripples in the∆ω direction are by far not as pronounced. We shall be referring to these
results, when considering the SOC and BOC signals later in this section.
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Figure 2.9.: ACF of the usual rectangular chip shape in the non-coherent case. The familiar
triangle function is clearly seen for zero frequency error. Alongτ = 0 the amplitude of the ACF
is proportional to thesinc2(∆ω) function.

Band-limited rectangular chip shape. Usually the signal cannot be emitted in
infinite bandwidth. For example the entire spectrum of the GPS P(Y)-code is not emitted,
or at least not received, but only the first main-lobe. Basically the C/A code is emitted
through the same filter as the P(Y)-code, and as it only has1/10 the chip rate of the P(Y)-
code, 10 side-lobes of its spectrum may be received and the chip-shape is practically
rectangular.

How the spectrum is limited to a certain band of frequency depends on the filter used.
Mostly the goal of a good band-limiting filter is to cut off the signal abruptly in fre-
quency without distorting the phase. The most common filters types are the Butterworth-,
Chebyshev-, Bessel- and Legendre-filters [LS73, Spi73]. In this thesis it will suffice to
describe band limiting with an ideal band-limiting filter, which is simply described by the
rectangular function in frequency. The band-limited rectangular signal is thus obtained
by cutting off the spectrum symmetrically at±2πb/Tc.

Srect(ω) = θ(|2πb/Tc| − ω)
1

Tc

[∫
e−iωt grect(t/Tc)dt

]

= sinc(ωTc/2)θ(|2πb/Tc| − ω)

(2.27)

33



2. Models

The location of the cut-off is described by the parameterb, which is related to the band-
width BBW through the relation:

BBW =: b
2π

Tc

(2.28)

Thus forb = 1 exactly the first main-lobe of the spectrum is emitted and forb →∞, the
entire spectrum is broadcasted andcBL(t) approaches the rectangular bit-shape. In figure
(2.7) the valuesb = 1 andb = 2 are shown.

Transforming the band-limited spectrum eq. (2.27) back into the time domain yields the
chip-shape for the band-limited rectangular signal (normalized to 1):

cBL(t) =
1

πTc

[Si(2πb[t/Tc + 1/2])− Si(2πb[t/Tc − 1/2])] (2.29)

whereSi(·) is the sine integral (see eq. (A.5)). The band limited chip shapes are shown in
figure (2.10)
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Figure 2.10.:Chip shape of a band limited rectangular chip for the valuesb = 1, 3, 10 and10000
side-lobes

Assuming that the (P-code) receiver correlates the incoming signal with a code consisting
of rectangular pulses, the correlation function can be approximated by:

RBL(τ) =

∫
cBL(t)c(t− τ) dt =

∫ x+1/2

x−1/2

cBL(t) dt (2.30)
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Using a symbolic algebra tool (e.g. Mathematica or Maple V) this can be evaluated to:

RBL(τ) =
1

π
(τ + 1) Si[2πb(τ + 1)] +

1

2π2b
cos[2πb(τ + 1)]

+
1

π
(τ − 1) Si[2πb(τ − 1)] +

1

2π2b
cos[2πb(τ − 1)]

− 2τ

π
Si[2πbτ ]− 1

π2b
cos[2πbτ ]

(2.31)

As before the functionSi(·) is the sine integral. The first two derivatives of this function
are generally of interest. The first derivative is needed for the implementation of the
simulation and the second derivative is a dominating factor in the so-called Cramer–Rao
bound.

Analogous to eq. (2.23) we now obtain the expression for the correlation function for the
band-limited correlation process

R∗
BL(τ, ∆ω) = RBL(τ)

i eiφ

2
sinc [∆ωTp/2] (2.32)

0

0.2

0.4

0.6

0.8

1

-1.5 -1 -0.5 0 0.5 1 1.5

N
or

m
al

iz
ed

 A
m

pl
itu

de

Delay [Chips]

ACF(t,1)
ACF(t,3)
ACF(t,10)

Figure 2.11.:The autocorrelation function of the band limited chip shape for valuesb = 1, 3 and
10.

The first derivativeRBL(τ) in eq. (2.31) is

R′
BL(τ) =

1

π
[Si[2πb(τ + 1)] + Si[2πb(τ − 1)]− 2 Si[2πbτ ]] (2.33)
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and the second derivative is given by

R′′
BL(τ) = 2b [sinc[2πb(τ + 1)] + sinc[2πb(τ − 1)]− 2 sinc[2πbτ ]] (2.34)

2.2.6. The Raised Cosine Chip Shape

Raised cosine pulse shaping, a well-known pulse shaping scheme in communications,
is also considered here. The raised-cosine pulse-shaped bit stream in base-band can be
written as [GLV93]

gRC(t) :=
sin(πt/Tc) cos(πt/Tcβ)

πt/Tc(1− (2t/Tcβ)2)
(2.35)

The limits corresponding to the roots of the denominator in eq. (2.35) exist.

The chip shape in eq. (2.35) is shown in figure (2.12). Looking at figure (2.12) we see that
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Figure 2.12.:The shapes of the raised cosine chips in time domain. The curves correspond to the
following values for the roll-off factorβ = 0.1, 0.2, 0.5 and0.9.

the symbol is not zero forτ < −1 andτ > 1, as is the case for rectangular chips. This
means that neighboring bits will interfere with the current bit. This effect becomes more
pronounced for low values of the roll-off parameterβ. For navigation this has serious
consequences, in particular concerning multipath performance, as we shall see later.
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The spectrum of the raised cosine chip shape is given by the following expression:

SRC(ω) =





1
2π

ω ∈ [−π + πβ, π − πβ]
1−cos[(w−π(1+β))/b]

4π
ω ∈ [π − πβ, π + πβ]

1−cos[(w+π(1+β))/b]
4π

ω ∈ [−π − πβ,−π + πβ]

(2.36)

and this is shown in figure (2.13). In the limitβ → 0 the form of the spectrum approaches
that of a rectangle. Consequently, the chip form approaches thesinc(t) function. In this
sense the raised cosine is the „inverse" of the rectangular chip shape in this limit, i.e. the
time and frequency domain representation have been interchanged.
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Figure 2.13.:The spectrum of the raised cosine chip shape. The curves correspond to the follow-
ing values for the roll-off factorβ = 0.1, 0.2, 0.5 and0.9.

In earlier studies on the signal design of Galileo, a receiver design proposes that, in prin-
ciple, the received raised cosine signal is sampled once per chip for each correlator. This
means that a channel with three correlators, early, late and punctual sample the signal at
t = τ − d/2Tc, t = τ andt = τ + d/2Tc, respectively.

Assuming that the received signal has been transformed down to base-band, i.e. the RF
signal has been multiplied byeiω′t+iφ′, then this process can be described mathematically
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in the following way:

ȳ(t) =
1

Nc

[
Nc∑

k=1

bkδ(t− kTc − r)

]
?

[
Nc∑

k′=1

bk′gTc(t− k′Tc + τ(t)) sin(ωt + φ) ei(ω′t+φ′)

]

=
1

2iNc

∑

k,k′
bkbk′gTc((k − k′)Tc + τ(t) + r) ei∆ωt+i∆φ

= gTc(τ(t) + r)
1

Tp

∫ Tp/2

−Tp/2

ei∆ωt+i∆φ dt +
1

Nc

∑

k,k′
k 6=k′

bkbk′gTc((k − k′)Tc + τ(t) + r)

−−−−→
Nc→∞

gTc(τ(t) + r)
1

Tp

∫ Tp/2

−Tp/2

ei∆ωt+i∆φ dt ,

(2.37)

wherer is a constant value (−dTc, 0 or dTc), depending on whether the early, punctual
or late channel is meant. The star (?) symbolizes convolution. In the last equation it was
used that there areNc identical terms fork = k′, which were separated from the main
sum. Further we also havebkbk′ = 1, for k = k′. The rest of the sum is bounded by
an alternating sum of the form

∑
k

(−1)k

k
, which converges. In the limit of infinite code

length (i.e.Nc →∞) the last sum in eq. (2.37) vanishes.

2.2.7. Sinusoidal Offset Carrier Chips

In the previous section we have examined chip shapes due to filtering. However, it is
also possible to shape the chip by modulation. In this and the next section such chip
shapes are considered. In this section we examine a family of signals, which are generated
by modulating each code-bit with a sinusoidal function. Such a signal was suggested
in [Bet99] as an alternative to the BOC modulation (see section2.2.8), but no analysis
regarding it were found. In this thesis such a signal will be called a Sinusoidal Offset
Carrier signal or SOC for short.

The base-band description of such a signal is given by:

gSOC(t) :=
√

2 sin(2nπ
Tc

t)C(t) (2.38)

where the sine modulates the codeC(t). The integern corresponds to the number of
periods of the sine wave that are contained in each code bit. The factor

√
2 was introduced

in order to have the energy of the bit normalized to1. In figure (2.14) the relation between
the code bit and the modulating sub carrier is shown.

SOC Spectrum In deriving the spectrum of the signal in eq. (2.38) it is more con-
venient to use the convolution theorem than viewing the code chipgSOC(t) as a single
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One code−bitSine wave

−Tc/2 Tc/2

Tc/n

Figure 2.14.: Sinusoidal Offset Carrier. Each code bit is modulated with a sine wave with fre-
quency2nπ

Tc
. The overshoot of the sine reflects the normalization factor

√
2

chip shape. According to the convolution theorem, the Fourier transform of the code chip
can be expressed in terms of a convolution between the modulating carrier and the code
bit and thus the problem is reduced to calculating the Fourier transforms for each signal
separately, i.e. we have:

ŜSOC(ω) := F{gSOC(t)} = F{
√

2 sin(2nπ
Tc

t)} ? F{C(t)} (2.39)

as before the star (?) means convolution. We therefore have:

F {gSOC(t)} = i
√

2
[
δ(ω + 2nπ

Tc
)− δ(ω − 2nπ

Tc
)
]

? Tc sinc(ωTc/2)

= i
√

2Tc [sinc(ωTc/2 + nπ)− sinc(ωTc/2− nπ)]
(2.40)

The role ofn now becomes evident: The highern is chosen, the further apart the peaks
are separated.

Looking at eq. (2.40) we see that the modulation with a sine as a sub-carrier is equivalent
to transmitting two absolutely synchronized signals on the carrier frequenciesω + ω±
whereω± := ±n2π/Tc. The fact that the two signals have different signs can be inter-
preted as a phase difference ofπ between the two carriers.

The spectrum of the SOC signal is shown in figure (2.15)

The power spectrum of this signal is simply obtained by:

PSOC(ω) := |SSOC(ω)|2 = S∗SOC(ω)SSOC(ω)

= 2T 2
c [sinc(ωTc/2 + nπ)− sinc(ωTc/2− nπ)]2

= 2T 2
c

[
sinc2(ωTc/2 + nπ) + sinc2(ωTc/2− nπ)

− 2 sinc(ωTc/2− nπ) sinc(ωTc/2 + nπ)
]

(2.41)
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Figure 2.15.:The spectrum of a Sinusoidal Offset Carrier signal. The curves shown represent the
valuesn = 1, 2, 4 and6.

The power spectrum (logarithmic scale) is shown in figure (2.16)

SOC Spectrum Maxima As was mentioned earlier, the SOC signal can be considered
as two coherent normal rectangular chips with a relative phase difference ofπ. This
suggest that it may be possible to track those „virtual” signals individually. The first
question that comes to mind is: Where are the maxima of the spectra of eq. (2.40)? This
is in principle easily answered, but the answer cannot be given in a closed form. To find
the maxima, eq. (2.40) is differentiated and the result is set equal to0. Performing the
analysis in base-band (i.e.ω = 0), the result is:

∂SSOC(ω)

∂ω
=

cos(ωTc/2− nπ)

ωTc/2− nπ
− sin(ωTc/2− nπ)

(ωTc/2− nπ)2

− cos(ωTc/2 + nπ)

ωTc/2 + nπ
+

sin(ωTc/2 + nπ)

(ωTc/2 + nπ)2
= 0

⇒ 1
4T 2

c
ω2 − n2π2 − ωTc tan(ωTc/2) = 0 .

(2.42)

Expanding the tangens to third order around6 ωTc/2 = nπ we obtain the rootsωTc = 2nπ
andωTc = nπ ± √n2π2 − 6 of which only the second with the+ sign is usable. If we

6We expand the tangens here because we are interested in the maximum close toω = 2nπTc. tan(x) ≈
x + x3/3, because thetan(x) has a period ofπ this expansion is also valid aroundx + nπ
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Figure 2.16.:The power spectrum of the SOC signal forn = 1, 2, 4 and6.

now define the maximum frequency as

∂SSOC(ω)

∂ω

∣∣∣∣∣
ω=:ωmax±

= 0 (2.43)

then using the third order approximation of the tangens we have:

ωmax± ≈ ±nπ +
√

n2π2 − 6

Tc

(2.44)

So the maximum of the spectrum isnot located atωTc = n2π, but somewhere near the
frequency given by eq. (2.43). Later in this section we will explore the possibility to track
“half” the spectrum in eq. (2.40). We will see that the maximum of the cross correlation
functions will be located atω = n2π and not atωmax± as the form of eq. (2.40) might
suggest.

The SOC autocorrelation function Assuming a frequency offset of∆ω we can
calculate the ACF in a similar way as for the usual GPS-like signal in eq. (2.23) using
eq. (2.18). We then get:

R∗
SOC(τ, ∆ω) =

1

Tp

∫ Tp/2

−Tp/2

gSOC(t− τ)gSOC(t) ei(ω+∆ω)t+iφ sin(ωt)dt

≈ RSOC(τ)
i eiφ

2
sinc [∆ωTp/2]

(2.45)
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The auto correlation functionRSOC(τ) above can be obtained directly by a convolution in
time domain: the ACF is simply a convolution of the signal with a time-reversed version
of itself. It can also be calculated by an inverse Fourier transform of the power spectrum.
We then get:

RSOC(τ) :=

∫
gSOC(t− τ)gSOC(t)dt = F−1F{gSOC(t) ? gSOC(−t)}

= F−1 {F{gSOC(t)}F{gSOC(−t)}} = F−1{ĝSOC(ω)ĝSOC
∗(ω)}

(2.46)

If we take a closer look at eq. (2.40), we can identify the terms and factors needed to per-
form the inverse Fourier transform implied in eq. (2.46). The first two terms in eq. (2.40)
can be transformed by looking them up directly, but the last term needs some more con-
sideration. The first two terms are of the form

F−1f̂(ω) = F−1

{
sin2(aω + nπ)

(aω + nπ)2

}
=

1

a
Tri(t/a) e−inπt/a (2.47)

whereTri(x) is the triangular function with support in the interval[−2, 2] and maximum
amplitude1/2 (see eq. (A.4) and eq. (B.6)).

The last term in eq. (2.41) can be written as:

sinc(ωTc/2− nπ) sinc(ωTc/2 + nπ)

=
sin(ωTc/2− nπ)

ωTc/2− nπ

sin(ωTc/2 + nπ)

ωTc/2 + nπ

=
sin2(ωTc/2)

(ωTc/2− nπ)(ωTc/2 + nπ)

=
sin2(ωTc/2)

2nπ

(
1

ωTc/2− nπ
− 1

ωTc/2 + nπ

)
.

(2.48)

The second equation is valid because of2 sin(x+nπ) sin(x−nπ) = cos(n2π)−cos(2x) =
1 − cos(2x) = 2 sin2(x). Now the critical term in eq. (2.41) has been expanded using
partial fractions and the resulting terms can now be evaluated:

F−1

{
sin2(aω)

aω ± nπ

}
=
−i e∓inπt/a

4a
[θ(t− 2a) + θ(t + 2a)− 2θ(t)] (2.49)

whereθ(·) is the Heaviside step function. The construction in the parenthesis is simply a
square wave. The entire term is then given by:

F−1

{
sin2(aω)

aω − nπ
− sin2(aω)

aω + nπ

}
=

sin(nπt/a)

2a
[θ(t− 2a) + θ(t + 2a)− 2θ(t)] (2.50)
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2.2. Signal Model

Scaling the above equation correctly and putting it all together, we get:

π2

8Tc

RSOC(τ) = Tri(2τ/Tc)
[
einπTc/2 + e−inπTc/2

]

− sin(n2πτ/Tc)

n2π
[θ(τ − Tc) + θ(τ + Tc)− 2θ(τ)]

= Tri(2τ/Tc) cos(nπTc/2)

− sin(n2πτ/Tc)

n2π
[θ(τ − Tc) + θ(τ + Tc)− 2θ(τ)]

(2.51)

The ACF in eq. (2.46) is drawn in figure (2.17).
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Figure 2.17.:ACF of the Sinusoidal Offset Carrier (SOC) forn = 1, 2 and4. n = 1 corresponds
to Manchester coding (if the modulating wave were square). The graph was done using eq. (2.46).
As in the previous figure the frequency is measured in inverse chip lengths.

Correlation of the SOC Signal with the Code In this section the possibility is
considered to track just one peak of the spectrum in eq. (2.40). This has been suggested
in various places in the literature [FB00, BBC+00], but to my knowledge no analysis has
been presented. This has been discussed as a possible means to acquire the BOC signal7.

7Here we are considering the SOC signal, but the same arguments apply. In the next section we will
concentrate on the BOC signal.
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However, the procedure described in [FB00, BBC+00] involves filtering the side-bands
and then acquiring them. In this section a correlation function is derived that effectively
correlates (mainly) with one of the side bands.

Looking at the form of eq. (2.40) we notice that the spectrum is basically a linear combi-
nation of the original code (C(t)) modulated onto two different carriers. If one is filtered
out with a band-pass filter in the receiver, then the situation is very similar to the case of
rectangular chips. However, the frequency response may be different with and without
the side-band filter (i.e. the filter picking out the appropriate side-band.). Thus, after the
acquisition when the side-band filter is turned off, the transition from the side-band acqui-
sition (or tracking) may be more complicated due to the difference in frequency response.
Therefore, we suggest to correlate the unfiltered, received (split spectrum) signal with a
reference signal consisting only of the code. It is important to note that as the code alone
and the code modulated with the splitting wave (square or sinusoidal) are perpendicular,
this cannot happen on the central carrier frequencyω. However, the spectrum suggest that
there may be the possibility to track the signal aroundω ± nπTc or ωmax±.
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Figure 2.18.: 3-D plot of the coherent CF forn = 2. The delay is measured in chip durations,
while the frequency offset is measured in pre-detection bandwidths. The plot is based on eq. (2.57).
Note that for±n we get different signs of the peaks of the CF. This reflects the phase difference
of π between the side-bands mentioned in the text.

Unfortunately, we can’t use the same base-band approach as we did for the other signals,
because we are not correlating on the central carrier frequency. Furthermore it is not
obvious what the carrier frequency is; is itωTc ± nπ or is it ω ± ωmax,±? Therefore we
choose to carry out the analysis aroundω + ∆ω and start with the RF signal.
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Figure 2.19.:3-D plot of the non-coherent CF forn = 2. The delay is measured in chip durations,
while the frequency offset is measured in pre-detection bandwidths. The plot is based on eq. (2.58).
Note that for±n we get different signs of the peaks of the CF. This reflects the phase difference
of π between the side-bands mentioned in the text.

Let’s now assume we modulate the code with a sine wave and that the RF signal is a sine
wave as well. The RF signal could just as well be placed on a cosine and that would corre-
spond to the channelemittedin quadrature. We choose a sine (without loss of generality)
for mathematical convenience, the quadrature channel can be obtained by multiplying
with a phase factor.

S∗(t) :=
√

2 sin(nωTct)C(t) sin(ωt + φ) =
−C(t)

2
√

2
[einωTc t− e−inωTc t][eiωt+φ− e−iωt−φ]

=
C(t)√

2
{cos[(ω − nωTc)t + φ]− cos[(ω + nωTc)t + φ]}

=:
1√
2

[
S−n (t)− S+

n (t)
]

(2.52)

whereωTc := 2π
Tc

andTc is measured in time units. This simple math reveals an interesting
result. We already knew that the „virtual” signals had a relative phase shift ofπ, but they
are further±π

2
[rad] out of phase relative to the composite signal.

Now let us take a look at how a correlation with a single sub-carrier can be realized.
Assuming we want to track the signal on carrierω′ := ω + ∆ω. In the receiver we
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2. Models

generate a carrier with the frequencyω′ and modulate it with the spreading code only.
Then using eq. (2.52) we get:

r∗(t, τ) :=
eiω′t+iφ′

√
2

C(t− τ)
[
S−n (t)− S+

n (t)
]

(2.53)

here the functionr∗(·) is the integrand of the correlation function. The star means that
both I- andQ-channels are contained in the expression. Dropping all high frequency
terms, we have:

r∗(t, τ, ∆ω, n) =
− ei∆φ

2
√

2
C(t)C(t− τ)

[
ei(∆ω+nωTc )t− ei(∆ω−nωTc)t

]

= r∗code(t, τ)
[
ei(∆ω+)t− ei(∆ω−t)

]
,

(2.54)

where∆ω± := ∆ω ± nωTc is a small frequency deviation fromω ± nωTc rather than the
carrier frequency itself. Before we can proceed to integrate eq. (2.54), the integrand must
be rearranged because theei(∆ω±)t can not be assumed to vary slowly within an interval
[kTc, (k + 1)Tc]. This was an assumption needed for the approximation in eq. (2.18).
Therefore we start with the full expression of the integral8

R(τ,∆ω±, φ)

=

∫ Tp/2

−Tp/2

∑

k

C(t− kTc)C(t− kTc − τ)
√

2 sin(nωTct) sin(ωt + φ) eiω′t+iφ′ dt

=
1√
2

∫ Tp/2

−Tp/2

∑

k

C(t− kTc)C(t− kTc − τ) sin(nωTct) ei∆ωt+i∆φ dt

=
1√
2

∫ Tp/2

−Tp/2

∑

k

C(t− kTc)C(t− kTc − τ) sin(nωTct) einωTc (t−kTc) ei∆ω±t+i∆φ dt

≈ 1√
2

∫
C(u)C(u− τ) sin(nωTcu)einωTcudu

∫ Tp/2

−Tp/2

ei∆ω±t+i∆φ dt

(2.55)

In the second equation the high frequency terms were thrown away and in the third equa-
tion ∆ω± from above was substituted. Thus the variation of the termei∆ω±t can be con-
sidered slow compared toTc. With this trick the rapid variations in the oscillating term is
written as a factor periodic inTc and a factor which now varies slowly compared toTc.
Further the integrand was multiplied with1 = e±inkωTcTc . In the last equation a change of
variable was made and the same approximation applied as in eq. (2.18).

We see that there is a kind of „resonance frequency” where the side band can be tracked
and this happens when the reference frequency is a multiple ofωTc, not just atnωTc .

8The off-diagonal terms in the sum are suppressed
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2.2. Signal Model

In the standard situation for rectangular chips there are also similar kinds of „resonance
frequencies” atω + k2π/Tp, corresponding to the maximums of thesinc(·) factor. This
effect is also present here in the second integral in the last equation in eq. (2.55). There is
a fundamental difference between these two phenomena: one depends on the integration
time, which is generated in thereceiverand is thus not very stable and the second depends
on the chip rate of the signal generated in thesatelliteand is therefore just as stable as the
carrier frequency itself.

One might have expected that the „resonance frequency” would correspond to the maxi-
mum of the spectrum (i.e.ωmax± in eq. (2.43)), but that is not the case.

Integrating the last equation in eq. (2.55) and assuming the phase error to be constant in
the integration interval, we get:

Rcode
SOC(τ, ∆ω±, n) =

=
±Tp ei∆φ

√
2

sinc(∆ω±Tp/2)

[
Tri(τ/Tc)∓ e±inωTcτ

nωTc

sin[nωTc(Tc − |τ |)]
]

(2.56)

Taking the real part, we get the expression for the coherent receiver.

Rcode
SOC(τ, ∆ω±, n) =

=
±Tp ei∆φ

√
2

sinc(∆ω±Tp/2)

[
Tri(τ/Tc)∓ cos(nωTcτ)

nωTc

sin[nωTc(Tc − |τ |)]
]

(2.57)

Setting∆ω± = 0 results in a positive or negative triangular CF with a „disturbance”
due to the other side-band. Furthermore, the absolute extrema of eq. (2.57) is located
at (τ, ∆ω) = (0, nπωTc) and not at the corresponding maximum frequency defined in
eq. (2.43).

Comparing the equation above to eq. (2.23) we see similarities. However, it is not straight
forward to view eq. (2.57) as a generalization of eq. (2.23); settingn = 0 in eq. (2.57)
doesnot yield eq. (2.23). As the separation between the peaks in the spectrum increases,
the mutual influence decreases, so the limitn → ∞ would in this sense correspond to
eq. (2.23).

As before the non-coherent expression is obtained by multiplying the correlation function
by the complex conjugate of itself:

Rcode
SOC(τ, ∆ω±, n)Rcode

SOC(τ, ∆ω±, n) =

T 2
p

2
sinc2(∆ω±Tp/2)

[
Tri2(τ/Tc)− 2

nωTc

cos(nωTcτ) sin[nωTc(Tc − |τ |)]

+
1

n2ω2
Tc

sin2[nωTc(Tc − |τ |)]
]

(2.58)
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Figure 2.20.: Coherent correlation function of the sub-carrier forn =1, 2, 3 and 4. The strange
wavy structure is due to the cross-talk from the other side-band. A look at the equations reveals
that immediately.

As expected, the non-coherent expression of the correlation function is independent on
the phase error.

In figure (2.20) the coherent correlation function eq. (2.57) is shown for the maximum
carrier frequency for∆ω± = 0. In figure (2.21) the corresponding results for the non-
coherent correlation function are shown.

We notice the wavy structure of the correlation functions in figure (2.21) and figure (2.20).
These are due to the cross-talk from the coherent signal on the other side band.

When constructing a discriminator for the receiverS-curve, care must be taken when
choosing the correlator spacing, because if chosen badly, the tracking point of the dis-
criminator may be located on one of the flat regions of the correlation function. We will
go further into that in the chapter on the receiver model.

2.2.8. Binary Offset Carrier Chips

The new military signals of the GPS system will feature a so-called split spectrum signal,
also called binary offset carrier (BOC) signal. For the European Galileo system such
modulations are also under consideration.
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Figure 2.21.: Non-coherent correlation function of the sub-carrier forn =1, 2, 3 and 4. The
strange wavy structure is due to the cross-talk from the other side-band. A look at the equations
reveals that immediately.

This signal can be considered a generalization of the Manchester encoded signal. The
splitting of the spectrum is implemented by modulating the spreading-code onto a square
wave, replacing the sine wave of the SOC signal from the previous section. The square
wave has a very short period, namely one chip length in the case of Manchester coding
and if the spectrum is to be split farther apart, the square wave has an even shorter period.
Due to the short period, the spectrum of the square wave is discrete and the first delta-
peaks are located at±2π/Tc. The other peaks themselves are outside of the spectrum,
but in conjunction with the spectrum of the spreading code they will contribute to the
over-all spectrum. The spectrum of the combined signal can now be calculated using the
convolution theorem.

Another way of looking at it is simply to say that each symbol has the shape of a square-
wave. The spectrum in the limit of infinite code-length is then simply the spectrum of one
symbol.

Let us now consider a general BOC-signal, where each symbol is given by the square-
wave:

Sqrn(t) := (−1)n[θ(x + Tc/2) + θ(x− Tc/2)] + 2
n−1∑

k=−n+1

θ(t + kT/2n) . (2.59)
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One code−bitSquare wave

−Tc/2 Tc/2

Tc/n

Figure 2.22.:Modulating square wave for splitting up the spectrum

Forn even the square wave can be written as

Sqrn(t) =

{
1 t ∈ [(2k − n)tc, (2k − n + 1)tc]

−1 t ∈ [(2k − n + 1)tc, (2(k + 1)− n)tc]
for k ∈ [0, .., n− 1]

(2.60)
wheretc := Tc/n. The numbern counts the number of periods of the square wave within
one chip. The notation used here and the notation, which has established itself in the
literature are then related by BOC(n

Tc
, 1

Tc
) (see for example [BBC+00, Bet00b]).

Then the Fourier transform corresponding to eq. (2.60) can be written as

SBOC(ω) = F {Sqrn(t)} =
n−1∑

k=0

[∫ (2k−n+1)tc

(2k−n)tc

e−iωt dt−
∫ (2(k+1)−n)tc

(2k−n+1)tc

e−iωt dt

]

=
i eiω(n−1)tc

ω
4 sin2(ωtc/2)

n−1∑

k=0

e−i2kωtc .

(2.61)

Identifying the sum in the eq. (2.61) as a geometric series (see eq. (B.2)) we have

SBOC(ω) =
i eiω(n−1)tc

ω
4 sin2(ωtc/2)

1− e−i2ωntc

1− e−i2ωtc

=
4i

ω
sin2(ωtc/2)

sin(nωtc)

sin(ωtc)

=
2i

ω
sin(ωtc/2)

sin(nωtc)

cos(ωtc/2)
,

(2.62)

where the last equation is true because ofsin(ωtc) = 2 sin(ωtc/2) cos(ωtc/2). This is the
form usually seen in the literature. The spectrum of the BOC signal is purely imaginary9

9One could of course shift the chip shape to the left or to the right which would result in a global phase
factor. For the discussion to follow this global factor is irrelevant.
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and an odd function ofω. In figure (2.23) the imaginary part of the spectrum is shown.
The power spectrum,PBOC(ω) for the BOC wave-form is obtained, as usual through
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Figure 2.23.: Imaginary part of the BOC spectrum forn = 2, 4 and6. The real part is zero (see
eq. (2.62))

PBOC(ω) := |SBOC(ω)|2 = S∗BOC(ω)SBOC(ω)

=
4

ω2
tan2(ωtc/2) sin2(nωtc) .

(2.63)

The power spectrum (logarithmic scale) is shown in figure (2.24)

To obtain the auto-correlation function from the spectrum it is most convenient to start
with the last equation in eq. (2.61):

PBOC(ω) =
16 sin4(ωtc/2)

ω2

(
n−1∑

l=0

ei2lωtc

) (
n−1∑

k=0

e−i2kωtc

)

=
16 sin4(ωtc/2)

ω2

[
n−1∑

k=−n+1

(n− |k|) ei2kωtc

]
,

(2.64)

where eq. (B.1) was used. The trick is to writesin2(ωtc/2) in complex form and multiply
it with the sum. The inverse Fourier transform of the remainingsinc2(ωtc/2) is then a
triangular function. We then end up with a squared sinc-function multiplied with a sum
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Figure 2.24.:The power spectrum of the BOC signal forn = 2, 4 and6.

of complex phases. Transforming back into time domain, we use the convolution theorem
and the result is a convolution of the triangle function with a sum of delta-distributions:

PBOC(ω) = 2tc sinc2(ωtc/2)
[
1− (eiωtc + eiωtc)/2

]

×
[

n−1∑

k=−n+1

(n− |k|) ei2kωtc

]

= 2tc sinc2(ωtc/2)

×
n−1∑

k=−n+1

(n− |k|) [
ei2kωtc −(e(2k+1)ωtc + e(2k−1)ωtc)/2

]

(2.65)
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The inverse Fourier transform is then simply given by

ACFBOC(t) = F−1 {PBOC(ω)}
= Tri(t/tc)

?

n−1∑

k=−n+1

(n− |k|) [2δ(t− 2ktc)− δ[t− (2k + 1)tc]− δ[t− (2k − 1)tc]]

=
n−1∑

k=−n+1

(n− |k|)
[
2 Tri(t/tc − 2k)

− Tri(t/tc − 2k − 1)− Tri(t/tc − 2k + 1)
]

(2.66)
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Figure 2.25.:A ’movie’ of two correlating Manchester bits. The bottom right plot is the resulting
ACF. (See text for explanations)

It is also possible to obtain the ACF directly by inspection. To do so we simply imag-
ine shifting two copies of the ACF in time domain over each other. Let’s first consider
two Manchester coded bits that we shift into each other. In figure (2.25) this process is
demonstrated. To completely construct the ACF we notice two things:

• We are integrating a function which is piece-wise constant and thus the result must
be a piece-wise linear function
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• As we shift the curves over each other we see that the extrema of the ACF are
located where discontinuities of the two copies meet

Thus, the only thing we need to do is locate and calculate the extrema. The snapshots in
figure (2.25) are exactly the extrema of the ACF. With that information we can construct
the ACF using (figure (2.25))

The first plot in figure (2.25) shows the two Manchester encoded bits just before they
overlap. At that moment the auto-correlation function is zero. The second plot shows the
two bits as the overlap is exactly−1/2 and the second discontinuities meet. The third plot
shows a perfect overlap of the two bits. The value of the auto-correlation function here is
1. The fourth and the fifth plot correspond to the second and first plot, respectively, as the
auto-correlation function is symmetric.
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Figure 2.26.: The ACF of the BOC signal as a function of delay. The curves are plotted forn =
1, 2 and 4.n = 2 corresponds to the GPS M-code. For reference the ACF of the rectangular signal
is shown.

For the general case ofn we obtain analytical values for the extrema and simply say that
they are connected with straight lines. The extrema of the ACF in the general case are
given by:

Rk := R( |k|
2n

) = (−1)k(1− k
2n

) for k = 0, . . . , 2n (2.67)

and they are located atx = ±k/2n, i.e. every time the modulating code flips, a new
extreme has been reached. The units are in chip lengths and the amplitude of the bits is
normalized to±1 so that the maximum of the ACF will be1.
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2.2. Signal Model

In figure (2.26) the ACF was plotted for infinite bandwidth for the casesn = 1, 2 and 4
using eq. (2.67).

Band-limited BOC signals It is relatively easy to obtain a band-limited version of
the auto-correlation function of the BOC signal. Looking at eq. (2.65) we see that the fac-
tor in front of the sum is the inverse Fourier transform of theTri(·) function, which in turn
happens to be the auto-correlation function of the rectangular chip in infinite bandwidth.
In section2.2.5the band-limited version of that signal was derived. The eq. (2.66) was
obtained using the convolution theorem, thus we simply have to replace theTri(·) in the
first equation in eq. (2.66) with the corresponding expression for the band-limited version
of Tri(·). Thus we have

ACF BL
BOC(t) =

n−1∑

k=−n+1

(n− |k|)[2RBL(t/tc − 2k)

−RBL(t/tc − 2k − 1)−RBL(t/tc − 2k + 1)
]

(2.68)

whereRBL is given by eq. (2.31) and the bandwidth parameterb has the same interpreta-
tion as before. The band limiting parameterb defined in eq. (2.27) is normalized to the
rate of the square wave, not the chip-rate. The parametertc refers to the period of the
square-wave, buttc replacesTc in the equation above. Therefore the relation between the
bandwidth limiting parameterb is:

BBW = b
4n

Tc

or b = BBW
Tc

4n
(2.69)

whereBBW is expressed in Hz.
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Figure 2.27.: Normalized auto correlation functions of the band-limited BOC signal. In the left
plot n = 1, corresponding to Manchester encoding and the right plot hasn = 2 corresponding to
the GPS M-code signal structure. The values of the band limiting parameter wereb = 0.5, 1 and
∞.

In figure (2.27) and figure (2.28) the auto correlation functions for band limited BOC
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2.2. Signal Model

signals are shown. The left figure of figure (2.27) corresponds to a Manchester encoded
signal and the right has the same structure as the GPS M-code. Note that although the
ACF are termed as normalized the peak value is not equal to one. This reflects the fact
that not all the power of the signal is available; some of the power is blocked by the
band-limiting.

For b=1 the only effect of the band-limiting is the slight rounding off of the edges of
the ACF. For a band-limiting ofb=0.5, frequencies lower than the twice the square wave
frequency are not let through by the filter. The result are the oscillations outside of the one
chip length region. This would lead to undesirable side-lobe effects in case of multipath.
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Figure 2.28.: Normalized auto correlation functions of the band-limited BOC signal forn = 7.
This corresponds to a BOC(14,2). The values of the band limiting parameter wereb = 0.5, 1 and
∞.

In figure (2.28) the band limited version of the BOC(7x,x) signal is shown. This is the
same signal structure as the overlay on L1 (BOC(14,2)), which has been suggested for
Galileo. For clarity, only the right side of the ACF is shown.

We also notice that with decreasing bandwidth, the side-lobes of the auto-correlation func-
tions are shifted apart.

All the effects pointed out here coincide with the observations made in [Bet00b]. Except
that here we have a closed form of the correlation process via eq. (2.68).
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Correlation of the BOC signal with the Code For the SOC signal it was possible
to correlate the signal with the code alone. This procedure resulted in a cross-correlation
function with one maximum. The only difference between BOC and SOC is that the
modulated sub-carrier is a square wave rather than a sine. Therefore one might think that
a similar approach would be feasible for the BOC signal.

We proceed in the same manner as in the SOC case in eq. (2.55). The same arguments
hold (the period of the square wave is the same as the modulating sine). We end up with an
expression analog to the last equation in eq. (2.55) with thesin(·) replaced by the square
wave:

R(τ, ∆ω±, φ) ≈
∫

C(u)C(u− τ) Sqrn(u)einωTcudu

∫ Tp/2

−Tp/2

ei∆ω±t+i∆φ dt (2.70)

The cross correlation function for∆ω± = 0 andφ = 0 is now given by the following
integral:

R(τ, n) =

∫
einωTcu C(u− τ)C(u) Sqrn(u)du =

∫

Ωτ

einωTcu Sqrn(u)du (2.71)

whereΩτ was defined as:

Ωτ :=

{
[τ − Tc/2, Tc/2] for 0 ≤ τ < Tc

[−Tc/2, τ + Tc/2] for − Tc < τ ≤ 0
(2.72)

Received code−bit Generated code−bit

−Tc/2 Tc/2

τ − Tc/2 kTc/2n

Figure 2.29.: Illustrating the integration in eq. (2.71).

When we were dealing with the SOC signal we hadsin(·) in the integral and the sine
could easily be integrated overΩτ . Here on the other hand we have this square wave,
which effectively divides the regionΩτ into intervals with alternating signs. The situation
for positiveτ is sketched in figure (2.29). In order to simplify the following discussion,
we would like to define the set of integers corresponding to the stars in figure (2.29):

Ωint
τ := {k|k ∈ Z ∧ 2n

Tc

(τ − Tc/2) ≤ k < n} (2.73)
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Note thatk = n is not a member of the set. With these definitions we can easily calculate
the integral in eq. (2.71):

R∗(τ, n) =

∫

Ωτ

einωTc t Sqrn(t)dt

=
∑

k∈Ωint
τ

(−1)k

∫ (k+1)Tc
2n

kTc
2n

einωTc t dt +

∫ kmin

τ−Tc/2

(−1)kmin−1 einωTc t dt

=
−i

nωTc

{ ∑

k∈Ωint
τ

(−1)k
[
einωTc

(k+1)Tc
2n − einωTc

kTc
2n

]

+ (−1)kmin−1
[
einωTc

kminTc
2n − einωTc(τ−Tc/2)

]}

(2.74)

The coloring of the terms in the second equation refers to the colors in figure (2.29) and
shows the integration intervals. The terms in the sum are constant inτ , except when the
setΩint

τ changes. The variablekmin is defined askmin := min{Ωmin
τ }. The equation above

is only valid for positiveτ , but if we look at the first integral, we see that

R∗(−τ, n) =

∫
einωTc t Sqrn(t)C(t + τ)C(t)dt

= −
∫

e−inωTc t′ Sqrn(−t′)C(−t′ + τ)C(−t′)dt′

=

∫
e−inωTc t′ Sqrn(t′)C(t′ − τ)C(t′)dt′ = R∗(τ, nωTc)

(2.75)

where the bar overR means complex conjugation. In the second equation the substitution
t → −t′ was made and it was used that the square wave is an odd function and thatC(t)
is an even function.

Inserting the value forωTc = 2π
Tc

in eq. (2.74) and using the fact thateiπ = −1 we get:

R∗(τ, n) =
−iTc

n2π

{
 ∑

k∈Ωint
τ

−2


 + (−1)kmin−1

[
(−1)kmin − ein2π(τ/Tc−1/2)

]
}

=
−iTc

n2π

{⌊
2n(τ − Tc)

Tc

⌋
+ (−1)kmin−1

[
(−1)kmin − ein2π(τ/Tc−1/2)

]
} (2.76)

The sum overΩint
τ basically counts the number of transitions of the square wave within

the integration region (corresponds to the number of stars in figure (2.29)). This is for-
mulated in the second equation of eq. (2.76) whereb·c represents the integral part of the
argument10.

10I.e. b4.9c = 4 andb4.1c = 4
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As usually the correlation function in time and frequency becomes:

R∗(τ, ∆ω±) =
TpTc

n2π

{⌊
2n(τ − Tc)

Tc

⌋
+ (−1)kmin−1

[
(−1)kmin − ein2π(τ/Tc−1/2)

]
}

× ei∆φ sinc [∆ω±Tp/2]

(2.77)

under the assumption that the carrier frequency offset∆ω± and the phase errorφ does not
vary considerably during the integration intervalTp.

Now we can look at coherent and non-coherent versions of eq. (2.76) by taking the real
and imaginary part and the squared amplitude of the cross correlation function.

Taking the real part of eq. (2.76) we obtain the correlation function corresponding to the
in-phase channel (I-channel) of the receiver:

RBOC
c,I (τ, ∆ω±, n) = R{R∗(τ, ∆ω±, n)}

=
TpTc

n2π

{⌊
2n(τ − Tc)

Tc

⌋

+ (−1)kmin−1
[
(−1)kmin − cos(n2π(τ/Tc − 1/2))

]
}

× cos(∆φ) sinc [∆ω±Tp/2]

(2.78)

This is plotted in figure (2.30). Comparing to figure (2.18) we see that the surfaces are
very similar as one would expect. Intuitively the influence from the “other” side-band
should be minimal; it manifests itself in the wavy structure seen in the curves. Further,
the only difference is that a sine is used for the modulation instead of a square wave.
Therefore it is plausible that there is very little difference between the two.

Usually, the difference between theI- and theQ-channels is only the phase factore∆φ,
but in eq. (2.78) the correlation function has an imaginary part. Thus, for zero phase error
(∆φ = 0) theI-channel is not zero and is given by

RBOC
c,Q (τ, ∆ω±, n) = I{R∗(τ, ∆ω±, n)}

= − sin (n2π(τ/Tc − 1/2)) sin(∆φ) sinc (∆ω±Tp/2)
(2.79)

In figure (2.32) the CF is plotted for four values ofn. The similarity with figure (2.20)
is evident. The maximum in frequency for both correlation functions (BOC and SOC) is
∆ω± = 0, which means that the carrier frequency in the receiver will beω′ = ω ± nωTc.
This is a result of the frequency of the modulating wave.

One might think that the point on the correlation function where the slope is zero would
cause problems when tracking the signal, because the correlator spacing can be chosen
such that the slope of the S-curve at the tracking point is zero. This is exactly what
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Figure 2.30.:3-D plot of the coherent CF for a BOC signal, correlated with a reference signal
consisting of the code alone forn = 2. The delay is measured in chip durations, while the frequency
offset is measured in pre-detection bandwidths. The plot is based on eq. (2.77).

happens if a correlator spacing ofTc is chosen, which is the standard value for GPS C/A
code receivers. By narrowing the correlator spacing such that the slope is maximized, a
larger slope at the tracking point can be achieved than one would have obtained if there
were only one side-band (i.e. only a normal rectangular chip were transmitted by the
satellite).

In figure (2.33) this is shown. We see that for a correlator spacing of2Tc/3 the slope
at the tracking point is increased, and in fact larger than for a rectangular chip shape.
Provided the correlator spacing is chosen sensibly it is still theoretically possible that the
tracking loop be “caught” on one of the plateaus. This, however, is not a stable state as
the magnitude of the S-curve at that point is large and it is the magnitude of the S-curve
that drives the tracking loops at this point.

2.2.9. Relation Between the SOC and BOC Signals

In the previous section it was implied that there is a relationship between the BOC and the
SOC signal. To see exactly how they are related we expand the square wave in a Fourier
series:

Sqrn(t) =
4

π

∞∑

k=1

1

2k − 1
sin[(2k − 1)nωTct] (2.80)
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Figure 2.31.:3-D plot of the coherent CF for a BOC signal, correlated with a reference signal
consisting of the code alone forn = 2. The delay is measured in chip durations, while the frequency
offset is measured in pre-detection bandwidths. The plot is based on eq. (2.77).

The first term in the expansion is proportional tosin(nωTct), which is the sine in the SOC
signal. We recall that both the SOC and BOC signals were normalized so that the power
of each bit is1[arbitrary units]. The power due to the first term in the expansion above is
thus (4/π)2

2
≈ 81%

In this sense the SOC signal can be viewed as a first order BOC signal. However, the SOC
signal isnot a band-limited version of the BOC signal; the bandwidth of the modulating
carrier of the SOC signal is band limited (i.e. the sine wave), but the rectangular chip has
an infinite bandwidth. So band-limiting a BOC signal will not result in a SOC signal.

Looking at eq. (2.80) we see that the square wave is a series of sine waves. These in turn
are delta distributions in frequency domain. The spectrum of the rectangular pulse is a
sinc(·) function. So when the convolution of the two is formed (i.e. thesinc(·) and the
series of delta distributions), we have contributions from the higher ordersinc(·) functions
within the frequency band of interest (i.e. close to the carrier frequency). Thuseachof the
higher order terms will contribute to the spectrum at the carrier frequency.

If the bandwidth limited versions of the BOC-signals in figure (2.27) and figure (2.28)
are compared to the SOC-signals in figure (2.17) we see that the SOC signal has zero
derivative atTc and the bandwidth limited BOC doesn’t. Outside of[−Tc, Tc] the auto-
correlation function of the SOC-signal is zero, whereas for the bandwidth limited BOC
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signal there are side-lobes outside of this region.
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Figure 2.32.:The coherent CF on the left and the non-coherent CF on the right between the code
and the BOC signal as a function ofτ .
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Figure 2.33.: The S-curve of the coherent correlation function forn=2. Correlator spacing was
chosenTc and2Tc/3. Note the slope at the tracking point (τ = 0).
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2.3. Modeling Signal Propagation

In this section a model for the propagation of the signal is developed. The modelling
refers to the signal propagation from the satellite to the receiver taking reflections from
physical objects into account. No dispersive effects are considered (ionosphere) and the
medium is assumed to be vacuum (no additional delays or signal attenuation caused by
the troposphere.)

The main requirement for this model is that it must yield a set of parameters, suitable to
describe the signal in terms of the signal model in the receiver. Effectively, this means
that the output of the signal propagation model must consist of

• Signal-to-noise ratio

• A set of geometric delays (on code and phase), representing the individual multi-
paths

• A set of damping parameter describing the relative signal-strength among the mul-
tipaths

All these parameters are functions of time.

To achieve this, a detailed physical model of the signal propagation must be analyzed and
implemented, including a power budget model, geometric ray-tracing and an electromag-
netic analysis of the signal paths.

2.3.1. Power Budget of the Propagation Channel

For reference the so-called communications equation (see for example [LS73]) will be
written down and explained. Given a transmitter, emitting a signal with total power ofPt

W, the signal-to-noise ratio (SNR) can be expressed by:

Prec

N0

= PtGt

(
λ

4πd

)2

LθLpGr
1

kT
(2.81)

whereGt andGr are the antenna gains of the transmitting and receiving antenna, respec-
tively. The distance between receiver and transmitter is denoted byd andλ is the wave
length of the signal. The factor in the parenthesis is called the space loss. Its definition is
connected to the definition of the antenna gain parametersGt andGr. The antenna gain
is defined by

Gi :=
4πAi

λ2
(2.82)

where the subscripti is eitherr or t and the antenna capture area is defined asAi. Thus
an antenna with gain1 has a capture area ofAi = λ2/4π. This reflects the physical fact
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that the capture area of a particular type of antenna, say a dipole antenna, scales withλ2.
The power available at the receiving antenna emitted from an isotropic antenna is equal
to the ratio between the capture area of the receiving antenna and a sphere with radiusd
times the power emitted:

Pr =
Ar

4πd2
Pto = Gr

(
λ

4πd

)2

Pto = GrGt

(
λ

4πd

)2

Pt (2.83)

The factorkT in eq. (2.81) is Boltzmann’s constant,k = 1.38 · 10−23 J/◦K times the noise
temperature. The power,Pt0 = GtPt, is called the equivalent isotropic radiated power
(EIRP) and corresponds to the power an isotropic antenna at the satellite would have to
emit if the powerPt0 were to be emitted in all directions. This is of course not the case
and the antennas on the satellites are designed such that the main part of the power is
concentrated in a beam that covers the earth. Thus the gain,Gt depends on the orientation
of the antenna.

The simulator will use eq. (2.81) to simulate the signal-to-noise ratio at the receiver.

2.3.2. Geometric Ray-Tracing

In this section the ideas for the ray-tracing inSNSS are discussed. InSNSS we want a
general, exact 3-D ray-tracing algorithm.

Basic operations and tests needed for ray-tracing In the following a face means
a piece of a plane which is defined by 3 or more points in 3-D. The face is also oriented and
its orientation is defined by a normal vector pointing in the (so defined) positive direction.
Further the face is required to be flat, i.e. all the vertexes of the face must lie in the same
plane.
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Figure 2.34.:Definition of a face

Definition 2.3.2.1. A face is a set ofN vec-
tors, which all lie in the same plane. Let~Ai,
i = 0, . . . , N − 1 be vectors in the plane
defining the vertexes of the face and let~qi :=
~Ai− ~Ai−1, (i is cyclic inN ). The normal vec-
tor of the face is

n̂ :=
~qi × ~qi+1

|~qi||~qi+1| (2.84)

for all i.
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It is a consequence of the assumption that the vertexes of the face are all in the same
plane that the equation above holds for alli. The region connecting the vectors~Ai must
be convex. The definition is illustrated in figure (2.34).

The algorithm is formulated in a coordinate-system independent way. The main ingredi-
ents for the ray-tracing engine are:

• Operations

– Project a point onto a plane

– Mirror a point in 3-D about a plane

– Intersect a ray with a plane

• Tests

– Determine if a point lies on a face

– Determine if planes are facing each other

– Determine if a point is in the positive half-space of a plane

Projecting a point onto a plane Let the planeP be defined by two non-parallel
vectors~p and~q and a point~R lying in that plane. The vectors~p and~q need not to be
normalized or perpendicular. Consider a point~Q that we want to project ontoP . A vector
in the plane can be expressed as a linear combination of~p and~q:

~Rp := ~R + t~q + s~p . (2.85)

For ~Rp to be the projection point of~Q ontoP , We must have:

( ~Q− ~Rp) · ~q = 0 and ( ~Q− ~Rp) · ~p = 0 (2.86)

that is, the vector( ~Q − ~Rp) must be perpendicular to both~q and~p. These two equations
can be solved fors andt:

t =
(~r · ~p)(~p · ~q)− p2(~r · ~q)

(~p · ~q)2 − p2q2
, (2.87)

and

s =
(~r · ~q)(~p · ~q)− q2(~r · ~p)

(~p · ~q)2 − p2q2
, (2.88)

where~r := ~R − ~Q. If ~q and~p in eq. (2.87) and eq. (2.88) are perpendicular,s andt can
be written as:

t =
(~r · ~q)

q2
and s =

(~r · ~p)

p2
(2.89)

67



2. Models

The factorss andt can be calculated using relatively little processing power. There are no
sines or cosines involved, only some multiplications and one division (the denominator is
the same int ands). In an object-oriented implementation, where the vectors are defined
as vectors in the mathematical sense, this method is independent of the coordinate-system
(and could in a straight-forward manner be extended toN dimensions, although that is of
no value in this context).

Mirroring a point about a plane An important part of the ray-tracing (as it is done
here) is to mirror a point~Q about a plane. This can easily be achieved after we have
calculated the projection point~Rp (see eq. (2.85)). If we denote by~QI the mirrored point,
we have:

~QI := ~Q− 2( ~Q− ~Rp)

= 2(~R + t~q + s~p)− ~Q .
(2.90)

Intersection point of a ray with a plane The reflection point of a ray going from
~R to ~Q, reflected by a planeP , is the same as the intersection point of a ray going from
~R to ~QI with the same planeP . Therefore we must be able to find intersection points of
rays with planes.

The question is: given two points~A and ~B, where is the intersection point of the line
defined by these two vectors with the planeP?

A point ~r lying in a plane containing~R0 with normal~n must satisfy

(~R0 − ~r) · ~n = 0 (2.91)

A line that goes through~A and ~B is given by:

~S := ~A + t( ~B − ~A) (2.92)

Inserting into eq. (2.92) into eq. (2.91) and solving fort, we get:

t =
(~R0 − ~A) · ~n
( ~B − ~A) · ~n

(2.93)

If 0 < t < 1 the line-segment between~A and ~B intersects the plane.

Determine if a point lies on a face In the previous section we calculated the inter-
section point of a ray with a plane. Now we want to know if that point~R is on a given
face, or more generally we want to know if a point~R in the plane is also on the face.

Let ~Ai, i = 0, . . . , N − 1 be the vectors in the plane defining the face and define~qi :=
~Ai − ~Ai−1, (i is cyclic inN ). First we construct a vector

~bi := ~qi − t~qi−1 , (2.94)
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wheret has to be determined such that~bi is perpendicular to~qi, i.e.~bi ·~qi = 0. That yields:

t =
q2
i

(~qi · ~qi−1)
. (2.95)

Now, because the face is convex, we always havet > 0 and thus~bi points into the face.
Thus if (~R− ~Ai) ·~bi < 0 then ~R doesnot lie on the face.

With this test it can only be determined if the point isnoton the face. That means it must
be continued until it is known that the point is not on the face or untilall ~bi’s have been
tested.

If ~qi and~qi−1 are perpendicular, we simply set~bi := ~qi−1.

Determine if a point is in the positive half-space of a plane The implementa-
tion of this test is straight-forward:

(~r − ~R0) · ~n > 0 (2.96)

If eq. (2.96) is fulfilled, ~r is in the positive half-space.

Determine if faces are facing each other This is also straight-forward: if

~n1 · ~n2 > 0 (2.97)

then the faces are facing each other. However, this does not mean that the faces are
opposite and facing each other. It could happen that they are facing each other, but are
not opposite (i.e. they don’t “see” each other, like two people standing back-to-back, they
would be facing each other in the sense of eq. (2.97).).

2.3.3. Electromagnetic Ray-Tracing

In the previous section the geometry of the signal propagation was discussed, but in order
to describe the navigation signal adequately and its interaction with the environment, the
electromagnetic properties of the signal must be considered. In this section the classical
electrodynamics of reflection, refraction and diffraction needed for this work are sum-
marized. For a detailed analysis the reader is refered to the excellent literature cited in
the following sections. In the following discussion the spread spectrum character of the
GNSS signal is ignored and it is treated as a monochromatic electromagnetic plane wave
with frequency equal to the carrier frequency of the signal. However, the polarization of
the signal will be treated in a rigorous way.
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2.3.3.1. Specular Reflection

The propagation of a plane electromagnetic wave can be described in terms of two per-
pendicular electric vectors of the form [Jac82] and [KC73]:

~E := a1 ei(ωt+δ1) x̂ + a2 ei(ωt+δ2) ŷ (2.98)

whereai andδi are real,̂x andŷ are orthogonal and parallel unit vectors to the plane of
incidence respectively (see figure (2.35)). Referring to the figure (2.35) the electric field
vector of the incident and reflected wave can be written as:

~Ei := ai
1 ei(ωt+δi

1) x̂i + ai
2 ei(ωt+δi

2) ŷi

and

~Er := ar
1 ei(ωt+δr

1) x̂r + ar
2 ei(ωt+δr

2) ŷr

(2.99)

The polarization of the signal is accounted for by the magnitudes ofa1 anda2 and the

media 1

media 2

θθiiθθrr

Incident
wave

Reflected
wave

EEii⊥⊥

EEii||

EErr⊥⊥

EErr||

Figure 2.35.:Electric field components reflected off a more dense medium

phase shiftsδ1 andδ2. For example whena1 = a2 andδ1 = δ2, then the wave is linearly
polarized in the direction of̂x + ŷ. Whena1 = a2 andδ1 = δ2 ± π/2, then the wave is
left/right hand circularly polarized.

Fresnel Equations When a plane wave hits a boundary between two media (figure
(2.35)), a part of the energy is reflected while the rest is refracted. In this work we are only
concerned about the reflected part of the wave. The state of the wave after a reflection off
a surface is completely described by the following two complex quantities:

η1 :=
ai

1 eiδi
1

ar
1 eiδr

1
η2 :=

ai
2 eiδi

2

ar
2 eiδr

2
(2.100)

It is clear that theηi’s will depend upon the properties of the medias. In particular the
dielectric constantε the magnetic permeabilityµ and the conductivityσ of the media
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are of importance. By imposing the usual boundary conditions [KC73], [Jac82] on the
electric and magnetic vector of the incident, reflected and refracted wave, the Fresnel
equations are obtained:

η1 =
cos θi −

√
Y 2 − sin2 θi

cos θi +
√

Y 2 − sin2 θi

η2 =
Y 2 cos θi −

√
Y 2 − sin2 θi

Y 2 cos θi +
√

Y 2 − sin2 θi

(2.101)

whereθi is the angle of incidence (see figure (2.35)), εr is the relative dielectricity of the
media,µr is the relative magnetic permeability,σ is the conductivity in [f/m] andλ is
the wave length. The normalized effective conductivityY is defined as [BS87]:

Y :=

√
εr + i60λσ

µr

(2.102)

For most substances the magnetic permeability can be assumed to beµ = 1, i.e. the mate-
rials are assumed to be non-magnetic. Furthermore we note that the effective conductivity
is a complex quantity and thus it affects not only the magnitude of the field, but also the
phase.

2.3.3.2. Stokes Parameters

The polarization state of a propagating electromagnetic plane wave can be described with
4 parameters; the magnitude of both electric vectors as well as their phase. A suitable set
of parameters are the so-called Stokes parameters. Defining the magnitude and phase of
the electric vectors by:

E1 := a1 eiδ1 and E2 := a2 eiδ2 (2.103)

then the four Stokes parameters are given by:

S0 = a2
1 + a2

2

S1 = a2
1 − a2

2

S2 = a1a2 cos(δ2 − δ1)

S3 = a1a2 sin(δ2 − δ1)

(2.104)

With these definitions a linear polarized wave, polarized along the first axis is described
by the parameters~S = [1, 1, 0, 0]. Similarly a right-hand circular polarized wave (negative
helicity) has the stokes parameters~S = [1, 0, 0,−1]. The behavior of the antenna can also
be described by the Stokes parameters. The coupling between the incident wave and the
antenna is then given by [KC73]

S =
1

4
~Santenna· ~Ssignal (2.105)

The parametersai andδi can be found from the Fresnel equation eq. (2.101).

All these things are relative to the orientation of the propagating vector of the wave. In
the case of the antenna, the Stokes parameters are relative to some predefined orientation
vector of the antenna.
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2.3.4. Reflection of Rough Surfaces

The simplest case of reflections are the smooth reflections. Here Snell’s law is valid and
the reflection can easily be calculated using the Fresnel equations eq. (2.101) and the po-
larization is accounted for by the Stokes parameters. However, when the surfaces are not
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Region of smooth reflections

Region of rough reflections

Transition region

Figure 2.36.: The Rayleigh criterion for rough surfaces as a function incident angle for a wave
lengthλ = 20 cm. On they-axis the characteristic dimension of the roughness is shown. Indicated
are the regions of rough/smooth reflections. The three curves correspond toΓ = 8, 16 and 32. See
eq. (2.106) and discussion threafter for explanations.

smooth, then the analysis becomes increasingly more complex. In this work two cases of
roughness will be considered. In the first case surfaces are considered that have a charac-
teristic roughness comparable to the carrier wave length. The second case reflector with
a roughness considerably larger than the carrier wave length are considered. Basically,
these reflectors are composed of a number of smaller reflectors.

The classical measure of whether a surface is rough or not, is given by the Rayleigh
criterion:

h ≥ λ

Γ cos(θ1)
, (2.106)

whereλ is the wave length of the carrier,θ1 the incident angle of the wave andh is a
measure of the roughness of the reflector. The factorΓ is an arbitrary factor, which is
conventionally chosen to beΓ = 8. This value corresponds to a phase difference ofπ/2
between a wave reflected atξ = 0 andξ = h. It turns out that this value is rather optimistic
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(i.e. a surface is considered smooth, when it should in fact be considered rough [BS87]).
More realistic values would beΓ = 16 or Γ = 32, corresponding to a phase difference of
π/4 andπ/8, respectively.

For L-band signals we haveλ ≈ 20 cm. The Rayleigh criterion is shown in figure (2.36).

As pointed out by various authors the Rayleigh criterion should not be considered a hard
measure whether a surface is rough or not. It only gives the order of magnitude. A
comparison with the specular scattering coefficient in the next section will show this (see
figure (2.39)).

Looking at figure (2.36) we see that the region above the upper-most curve (red, solid one)
can be considered as a rough surface and in the region below the lowest curve (the blue
dotted one) the reflector can be considered smooth. Obviously, surfaces with a character-
istic dimension of roughness more thanh = 2.5 cm will always11 qualify as rough for
signals in L-band. On the other hand, it is reasonable to assume surfaces with a roughness
less thanh = 0.62 cm to be smooth.

Therefore most man-made surfaces (walls, roads etc.) are either in the transition region
or can be considered smooth. For natural terrain, however, this does not necessarily hold.

In the following two sections models will be developed for the moderate roughness and
the very rough case.

2.3.4.1. Roughness in the Order of the Carrier Wave Length

In this section a very brief summary of the scattering from rough, random surfaces is
given. This re-cap is by no means meant to be complete and the reader is refered to
the very excellent book by P. Beckmann and A. Spizzichino [BS87] for further reading.
For the reader’s convenience the corresponding pages and sections of this reference are
sometimes given.

As the scattering theory of rough surfaces involves many subtle assumptions and approx-
imations, it is useful to briefly outline the theory and thus point out the limitations of the
theory in context.

The Kirchoff Solution The starting point for the well-known Kirchoff solution [BS87]
is the Helmholtz equation:

Er =
1

4π

∫∫

S

(
E

∂ψ

∂n
− ψ

∂E

∂n

)
dS (2.107)

with

ψ =
eik2R′

R′ (2.108)
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Figure 2.37.:Definition of the coordinate system used in eq. (2.109)

whereE is the electric field,S is the surface described by the functionξ(x, y), indicated
in figure (2.37). The coordinate system has its origin atO and the point of observation
is denoted byP . Points on the surfaceξ(x, y) are denoted byB. The parameterR′ is
defined as the distance between the point of observationP and a point on the surface
B. The point of observationP is assumed to be „far away” from the reflecting surface,
thusOP andBP can be assumed to be parallel. The wave vectors of the incident and
reflected wave are~k1 and~k2, respectively. The position vector of a point on the surface,
~r = xêx + ξ(x)êz for a one-dimensional surface, whereêx andêz are the basis vectors of
the coordinate system indicated in figure (2.37).

The extension to a two-dimensional surface is straight forward and can be found in
[BS87]. However, in order to keep the notation as simple as possible only the one-
dimensional analysis is shown here. The corresponding expressions for two-dimensional
surfaces will be written down in the end.

Inserting the electric fields and its surface derivatives and assuming the Fresnel equations
eq. (2.101), we find12:

E2 =
ekR0

4πR0

∫∫

S

(Rξ~v − ~p) · n̂ξ ei~v·~rξ dS

=
ekR0

4πR0

L∫

−L

(aξ′(x)− b) eivxx+ivzξ(x) dx

(2.109)

where the sub-script in the first equation indicates dependence on the shape of the surface.
The factorR in eq. (2.109) is the reflection coefficient, obtained by the Fresnel equations

11i.e. for all incident angles
12This is done in [BS87] in section 3.1 on p. 20.
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eq. (2.101). The vectors~v and~p are defined as

~v := ~k1 − ~k2 and ~p := ~k1 + ~k2. (2.110)

The normal vector̂nξ = n̂ξ(x, y) is the „local” normal vector of the surfaceξ(x, y). The
factorsa andb can be shown to be:

a = (1−R) sin(θ1) + (1 + R) sin(θ2)

b = (1 + R) cos(θ2)− (1−R) cos(θ1)
(2.111)

whereθ1 andθ2 are the incident and reflection angles, respectively. It is important to
realize that at this point it has been assumed that the Fresnel equations in eq. (2.101) are
valid ateach local pointof reflection on the surface. This means that the curvature of the
surface must be small compared to the wave length. This is the most serious limitation of
the Kirchoff solution for frequencies in L-band. The curvature is proportional toh

τ
where

τ is a measure of the „wave length” of the surface or the correlation length in the case of
random surfaces (see discussion later in this section).

Intuitively we can identify the various terms of eq. (2.109). The phase factor in the integral
actually describes the phase difference between the locally reflected wave and the one
reflected at the origin (O). The vector~v is perpendicular to the reference plane and~p is
parallel to it. Thus, in the case of a smooth surface the first term in the second equation in
eq. (2.109) will vanish and the second term is finite. When the normal vectorn̂ξ is tilted
relatively to the smooth surface, the second term yields a contribution to the electric field
at the expense of the first one.

In the following it is convenient to define the so-called scattering coefficientρ. Let the
electric field scattered by a perfect smooth, infinitely large conductor be denoted byE20,
then the scattering coefficient is defined as

ρ :=
E2

E20

=
1

4L cos(θ1)

∫ L

−L

(aξ′ − b) eivxx+ivzξ dx

(2.112)

This is the general formula for the scattering off a one-dimensional rough surface, with
finite conductivity. The integral, however, is not as trivial as it looks, becausea andb
depend onx in a complicated way. Therefore, it is necessary to make some assumptions
and simplify the expression eq. (2.112). In the following the case of infinite conductiv-
ity (i.e. Y → ∞ in eq. (2.102)) is considered. In this case the reflection coefficientR
becomes1 for horizontal polarization and−1 for the vertical polarization.

At first this may appear as a severely limiting assumption, but as we shall see later, in
the case of random surfaces with additional approximations the resulting scattering co-
efficient can be generalized to the finite conductivity case in a simple manner. Setting13

13corresponding to the horizontal and vertical polarizations
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R = ±1 and integrating by parts,ρ can be expressed as

ρ± :=
E±

2

E20

= ±F2

2L

∫ L

−L

ei~v·~r dx (2.113)

where± stands for horizontal and vertical polarization, respectively. The factorF2 is
defined as:

F2 :=
1 + cos(θ1 + θ2)

cos(θ1)[cos(θ1) + cos(θ2)]
(2.114)

The important thing about eq. (2.113) is that the only dependence onx is contained in the
exponent.

Random Surfaces In principle the expression eq. (2.113) is valid for any surface de-
scribed byξ(x, y). The surface can be periodical or random. In this thesis only random
surfaces are considered. In figure (2.38) a random surface is shown schematically. Let us
now assume the surface to be generated by a Gauß-ian, stationary process, i.e. the diver-
gence from the planar smooth surface has a Gauß distribution with varianceσ2. Further
assume the autocorrelation function of the process to be exponential with a correlation
lengthτ . Both curves in figure (2.38) have the same variance, but the blue one (upper)
has a much shorter correlation length than the red one (lower).

σ2 τ2

σ1

τ1ξ1(x)

ξ2(x)
σ2 τ2

σ1

τ1ξ1(x)

ξ2(x)

Figure 2.38.: The two characteristic parameters for Gauß-ian random surfaces. Both surfaces in
the figure have the same variance (σ2), but different correlation lengths (τ ).

The quantity of interest here is the reflectedpowerand not the electric field. Therefore
we are interested in〈ρρ∗〉 rather than〈ρ〉. Inserting the Gauß-ian surface into eq. (2.113)
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and performing the average, we get

〈ρρ∗〉 = e−g

(
ρ2

0 +

√
πF 2

2 T

2L

∞∑

k=1

gk

k!
√

k
e−v2

xτ2/4k

)
for one dimension (2.115)

〈ρρ∗〉 = e−g

(
ρ2

0 +
πF 2

3 τ 2

A

∞∑

k=1

gk

k!k
e−v2

xyτ2/4k

)
for two dimensions (2.116)

where the first equation is valid for a one-dimensional surface. In this section only 1-
dimensional surfaces were considered, but the expression for the two-dimensional surface
is obtained in an analogous manner. The interested reader is referred to [BS87], section
3.2 and section 5.3.

The parameterρ0 in eq. (2.115) and eq. (2.116) is the scattering coefficient for a finite,
smooth, perfectly conducting reflector. It is given by

ρ0 = sinc(vxL) one-dimension (2.117)

ρ0 = sinc(vxL) sinc(vyL) two-dimensions (2.118)

wherevx andvy are thex andy components of the vector~v in eq. (2.110). The dimensions
of the reflector is givenL in one dimension andL×L = A in two dimensions. The factor
g is short hand for √

g := 2π
σ

λ
[cos(θ1) + cos(θ2)] (2.119)

The factorF2 in eq. (2.115) is given by eq. (2.114) for one dimension and by

F3 :=
1 + cos(θ1) cos(θ2)− sin(θ1) sin(θ2) cos(θ3)

cos(θ1)[cos(θ1) + cos(θ2)]
(2.120)

for two dimensions (eq. (2.116)).

In figure (2.39) the specular reflection coefficient is plotted as a function of incident angle.
The values ofσ are the same that were obtained using the Rayleigh criterion at normal
incidence, i.e. 2.5, 1.25 and 0.625 cm. (see eq. (2.116) and figure (2.36)). We see that for
normal incidence the scattered power in the specular direction is considerably reduced.
For σ = 2.5 cm the scattered power is reduced by an order of magnitude for normal
incidence! For oblique incidence the situation is better.

In figure (2.40) the factorg in eq. (2.119) is shown. We see that for a roughness of more
thanσ = 1.25 cm we find ourselves in the region of a moderately rough surface.

For the purposes of this work, we shall consider surfaces that haveλ ¿ τ ¿ L whereL
is the linear dimension of the reflector. Then the dependence on the correlation length can
be ignored and the main contribution of the scattered power is due to the specular term in
eq. (2.116). Thus in this approximation we have

〈ρρ∗〉 ≈ 〈ρρ∗〉spec≈ e−g |θ1=θ2 = exp

[
−

(
4πσ cos(θ1)

λ

)2
]

(2.121)
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Figure 2.39.: The specular scattering coefficient for the scattering of an electromagnetic wave
of a wave lengthλ = 20 cm as a function of incident angle. The three curves correspond to a
roughness ofσ = 2.5, 1.25 and 0.75 cm respectively. These are exactly the values of the parameter
h in eq. (2.106) for normal incidence andΓ = 8, 16 and 32 (see figure (2.36) and eq. (2.106))

Considering the surfaces of most buildings, this approximation seems sufficient. To ac-
count for natural terrain, these approximations are probably not valid. For radio waves
with wave length of c.a. 20 cm one has to ask oneself if the Kirchoff solution is valid in
that case at all. Considering natural surfaces like grass, regions with gravel, were each
stone has a typical diameter of, say, 1-5 cm. It is questionable whether the Fresnel equa-
tions can be applied locally on those surfaces for this wave length.

Finite Conductivity The analysis above assumes a perfectly conducting reflector.
However the effect of the roughness is found to depend mainly upon theshapeof the
surface and not the electric properties.

Basically, the problem with finite conductivity involves the dependence ofa andb onξ(x)
in eq. (2.112). If it is assumed that

〈aξ′〉 ≈ 〈a〉〈ξ′〉 (2.122)

then it can be shown ([BS87], section 5.4, p. 97) that the scattering coefficient for finite
conductivity is given by

〈ρρ∗〉finite ≈ 〈RR∗〉〈ρρ∗〉∞ (2.123)
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Figure 2.40.: Theg factor in eq. (2.119) as a function of incident angle. The wave length of the
scattered wave wasλ = 20 cm. The four curves correspond to a roughness ofσ = 5, 2.5, 1.25
and 0.625 cm respectively.

where the sub-scripts∞ and finite denote the scattering coefficient for infinite and finite
conductivity, respectively. It is therefore justified to calculate the scattering coefficient for
an infinite conductor and then „correct” the result with the reflection coefficient evaluated
for the reference plane (i.e. forξ(x) = 0).

2.3.4.2. Roughness Larger Than the Carrier Wave Length

It would now be possible to use the equations of the previous section to obtain an expres-
sion for the scattering when the surface is very rough. Such an approach would, however,
not fit into the overall scheme of things in the modeling and implementation ofSNSS .
The main reason is that the geometric ray-tracing only yields the specular reflections and
the geometric information to sum up the fields from reflectors that „nearly” fulfill Snell’s
law simply isn’t there.

A more straight-forward approach, from an implementation point of view, is to generate
a random number of virtual reflectors around a real one. The target application here are
oceanic surfaces. A similar idea is discussed in [BS87], section 6.4, where the surface is
explicitly generated by a Markov process.

The idea used here is illustrated in figure (2.41)
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Figure 2.41.:After the geometric ray-tracing has successfully found all specular reflectors, virtual
reflectors are generated as illustrated in the figure.

Etotal =
êr

M

N∑
j=0

Ej ei~k·(~r+∆~rj) = êrE0 ei~k·~r +
µ

M ′

N∑
j=1

Ej ei~k·(~r+∆~rj) (2.124)

whereE0 is the electric field as it is obtained from the procedures in the previous sections.
Ej for j ≥ 1 is the amplitude of the virtual field and∆~rk corresponds to the phase of
the virtual signal. N is the number of virtual reflectors andM is a normalization. It
is assumed that the reflectors are far away from the receiver, so that the unit vectorêr,
pointing from the specular reflection point to the receiver, can be considered the same for
all virtual reflectors.

The normalizationM ′ is chosen such that the power of the virtual scatterers can be ad-
justed with the parameterµ:

M ′2 :=
1

E2
0

N∑

k=1

E2
j (2.125)

With this normalization the power of the virtual scatterers is scaled relatively to the re-
flected power of the actual specular scatterer. The relative amplitudes,Ej are diced out
through some statistical distribution, e.g. a Gauß-ian one with a certain varianceσE/E0

and mean. The mean value of the distribution is irrelevant, because of the normalization.

As can be seen in eq. (2.124) the vectors∆~rj are not needed, only the scalar valueφj :=
~k ·∆~rj. Some statistical distribution is also assumed for the phases.
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Usually, when such approaches are made, one wants to letN → ∞. Here that is not
the case. This construction is very easy to implement in the framework ofSNSSand it is
desiredto chooseN some finite value, sayN = 5, 10 or 100.

In the approach in the previous section the scattering coefficient basically yields an elec-
tric field which collectively represents the field at the antenna. The averaging constitutes
the limit N →∞ and all the contributions from the local reflections are summed up into
one single field with, perhaps, a shift in phase. This corresponds to the tap delay line
approach used in communications.

This limitation is exactly what we want to avoid in this model. An important aspect of this
model is that the receiver ’sees’ a finite number of different phases. In the receiver model
the main quantities of the signal is the SNR and the phase. When there is multipath,
i.e. reflections are also received, a linear combination of fields with different phases is
received. When this combination contains a finite number of contributions, the relative
phases between the received signals is relevant and it isnot desired to have that averaged
out. If the phases are averaged out before entering the tracking loops we don’t know how
thetracking loopsreact to the multiple phases. If an average has to be taken, then it cannot
be done independent on the structure of the discriminator and the tracking loop behavior.
Therefore this process is implemented explicitly in the receiver model.

81



2. Models

2.4. Modeling the Receiver

The receiver modeling is one of the most important part of this work. It starts at the
antenna and finishes at the calculated position. The components of the generic receiver
are:

• Antenna

• Down conversion

• Correlation

• Discriminator

• Tracking

• Positioning

These modules all have their counterparts in theory as well as in reality. In this chapter we
will establish theoretical models for each of these components and discuss their strengths
and limitations.

2.4.1. Overview of the Generic GNSS Receiver Structure

In this section an overview of the receiver structure is given. The various components of
the receiver hardware are described in general terms.

2.4.1.1. Structure of a Modern GNSS Receiver

Modern GNSS receivers are mostly digital, i.e. the analog-digital conversion is carried
out as early as possible. Usually the first step in the down-conversion14 is done in the
radio component, after that the signal is digitized. The tracking of code and carrier is
of course also fully digital and is mostly implemented in digital signal processors and/or
RISC processors.

The hardware responsible for correlating and tracking it is called a channel. For each
satellite that is being monitored, a channel is needed. Most earlier receiver had only
one channel and therefore the channel was switched between the satellites in view for
monitoring. This switching is called multiplexing. Modern receivers have an array of
channels, which can be operated in parallel, independent on each other.

A GNSS receiver consists of four sub-systems:

14The transition from high-frequency to base-band.
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• Antenna

• Radio frequency component (RF-component)

• Signal processing component

• Data processing component

RF-component The RF-component is composed of an antenna, usually in L-band,
a low noise amplifier (LNA) and the RF component itself. In the RF-component the
conversion to an intermediate frequency is performed. Depending on the implementation
this is done in one or more steps. There exists receiver where the down conversion is done
in one step by ultra fast A/D conversion[FFF+91].

Signal Processing Component The analog radio signal is fed into the A/D con-
verter and the output is a high-frequency data stream. The sampling rate for current
commercial receivers are 6 MHz and 60 MHz for commercial C/A receivers and P(Y)
code receivers respectively[War94]. However, some high-end C/A code receivers may
have sampling-rates significantly exceeding 6 MHz. Commercial receivers mostly use a
1-bit converter as opposed to multiple bit converters[Die94]. After the sampling process,
further down-conversion steps may follow. An effective down-conversion can also be
achieved through an appropriate choice of sampling frequency. The digital data stream is
now inserted into the channels. The signal is then multiplied with the reference code in
each channel and accumulated. This is the correlation process. The instantaneous values
in the accumulation buffers can be read out by the tracking loops for code and carrier
tracking.

Data Processing Component The data processing unit controls the signal proces-
sors, reads out the tracking loops for code and carrier as well as demodulating the navi-
gation messages. Further it calculates the position and synchronizes to the system time.

The reference oscillator plays a fundamental role in the receiver; it delivers the necessary
reference frequency for the down-conversion, the A/D conversion and code-generation.
Further information on GNSS receivers can be found in [War94] and [Blo92]

2.4.2. Receiver Hardware Technology – State-of-the-Art

The principles of the technologies used in GNSS receivers can be found in e.g. [Sen91].
In this section important technologies are summarized.
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GNSS Antenna Generally there are two categories of antennas: ones with a constant
antenna diagram and ones with a variable antenna diagram. The gain of an antenna de-
pends on the azimuth and elevation of the incoming signal. For an antenna of the second
type the gain can be changed dynamically. This is implemented using an array of anten-
nas, so-called phased arrays, whose relative delay can be changed. Thus constructive and
destructive interference can be induced, depending on the direction the satellite signal is
coming from. A high gain in the direction of the satellites and a low gain elsewhere can
be achieved. With this technique jamming and multipath can effectively be mitigated.
Compared to the usual constant gain pattern antennas, these are very sophisticated and
expensive devices.

As the GNSS signals are modulated onto an electromagnetic wave with helicity -1 (right
hand circularly polarized) the antenna should have a high gain for a RHC wave. The
three most popular antenna types are: Patch antennas, helix antennas and crossed dipole
antennas. A simple means of multipath mitigation is the so-called choke ring. Basically
this is a ground plate or ring structure mounted at the bottom of the antenna in order to
mask out multipaths incident from negative elevation angles.

RF-Unit The radio front end is often implemented with ceramic filters and SAW (Sur-
face Acoustic Wave) filter. The low noise amplifier (LNA) is built with GaAS technology
and bi-polar transistors. For the frequency reference VCOs (Voltage Controlled Oscil-
lators) with a PLL (Phase Lock Loop) is used. In recent years the trend goes towards
using high quality RF - ASICs (Application Specific Integrated Circuits) and MMIC (Mi-
crowave Miniaturized Integrated Circuit) technologies[Eis97].

Oscillator The reference oscillator is almost exclusively a quartz oscillator (XO). They
are of varying quality and some are computer compensated, temperature compensated or
temperature stabilized (i.e. kept at a constant temperature).

Signal Processing An important requirement for building a digital GNSS receiver is
a powerful digital signal processor. The currently applied DSP are constructed as ASICs
using CMOS technology. The ASIC consists of an array of channels, each one having
its own code generator, correlator and accumulator. The input is the down-converted and
digitized signal and the output is the raw data (code, carrier and navigation messages). On
current ASICs more than 24 C/A channels can be integrated onto one chip. As an example
of the performance of a DSP in a GPS receiver we take a look at the Texas Instruments
TMS 320 VC33:

• 32 Bit RISC ("Reduced Instruction Set") Architecture

• 150 MFLOPS ("Million Floating Point Operations per Second")

• 75 MIPS ("Million Instructions per Second")
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• 77 MHz processing frequency

The TMS 320 VC33-150 is from the product line of Texas Instruments in 2002-2003.

Data Processing The computation of the position once the raw data is available is
not very difficult and does not require special purpose DSPs. For the navigation data
processing a normal PC-type processor is adequate. The Motorola 68020 CPU is an
example of a microprocessor used in GPS receivers:

• 32 Bit CISC ("Complete Instruction Set") Architecture

• 0.14 MFLOPS

• 25 MHz processing frequency

These figures are from 2002-2003. The performance of the special purpose DSP is thus
roughly 500 times higher than the navigation processor.

2.4.3. GNSS Receiver Signal Flow

2.4.3.1. Introduction

In this section the signal flow in a generic GNSS receiver is described. The block dia-
gram serves as a reference for the mathematical description of the generic GNSS receiver.
Such block diagrams can be found in various references, e.g. [Spi80],[DFF92], [ICA92],
[War94] and [Bec94].

One of the main difficulties in constructing a mathematical model of a GNSS receiver is
to keep the model as general as possible. For some sub-systems this is possible, while
others must be divided into cases. For the code tracking loops the following cases are
considered:

• Coherent DLL

• Non-coherent DLL

The phase locked loop (PLL), which tracks the carrier phase, is often implemented with
the so-called Costas-loop. The two cases considered here are:

• Product (Costas) detector

• Arctan or Tan detector
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The coherent DLL requires the phase locked loop to be in lock, i.e. it is tracking the carrier
phase and that the navigation bit has been de-modulated, i.e. removed from the signal. On
the other hand the non-coherent DLL is able to track the code even with the data bit on
the signal and the PLL is not required to be in lock. As the DLL is much more robust than
the PLL under non-optimal signal condition (high dynamics, low signal-to-noise ratio),
the non-coherent design is the preferred one.

The difference between the Costas and the tan/arctan detector is not as important as be-
tween the coherent and non-coherent DLLs. The tan/arctan detector removes the correla-
tion function dependency by a division of two signals, while the Costas detector depends
on the correlation function.

2.4.3.2. Receiver Block Diagram

In reference to the above mentioned literature the receiver signal model is based on the
block diagram in figure (2.42).
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Figure 2.42.:Receiver block diagram. The dashed lines show theQ-channel.

In figure (2.42) the following abbreviation were used:

• LNA: Low Noise Amplifier

• ω, ωIF : GNSS carrier and intermedi-

ate frequency respectively

• H(p): Transfer function of the IF-
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filter

• A/D: Analog - Digital converter

• I: In-phase component

• Q: Quadra-phase component

• L: Late channel

• E: Early channel

• P : Punctual channel

• ⊗: Signal multiplication

• ⊕: Signal addition

• ∑
: Integration (accumulation)

• NCO: Numerical Controlled Oscilla-
tor

• G(p): Transfer function of the phase
locked loop

• F (p): Transfer function of the delay
lock loop

• K: Gain factor for carrier aiding

In the following the signal flow in the diagram in figure (2.42) will be described.

IF-Filtering The signal received at the antenna is first amplified in the LNA (low-noise
amplifier). After that the signal is down-converted by multiplying it with a sine of fre-
quencyω − ωIF . The high-frequency (2ω − ωIF ) component in each channel are simply
filtered out in a band-pass filter (The filter with the transfer functionH(p) in figure (2.42)).
The bandwidth of the filter must be large enough to allow the signal with the code to pass,
taking into account possible Doppler shifts and drifts in the reference oscillator. If the
bandwidth is too small, the entire spectrum of the signal will not enter the channel and
thus information is lost. A smaller bandwidth, on the other hand, will effectively block out
noise, which would otherwise enter the channel. When choosing the bandwidth for the
pre-correlation filter (i.e.H(p)) a compromise between these two factors must be found.

A/D Conversion After the pre-correlation filtering the analog signal is sampled and
converted to a digital data stream. The digital signal now consists of an effective carrier
with frequencyωIF modulated with the spreading code and navigation data. It is then
multiplied with the reference spreading code, modulated onto a carrier sine and a cosine,
to produce theI andQ channels respectively. Two orthogonal data streams result from
this operation, the in-phase (I) and quadra-phase (Q) channels. In the bock diagram in
figure (2.42) this is done in two steps. The actual intermediate frequency (the nominal
IF -frequency with Doppler shift and phase shift) is achieved with the phase locked loop
(Costas loop). TheI andQ channels are then fed into the correlators.

Correlation The correlation is simply an integration or more precisely an accumula-
tion of the received signal multiplied with the reference code in theI andQ channels.
The time and phase offset of the reference code relative to the signal can be adjusted. In
most receivers the three copies of the reference code are produced: an early, a punctual
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and a late version. These copies have a fixed, constant offset relative to each other of half
a chip duration. With this configuration a local maximum of the symmetric part of the
correlation function can be tracked. If more information on the shape of the correlation
function is desired, more correlators are needed. Under ideal conditions there is no need
for such information, but when reflections of the direct signal are also received, the corre-
lation function is not symmetric any more and the correct signal delay is not tracked. The
multipath estimating DLL (MEDLL) uses anansatzlike that.

The accumulation time that the correlators can be set to depends on the signal structure
and what kind of discriminator is used. For the non-coherent discriminator, tracking a
C/A GPS signal the integration timeT is usually set to the duration of the navigation bit,
i.e. 0.02s.

Code Discriminator The code discriminator, sometimes called theS-curve [Nee94]
is constructed from the output of the correlators to have a zero at the correct code delay
and a well-defined slope at the root. The explicit form of theS-curve depends on the
signal structure received and defines the type of receiver.

In the coherent case it is assumed that the unknown navigation bit has been de-modulated
in the phase tracking loop and removed from the signal. The discriminator is then simply
the difference between the early and late correlator signals.

In the non-coherent case the results of the correlators is squared and thus the data bit is
removed. This of course assumes that the data bit did not change during the integration
in the correlators. This explains why the integration times in non-coherent receivers has
to be smaller or equal to the duration of the data bit. After squaring the signals the early
and late correlator signals are subtracted from each other. The results from theI andQ
channels are then added.

These two implementations have their pros and cons. The non-coherent discriminator has
a higher noise, caused by the squaring of the signal (squaring loss). On the other hand, as
will be shown later, the non-coherent discriminator doesnot depend on the tracking error
of the phase locked loop. This is a desirable feature, because the DLL is usually more
stable than the PLL.

Code Tracking Loop The code tracking loop or the delay lock loop (DLL) has a
transfer function (F (p)) and controls the numerically controlled oscillator (NCO) of the
code generator, where the reference signals are generated. The frequency of the NCO
controlling the code generator is shifted such that an optimal alignment between the re-
ceived signal and the reference code is achieved. This corresponds to the zero of the
discriminator (S-curve). The closed loop filter can be described by a differential equation
of the same order as the loop filter.
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Phase Discriminator Additionally to tracking the code phase of the signal, the car-
rier phase is also tracked. Firstly it is needed to de-modulate the navigation data and
secondly the phase information yields a very precise estimate of the change in distance
to the satellite. This is achieved trough a combination of the punctualI andQ signals.
The Costas detector is a multiplication of the punctual signals in theI andQ channels,
i.e.IP QP . Another possibility is to divide the in-phase with the quadra-phase signal. Here
again the zero of the discriminator corresponds to the correct phase of the signal. With
this operation the navigation data can be detected.

Phase Locked Loop (PLL) The PLL has the transfer functionG(p) and controls
the phase NCO. The role of the phase NCO is to generate the desired frequency from
the reference oscillator. It compensates for Doppler shifts and drifts and shifts in the
reference oscillator. The sine and cosine of the resulting frequency is then used for the
down-conversion and the generation of theI andQ channels and that closes the tracking
loop. The goal of the phase tracking loop is to achieve a zero phase difference between
the received signal and the reference oscillator. This tracking loop can be described with
a differential equation.

Carrier Aiding Evidently the code and phase tracking loops are coupled. A further
coupling can be achieved by feeding the tracked carrier phase into the DLL and thus
provide velocity (Doppler) information to the DLL. That enables the DLL to respond
more accurately in dynamic environments. When carrier aiding is used filter bandwidth
of the DLL can be reduced and thus the noise performance enhanced.

2.5. Receiver Model

2.5.1. Correlation

In this section the correlation process in the receiver is discussed. In the chapter on signal
structures some properties of the signals were analyzed. The purpose of that chapter
is firstly to obtain some properties of the signal structures. Secondly, it is a necessary
preparation for this section.

Before we proceed, we need to extend the signal model to accommodate multipaths and
thermal noise. To this end we model the multipath signal as a linear combination of
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signals of the type in eq. (2.12), with arbitrary delay- and phase-shifts and amplitude15

Smp(~τ(t), ~φ(t)) :=
N∑

j=0

ajS(t; τj(t), φj(t)) + n(t)

=
N∑

j=0

ajG
c
Tc

(t + τj(t)) sin(ωt + φj(t)) + n(t)

=
N∑

j=0

aj

Nc∑

k=1

bkgTc(t− kTc + τj(t)) sin(ωt + φj(t)) + n(t)

(2.126)

whereaj is the amplitude of thej-th multipath,ω is the carrier frequency andτj(t) and
φj(t) are the path-delays and phase shifts of thej-th signal, respectively. As earlier de-
fined (eq. (2.12)) the functionGc

Tc
(τ) is just a short-hand notation for the sum over the

whole code. Note that the zero-th multipath in eq. (2.126) corresponds to the direct signal.
The shifts in phase and delay are unknown and it is one of the purposes of the simulation
to calculate them as they are very hard to obtain analytically.

The termn(t) is a Gauß-ian, white noise process with zero mean and variance 1. For
corrrect normalization the amplitude of the direct signal is set to [Eis97, Die96]

a0 =

√
2Tp

S

N0

for the reflected signalsaj =: ηja0 (2.127)

where the parameterηj is defined as the signal-to-multipath ratio which describes the
signal amplitude of the reflected signal relative to the direct one.

In communication there exists statistical models, whose parameters are based on mea-
surements made in typical environments. These models have been shown to work very
well for example for cellular phone systems.

Due to the geometry, it can be expected that the number of multipaths in such a system
will be very large and thus the statistical models can be very useful. Furthermore commu-
nication systems receivers have a different architecture; the goal is to „absorb” as much
signal energy as possible, while the time of arrival is not important. To maximize the
received power the typical design of a communication receiver16 takes advantages of the
reflected signals and tries to integrate the contribution from the multipath signals. This
also has consequences for the assumptions, upon which such statistical models are based.
The typical tap delay-line models bundle up a large number of reflections to produce one
„representative” or average for a particular (constant) code phase delay. When such a
model is inserted into a receiver model that is designed to track the time of arrival of the
signal, the effect of the actual signal and the „representative” could be quite different.

15note that the phase and the delay can not be be chosen independently, in the multipath caseτj(t) =
ωφj(t).

16Rake receivers
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In satellite navigation systems the geometry is very different; the signal comes from satel-
lites that, in general, are above the user. It can therefore be assumed that the number of
reflections is much smaller than in the communications case. Another important obser-
vation is that in navigation the geometry itself is of primary interest and not the signal
power17. Thus thetimingof thedirect signal is of primary interest, while influence of the
reflected signals has to be suppressed as much as possible. So a part of the signal power
is actually sacrificed in order to obtain more accurate information on the time of arrival.

For all these reasons we find it natural to assume a deterministic model like eq. (2.126)
for the multipath signal and to implement it in a simulator that generates the multipath
environment.

In the receiver the signal is correlated with a locally generated reference signal. Basically,
three copies of the signal are generated: early, late and punctual. In the first step the
reference signals are multiplied with the received one and then it is integrated over a time
intervalTp. The correlation process has been implied in the section on the signal model.
That analysis has to be extended to the model in eq. (2.126).

Assuming a geometric model for the delays and phase shifts in eq. (2.126) we get the
following

τj(t) =: τ(t) + δj(t)/c φj(t) =: ωτ(t)j = ωτ(t) + ωδj(t)/c (2.128)

here theδj(t) is the difference in geometric path length between the reflected signal and
the direct signal (j = 0). These delays are functions of time and thus Doppler shifts, jerks
and higher order derivatives are implied.

Using the results from the section on signal structures, we can now construct a general,
powerful model for the signal after pre-detection (i.e. after the correlation process).

As already implied, the receiver generates reference signals in-phase and quadra-phase.
That means that there are two reference carriers with a relative phase shift of 90◦. These
two branches are called the in-phase- (orI-) and quadrature- (orQ-) channels. Apart from
that, a typical receiver generates an early, punctual and a late signal. Thus a basic receiver
generates six signal streams for each channel (see figure (2.42)). Realizing all this in a
signal model lt us define the following function:

Y (∆τ(t) + u,∆φ(t), ∆ω(t), ~δ(t), ~η(t))

:=
1

Tp

∫ t

t−Tp

Smp(t
′, τ, ~δ(t′), ~η(t′))sref(t

′ − τ ′ − u, ω′, φ′)dt′ + ξu,Y (t)

=
N∑

j=0

akR
∗
signal(∆τ(t) + δj(t)/c + u)

1

Tp

∫

Tp

ei∆ωt′+i∆φj(t
′) dt′ + ξu,Y (t)

(2.129)

17Obviously, it is necessary to have signal power to obtain information on the timing and the accuracy of
the timing will, in general, depend directly on the received power
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where the second equation was obtained using eq. (2.18). The code error,∆τj(t) and the
phase error,∆φj(t) are defined as

∆φj(t) = φj(t)− φ′(t) = ∆φ(t) + ωδj(t)/c (2.130)

and
∆τj(t) = τj(t)− τ ′(t) = ∆τ(t) + δj(t)/c (2.131)

The expressionY (·) in eq. (2.129) is a bit formal, but from it all six (and more) signal
streams can be obtained. TheI andQ channels are obtained by taking the real and imagi-
nary part of eq. (2.129), respectively and the early, late and punctual version are achieved
by substituting appropriate values foru.

In an effort to try to write out explicitly the various dependencies, the argument ofY (·)
shows that the pre-detection model depends on the code error,∆τ(t), the phase error,
∆φ(t) and on the frequency error,∆ω(t). Further, it depends on the geometry and the
interaction of the signal with its environment. This is expressed by the two arguments
(~δ(t) and~η(t)). As implied, all these quantities in turn depend on time. It will basically
be one of the main goals of the implementation of the simulator to obtain the functions
~δ(t) and~η(t). The functionR∗

signal represents any of the (complex) correlation functions
that were obtained in the section on signal structures.

In the case were only one signal is present (i.e. in the absence of multipath) it is a good
approximation to assume the phaseφ(t) to be constant during the integration and thus
pull the phase factor in front of the integral.

In the multipath case this can in general not be done. To see why, there are several time
scales that we need to consider. Taking the GPS case we get:

• The chip-length,Tc is in the order of 300 m or 1µs.

• The period of the code,p. For GPS C/A code this is in the order of 300 000 m, or 1
ms. For the P-code this is much larger.

• The integration interval,Tp. In most receivers this is about 1/50 seconds, or 6 000
000 m.

So there are four orders of magnitude separating the integration time and the chip duration.

Assuming a receiver moving away from a reflector with a constant speed,s and the
receiver–reflector–satellite geometry to lie in a line, we then haveδ1(t) = δ0

1 + st and
δ0(t) = δ0

0 − st . This is illustrated in figure (2.43). If, during the integration timeTp,
the phase of the multipath signal relative to the direct signal rotates exactly2π then the
multipath contribution would cancel out exactly. With a wave length of 0.2 m we have a
phase rotation of2π when2sTp = λ. With an integration time ofTp = 20 ms, this yields
s = 5 m/s! If this would be the exact configuration, then the multipath error would cancel
outcompletelyin the pre-detection process,beforeentering the tracking loops. As we see,
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Figure 2.43.: Illustrating the pre-detection multipath fading effect. The receiver moves towards
the reflector a distancesTp = λ within the integration intervalTp. This causes a complete cancel-
lation of the multipath error in the pre-detection.

we are forced to keep the integral in eq. (2.129) at least in some form, particularly in the
kinematic case.

It could be argued that the fading due to the tracking loop will set in much earlier, i.e. at
lower frequencies, than the fading caused by the pre-detection and that is of course true.
However, the mean value of the multipath error is not zero for the tracking loop fading
as it is for the pre-detection fading. Therefore at some point the pre-detection fading will
provide further fading, exceeding the tracking loop fading.

In the static case (i.e.s = 0 m/s) the relative Doppler shift between the direct and reflected
signal caused by the satellite motion alone is only of order 1(mHz/m)·d (this analysis
was performed in [Eis97]), whered is the distance between reflector and antenna. So for
a distanced = 100 m the phase in the integral eq. (2.129) will only change about 1/1000 of
a rotation during the integration interval. The assumption of the constant phase,∆φj(t

′)
in eq. (2.129) is well justified.

To get the pre-detection multipath fading at least to first order, we assume a constant
relative Doppler during the integration, i.e.δ̇j(t) = const. It should be emphasized that
this assumption isonlymade for the pre-detection. The signal entering the tracking loops
will maintain the full description of the dynamics. In the following we will however
assume the frequency error,∆ω, to be zero. With this said, the pre-detection model now
becomes

Y (∆τ(t) + u,∆φ(t), ∆ω = 0, ~δ(t), ~η(t))

=
N∑

j=0

aj sinc(∆ωjTp/2)R∗
signal(∆τ(t) + δj(t)/c + u) ei∆θj +ξu,Y (t)

(2.132)

where∆θj and∆ωj are defined by

∆θj := ∆φ(t0) + ωδ(t0)/c and ∆ωj := ωδ̇j(t0)/c (2.133)
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andt0 is a time coordinate within the integration interval. Thus∆θj is the relative phase
shift between the direct signal and reflection with indexj and∆ωj is the corresponding
difference in Doppler shift.

We notice that the pre-detection multipath fading (i.e. thesinc(·) factor between the
eq. (2.132)) has the same form as the damping due to the frequency error. The origin
is exactly the same; fading caused by de-tuning of the oscillator with respect to the refer-
ence. In the case of the frequency error the effect is undesirable, whereas in the multipath
case this fading is very welcome. In fact, a more accurate interpretation of∆ωj is the
difference between the Doppler of reflection with indexj and the frequency of the local
oscillator. Thus∆ω0 has the meaning of∆ω in section2.2, i.e. the difference between
the frequency of the direct signal and the frequency of the receiver oscillator.

To write down theI- andQ-channels explicitly we have

I(∆τ + u,∆φ) =
N∑

j=0

aj sinc(∆ωjTp/2)Re
{
ei∆θj R∗

signal(∆τ(t) + δj(t)/c + u)
}

+ ξI
u,Y (t)

Q(∆τ + u,∆φ) =

N∑
j=0

aj sinc(∆ωjTp/2)Im
{
ei∆θj R∗

signal(∆τ(t) + δj(t)/c + u)
}

+ ξQ
u,Y (t)

(2.134)
For most signals the correlation functionR∗

signal is real and theI andQ channels differ
only by the phase factorcos(∆θj) andsin(∆θj), respectively. But for side-band tracking
of the signals in section (2.2) the correlation function was not purely real. Therefore
eq. (2.134) is the simplest general form for the pre-detection model.

The noise terms in eq. (2.134) have been studied extensively by various authors [Eis97,
Die92, Die96] and are found to be

E{ξQ
u,Y (t)} = E{ξI

u,Y (t)} = 0 E{(ξQ
u,Y (t))2} = E{(ξI

u,Y (t))2} = Rref(0) (2.135)

E{ξI
u,Y (t)ξI

u−d,Y (t)} = Rref(d) E{ξQ
u,Y (t)ξQ

u−d,Y (t)} = Rref(d) (2.136)

E{ξQ
u,Y (t)ξI

u,Y (t)} = 0 (2.137)

whereE{·} denotes the expectation value. The correlation function in eq. (2.135) is the
auto correlation function of thereferencesignal.

2.5.2. Detector Functions

In this section the detector functions for the tracking loops are presented and using the
signal and the pre-detection models from previous sections the detector functions are

94



2.5. Receiver Model

derived. The channels in the receiver are constructed such that the zeros of those discrim-
inator functions are tracked, i.e. the frequency and code delay are adjusted to maintain the
zero of the discriminator functions.

A common detector in use in GPS receivers today is the so-called early-late non-coherent
detector. The term coherent refers to whether knowledge of the carrier phase is necessary.
There are other possibilities to construct a discriminator for the code such as the coherent
early-late discriminator and the cross-product detector.

The coherent detector is not as stable and robust as its non-coherent counterparts because
the detection error can be shown to depend on the carrier phase error of the loop tracking
the phase.

The cross-product detector is a non-coherent detector like the early-late non-coherent
detector, but the noise performance is not as good. Further it is not very well suited
for narrow correlation; its noise does not decrease with decreasing correlator spacing
[Eis97, Die96].

In the following we will use a short-hand for eq. (2.134)

ie := I(∆τ − d, ∆θ) ip := I(∆τ, ∆θ) il := I(∆τ + d, ∆θ) (2.138)

qe := Q(∆τ − d, ∆θ) qp:= Q(∆τ, ∆θ) ql := Q(∆τ + d, ∆θ) (2.139)

wered is the correlator spacing.

2.5.2.1. Early–Late Non-Coherent Detector

The noise free non-coherent early–late discriminator is defined by the following discrim-
inator function:

Snc(τ) := i2e + q2
e − (i2l + q2

l )

=

[
N∑

j=0

aj sinc(∆ωjTp/2) ei∆θj R∗
signal(∆τ − d + δj/c)

]

×
[

N∑

k=0

ak sinc(∆ωkTp/2) e−i∆θk R∗
signal(∆τ − d + δk/c)

]

−
[

N∑
j=0

aj sinc(∆ωjTp/2) ei∆θj R∗
signal(∆τ + d + δj/c)

]

×
[

N∑

k=0

ak sinc(∆ωkTp/2) e−i∆θk R∗
signal(∆τ + d + δk/c)

]

(2.140)

This expression is valid for all correlation functions from section2.2. The bar over the cor-
relation function symbolizes complex conjugation. For signals with a pure real correlation
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function this is just the square of the correlation functions and the familiar non-coherent
expression is obtained. From eq. (2.140) we see that a complex correlation function re-
sults in a correlation between theI andQ channels. Further it is seen that the diagonal
terms (i.e. for whichj = k) are independent of the phase error. However, the off-diagonal
terms will in general depend on the phase errors.

Due to the squaring the noise term becomes a bit complicated. Using the short-hand
notation introduced above, we get

Dnc(τ) := (ie + ξI
e )

2 + (qe + ξQ
e )2 −

[
(il + ξI

l )
2 + (ql + ξQ

l )2
]

= i2e + q2
e − (i2l + q2

l ) + 2ieηe − 2ilηl − 2qeξe + 2qlξl

+ η2
e − η2

l − ξ2
e + ξ2

l

(2.141)

Later on we will construct a dynamic model for the code and phase measurement and the
discriminator will become a driving force of a differential equation. Basically, due to the
noise terms we will actually be confronted with a system of stochastic differential equa-
tions. The goal is to solve those equations numerically. Looking at eq. (2.141) we notice
that there will be multiplicative Gauß-ian noise terms and then there are the quadratic
Gauß-ian termsξ2 andη2. The multiplicative noise is not problematic but the quadratic
terms are. As these random variables are not Gauß-ian, but rather have a Chi-square
distribution, the standard theory of stochastic differential equations cannot be applied di-
rectly. The approach adopted here is to calculate the first two moments of eq. (2.141)
and then assume Gauß-ian additive noise. This is often calledadditive white Gauß-ian
noise (AWGN-channel). This work was already done in [Eis97] for the GPS case. The
expectation value of eq. (2.141) is just the noise free case eq. (2.140). The variance is
more complicated and its derivation can be found in [Eis97]. Extending those results to a
general form of the auto-correlation function, we get:

Var{Dnc(τ)} = 8a2R∗
signal(d)R∗

signal(d)(1−Rref(2d)) + 8(1−R2
ref(2d)) (2.142)

Var{Dnc(τ)} = 8a2R2(d) [R(0)−R(2d)] + 8
[
R(0)−R2(2d)

]
(2.143)

The starred versions of the correlation functions originate from the multiplicative noise
terms, while the auto-correlation functions (Rref(·)) come from the correlation of the ref-
erence signal with the received additive noise.

As a simple example of eq. (2.140) let us solve for the multipath error in the standard,
infinite bandwidth rectangular pulse shape case, under the assumption that there is one
direct signal and a reflected signal. In this case the zeros of eq. (2.140) can be solved
explicitly. Due to the absolute values in the expression forR(τ) several cases must be
considered. Here we only consider the case of small geometric delays. In this case the
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early and late correlation functions can be written as:

R(τ − d) = 1− |τ − d|
Tc

= 1 +
τ − d

Tc

R(τ + d) = 1− |τ + d|
Tc

= 1− τ + d

Tc

(2.144)

Inserting eq. (2.144) into eq. (2.140) and without loss of generality setting the phase error
of the PLL to zero, we then get for theI andQ components, respectively:

i2e(τ)− i2l (τ) =
4η2

Tc

(1− d) sin2(ωδ)(τ − δ)

q2
e(τ)− q2

l (τ) =
4

Tc

(1− d)
[
τ + η2 cos2(ωδ)(τ − δ) + η cos(ωδ)(2τ − δ)

] (2.145)

As we are considering the non-coherent case the result is independent on the phase error.
Substituting eq. (2.145) into eq. (2.140) and solvingSnc = 0 we get:

τ = ηδ
η + cos(ωδ)

1 + η2 + 2η cos(ωδ)
(2.146)

Note that forωδ = n2π the expression eq. (2.146) seems singular forη = 1. The zero
frequency limit is also of interest. Taking these two limits we obtain:

τ(ω = 0) = δ
η

1 + η
and τ(η = 1) =

δ

2
(2.147)

The zero frequency case corresponds to the case where the frequency is high and the result
is low-pass filtered. This will will become evident in the simulations where dynamic
effects are taken into account.

2.5.2.2. Costas Detector

The phase of the signal is measured by tracking the zero of the phase discriminator. The
discriminator analyzed here is the so-called Costas discriminator and it is simply the prod-
uct of the punctualI andQ channels. The noise free case is given by

DPLL := ipqp

=

[
N∑

j=0

aj sinc(∆ωjTp/2)Re
{
ei∆θj R∗

signal(∆τ + δj/c)
}
]

×
[

N∑

k=0

ak sinc(∆ωkTp/2)Im
{
ei∆θk R∗

signal(∆τ + δk/c)
}
] (2.148)

With noise the discriminator is written as

DPLL := (ip + ηp)(qp + ξp) = ipqp + ipξp + qpηp + ηpξp (2.149)
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Again there is a quadratic term in the Gauß-ian noise. The variance and mean of eq. (2.149)
at the tracking point is given by:

E{SPLL} ≈ a2∆θ Var{SPLL} |∆τ=0 = a2 + 1 (2.150)

2.5.2.3. Detecting a Coherent Carrier

Normally, data is always present on the signal. The consequence is that for successful
tracking of the signal some sort of squaring is necessary to neutralize the sign of the data
bit. In the case of the Costas discriminator this was done by multiplying with the quadra
phase channel. For the code tracking the discriminator was simply squared. Coherent
tracking of the code is in principle possible, but it requires knowledge of the sign of the
data bit, which the data demodulation must provide. So obviously for a navigation system
it would be nice if there were no data bit present at all.

This is just what the designers of the GPS modernization program have planned and the
same is planned for the European Galileo system. In the GPS modernization terminology
such a data less channel is called coherent carrier. The Europeans call it a pilot channel.

The most straightforward device for tracking a coherent carrier would be given by the
following discriminator:

DPLL := qp =
N∑

k=0

ak sinc(∆ωkTp/2)Im
{
ei∆θk R∗

signal(∆τ + δk/c)
}

(2.151)

This is like the Costas discriminator without theI-channel. With noise the discriminator
is written as

DPLL := qp + ξp (2.152)

Here there are no quadratic terms in the Gauß-ian noise. The variance and mean of
eq. (2.152) at the tracking point is given by:

E{SPLL} ≈ a∆θ Var{SPLL} |∆τ=0 = a (2.153)

There are two very important differences between the Costas discriminator and the coher-
ent carrier discriminator.

Firstly, the absence of the +1 in expression for the variance. The consequence is that there
will be no squaring loss term for the phase noise.

Secondly, and maybe more importantly, the pull-in region of the coherent carrier dis-
criminator is twice as large as the pull-in region of the Costas discriminator. This is a
consequence of the fact that the Costas discriminator is proportional tosin(2∆θ), while
the coherent carrier discriminator is proportional tosin(∆θ). So the coherent carrier dis-
criminator will be less susceptible to cycle-slips and there will also be no half-cycle slips
as with the Costas discriminator18.
18In practice this half-cycle ambiguity is not a real problem; it is resolved by examining the data pre-ample

from the data demodulation (see [Die96]).
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2.5.3. Oscillator Error

When the receiver is tracking the signal, the instabilities of the reference oscillator will
cause errors on the phase as well as on the code measurements. For the tracking loops this
means that the dynamics induced by these instabilities must be tracked by the loops. Thus,
it can be assumed that slowly varying oscillator effects, i.e. relative to the time constants
of the loops, will be compensated for by the tracking loops just like a slow change in
Doppler is removed from the range.

In order to incorporate the oscillator model into SNSS it must be in the form of a stochas-
tic differential equation (SDE). As a starting point for the model development the one-
sided spectral density of the fractional frequency fluctuation is assumed to be in the form
[DMB84, IE02]:

Sy(ω) =: S−2
y (ω) + S−1

y (ω) + S0
y(ω) :=

2π2h−2

ω2
+

πh−1

ω
+

h0

2
(2.154)

wherey is defined as [All66, Eis97, DMB84]:

y :=
δf

f
(2.155)

andδf is the absolute frequency deviation andf is the nominal frequency of the oscillator.
A frequency normal with the spectral characteristics as given above by eq. (2.154) can also
be described in terms of the so-called Allan variance:

Aσ2
y(τ) =

h0

2τ
+ 2 ln 2h−1 +

2π2

3
τh−2 (2.156)

where the Allan variance is defined as

Aσ2
y(τ) :=

1

2
E

{
[y(t + τ)− y(t)]2

}
=

1

2
E

{
[∆yt(τ)]2

}
(2.157)

From eq. (2.154) the spectral density of the phase,Sφ(ω), and time,Sx(ω), fluctuations
can be derived and are shown to be [DMB84, IE02]:

Sφ(ω) = (2πf0)
2Sx(ω) =

(2πf0)
2

ω2
Sy(ω) =

(2πf0)
2

ω2

(
2π2h−2

ω2
+

πh−1

ω
+

h0

2

)

(2.158)
A set of parametersh0, h−1 andh−2 describing several classes of oscillators is given in
table2.1.

In order to integrate the oscillator model into SNSS, a stochastic differential equation
must be found that generates a noise process, characterized by eq. (2.158). It can be
shown [Kas95] that given a spectral densityS(ω), the SDE defined by

X = H(p)ε(t) where S(ω) =: H(iω)H(−iω) (2.159)
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Oscillator White freq. noise (h0) Flicker (h−1) Integrated freq. noise (h−2)

Standard quartz 2· 10−19 s 7· 10−21 2· 10−20 Hz
TCXO 1· 10−21 s 1· 10−20 2· 10−20 Hz
OCXO1 8· 10−20 s 2· 10−21 4· 10−23 Hz
OCXO2 2.51· 10−26 s 2.51· 10−23 2.51· 10−22 Hz
Rubidium1 2· 10−20 s 7· 10−24 4· 10−29 Hz
Rubidium2 1· 10−23 s 1· 10−22 1.3· 10−26 Hz
Cesium1 1· 10−19 s 1· 10−25 2· 10−32 Hz
Cesium2 2· 10−20 s 7· 10−23 4· 10−29 Hz

Table 2.1.: Parameters for the Allan variance of several oscillators

does in fact generate such a process. The functionH is the transfer function of the system
andε is a Gauß-ian white noise term. Note thatH(p) is to be interpreted as an operator
function. So, the goal is to generate the oscillator phase noise by injecting Gauß-ian white
noise into a dynamic system.

Now we factor each of the terms in eq. (2.154) to obtain the transfer functionH(iω). We
obtain:

H−2(p) =

√
2h−2π

p2

H−1(p) =

√
πh−1

p3/2

H0(p) =

√
h0

2

1

p

(2.160)

The corresponding processes are calledrandom walk frequency noise( the h−2 -term),
flicker frequency noise(theh−1 -term) andwhite frequency noise(theh0 -term). There is
no problem generating the white and random walk frequency noise. However, the flicker
term poses a major problem that cannot be solved satisfactorily in time domain. At least
it is impossible to construct a stochastic differential equation withH−1(p) as a transfer
function. This is because the transfer function is not a rational function ofp. This is a
general problem and several approaches have been attempted to solve or circumvent this.
One is due to Mandelbrot [Man71] and involves extending the definition of the differential
operator to fractional derivatives (dα/dtα, whereα is a rational number). The special case
here was treated in [DMB84] and is based on obtaining meaningful expressions for the
covariance matrix of a two state Kalman filter model. The most sensible way to generate
the flicker noise (or in general colored noises with a spectral density of the form1/fα)
is perhaps to perform the simulation in frequency domain and transform the result back
to time domain in the end. This is done in [Kas95] and in this reference C-source code
is given that generates such noise processes. Unfortunately, none of these approaches
are suited for integration into the system of stochastic differential equation describing the
receiver model.
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The approach chosen here is to formally interpret the square-root in eq. (2.160) as a series
and thus obtain a well-defined stochastic differential equation that approachesH−1(p) in
some sense. This is justified by the fact that we are actually expanding thedenominator
of the spectral density. The starting point is the spectral density of the flicker noise. A
rationalAnsatzis used for the transfer function:

1

S−1(ω)
=: D−1(iω)D−1(−iω) = ω3

≈ D−1
3 (iω)D−1

3 (−iω)

:=
[
a + b(iω) + c(iω)2

] [
a + b(−iω) + c(−iω)2

]

= a2 + (b2 − 2ac)ω2 + c2ω4

(2.161)

where the coefficientsa, b andc are to be determined. Of course anAnsatzof higher order
could be chosen, but for the purposes here the one above is considered to be sufficient.

It is very important when choosing theansatzfor the expansion that the coefficients in
eq. (2.161) are real and thatD−1

3 (iω)D−1
3 (−iω) doesn’t have any real roots in the interval

[0,∞). If that were the case, the spectral density would diverge at that frequency. Sub-
sequently, this would lead to a divergence of the Allan variance for sampling intervals
corresponding to the singular frequency and finally to a general catastrophe in the overall
receiver modeling. If the series is truncated atωn for n = 3 thenD−1

4 does in fact have
real roots in the positive half-axis. However,n = 2 is safe.

The coefficients in eq. (2.161) are chosen such that the spectral density is approximated
at an angular frequencyω0. This is done by imposing conditions on the derivatives of
D−1

3 (iω)D−1
3 (−iω) as follows:

ω3
0 = D3

−1(iω)D3
−1(−iω)

∣∣∣
ω0

3ω2
0 =

∂

∂ω
D3
−1(iω)D3

−1(−iω)
∣∣∣
ω0

6ω0 =
∂2

∂ω2
D3
−1(iω)D3

−1(−iω)
∣∣∣
ω0

(2.162)

Solving the equations in eq. (2.162) for a, b andc we get

a =
ω

3/2
0

2
b =

√√
3

2ω0

c =

√
3ω0

2
(2.163)

The value ofω0 can in principle be chosen arbitrarily. However, in the context here we
would of course like to expand around the frequency where the flicker noise is dominant
in eq. (2.154) or eq. (2.158) or where the ratio between the flicker term and the spectral
density is maximal, i.e.:

d

dω




(
πh−1

ω

)

Sy(ω)


 = 0 ⇒ ω0 := 2π

√
h−2

h0

(2.164)
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Figure 2.44.: Choice ofω0. The individual terms of the spectral density (S0, S−1 andS−2) are
shown as well as the total spectral density (S). The red, vertical line indicates the choice ofω0.
The graph was made using the parameters for the TCXO in table (2.1)

The choice ofω0 is shown in figure (2.44). To the left ofω0 the random walk frequency
dominates and to the right the the white noise dominates.

Thus, the approximation of the spectral density can now be written as:

Sx(ω) ≈ S̃x(ω)

:= S−2
x (ω) + πh−1

4ω0

3ω4 + ω4
0

+ S0
x(ω)

(2.165)

A comparison between the exact expression and the approximation of the frequency spec-
trum is shown in figure (2.45)

As to be expected a slight deviation from the exact expression is visible to the left and right
of the frequency the denominator was expanded,ω0. The quality of the approximation
depends on the relationship between the parametersh0, h−1 andh−2. As can be seen in
figure (2.45), the approximation is quite good for most oscillators considered here. For
the OCXO2 the deviation is largest.

Now we can construct a model using eq. (2.159) and the expansion just developed. For
the transfer function,H−1(p), we get:

H−1(p) =

√
πh−1

p3/2
≈

√
πh−1

a + bp + cp2
(2.166)
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Figure 2.45.:Comparing the exact spectrum to the approximated one, for several of the oscillators
in table (2.1).

wherea, b andc are defined by eq. (2.163). Using this to construct a stochastic differential
equation for the flicker noise of time:

~̇X =
d

dt

[
X1

X2

]
=

[
0 1

− ω2
0√
3
−

√
2√
3
ω0

][
X1

X2

]
+

[
0

2√
3

√
πh−1ω0 ε−1

]
(2.167)

The time fluctuations of the white and random walk frequency fluctuations are readily
described by the following equation:

~̇X =
d

dt

[
X1

X2

]
=

[
0 1
0 0

] [
X1

X2

]
+

[ √
h0/2 ε0

π
√

2h−2 ε−2

]
(2.168)

The noise termsε−2 and ε0 are independent (i.e. have correlation 0). The system of
equations eq. (2.168) can now be augmented with the equations for the flicker term:

~̇X =
d

dt




X1

X2

X3

X4


 =




0 1 0 0
0 0 0 0
0 0 0 1

0 0 − ω2
0√
3
−

√
2√
3
ω0







X1

X2

X3

X4


 +




√
h0/2 ε0

π
√

2h−2 ε−2

0
2√
3

√
πh−1ω0 ε−1


 (2.169)

All the Gauß-ian noise processes are independent and have variance 1. The total time
fluctuation is then given by the sumX1 + X3, whereX1 describes the white and random
walk frequency noise and the processX3 describes the flicker frequency noise.
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In figure (2.46) and figure (2.47) a realization of two oscillators in table2.1 are shown.
The four plots are all of the same representation of the stochastic process defined by
eq. (2.169), but the time scale varies.
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Figure 2.46.:Phase- and frequency error of the first two clock models. The curves were obtained
using the four-state model described by eq. (2.169).
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Figure 2.47.:Phase- and frequency error of the first two clock models. The curves were obtained
using the four-state model described by eq. (2.169).

To consolidate the model a small program was written that calculates the Allan variance
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of the realizations shown in figure (2.46) and figure (2.47) according to eq. (2.156) with

∆yt(t
′) :=

δτ(t)− δτ(t− t′)
t′

− δτ(t− t′)− δτ(t− 2t′)
t′

=
δτ(t)− 2δτ(t− t′) + δτ(t− 2t′)

t′

(2.170)

whereδτ := X1 + X3 is a representation of the solution of the SDE eq. (2.169).

In figure (2.48) the Allan variances for six oscillators listed in table (2.1) are shown. The
plot is a logarithmic plot on bothe axis and there are many orders of magnitude separating
the performance curves of the six cases. Typically, the curves have three regions: For
low values ofτ the slope is constant negative. This is dominated by the constanth0. The
transition region where the slope changes from negative to positive is mainly controlled
by the flicker frequency noise,h−1. The random walk frequency noise,h−2 is dominant
in the region of positive, constant slope.
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Figure 2.48.:Square root of the Allan variance given in eq. (2.156). The data points in the figure
are results from a simulation based on eq. (2.169).

The transition region where the the flicker term,h−1 is dominant, the model only generates
an approximation of the flicker spectrum. This manifests itself in small anomalies in the
transition region for some of the curves. For the Rubidium and the OCXO 2 the departure
from the predicted Allan deviations is largest and it is seen that the model underestimates
the Allan deviation slightly in this region. This is consistent with the construction of
the model as the approximation ofS3

−1(ω) smaller thanS−1(ω) (see figure (2.45)). For
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the oscillators considered here the approximation of the flicker noise seems sufficient.
However, for oscillators where the flicker region is more flat, the modeling errors may
become too large. This may be solved by including more terms in the expansion of the
flicker noise.

From a receiver point-of-view, the long term stability is not of primary importance19.
Only effects in the order of seconds are of importance, because the slower effects can by
compensated by the tracking loops.

2.5.4. Closed Loop Tracking

The final stage in the signal processing is the tracking of the zero of the discriminator
functions. This is a control theoretical problem. A schematic tracking loop is shown in
figure (2.49). The approach followed here is similar to the formulation in [Eis97].

Mixing

NCO/VCO

Loop Fil ter
F(p)

Pre−detection
Discriminator

D(t)

Reference
signal

S(t)

K

χocx(t)

n(t)

χ(t)

Mixing

NCO/VCO

Loop Fil ter
F(p)

Pre−detection
Discriminator

D(t)

Reference
signal

S(t)

K

χocx(t)

n(t)

χ(t)

Figure 2.49.:Schematic representation of a tracking loop. See text for explanations

The noise processes (Gauß-ian white noise,n(t) and oscillator imperfections,χOCX) are
shown in red. The noise at the input (n(t)) is integrated during the correlation process.
The noise after the integration process is indicated by the red, dashed box (χ(t)). This
process was analyzed theoretically in detail in the previous sections. The form of the
oscillator noise was analyzed in section2.5.3.

The received signal is multiplied with the reference signal („mixing”). Then it goes into
the pre-detection part. This part includes the separation intoQ- andI- channels, as well
as the generation and integration of the early, late and punctual samples. After the pre-
detection the discriminator is generated and then the signal enters the loop filter (F (p)).

19In the case of directly acquiring extremely long codes, such as the GPS P-code, the long term stability
may be an issue.
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The output of the loop filter is multiplied with a gain factor (K) and this controls the
frequencyof the NCO/VCO which then again controls the frequency of the code or fre-
quency generator. Because the output of the loop filter is basically proportional to the
phase, the NCO/VCO acts as an integrator. This holds for the code tracking loop as well
as for the carrier phase tracking loop.

Denoting byx(t) the phase of the reference signal we can write down a differential equa-
tion for the figure (2.49) in operator form where the differential operator is defined as
p := d/dt

px(t) = KF (p)Dx(t) (2.171)

The discriminatorDx(t) is in general a non-linear function of time and the variablex(t)
and corresponds to the discriminator functions analyzed in the previous sections.

If the noise processes indicated in figure (2.49) are considered, i.e. the Gauß-ian thermal
noise and the imperfections of the oscillator, then eq. (2.171) is augmented by the two
terms:χ(t) andχocx(t) as follows (see [LS73, Lin72, Spi73]):

px(t) = KF (p) [Dx(t) + χ(t)] + pχocx(t) (2.172)

The fundamental difference between eq. (2.171) and eq. (2.172) is that the first is a non-
linear ordinary differential equation (ODE) but the second is a non-linearstochasticdif-
ferential equation. This has consequences, which will be addressed shortly.

Note the appearance of the noise terms in eq. (2.172). The thermal noise term,χ(t) is
operated upon by the loop filter,F (p) but, the oscillator noise appears as a driving noise
term on the right side of eq. (2.172).

The model is formulated in the time-domain and the functionF is therefore formally to
be understood as an operator function.F controls the order of the differential equation in
eq. (2.171) and eq. (2.172) and the following table gives the form ofF for the first three
orders of eq. (2.171) and eq. (2.172).

Order of loop Loop filter (KF (p)) Loop bandwidth (BL)

first order K K
4

second order K(1 + α
p
) K+α

4
= ωL

8ξ
(1 + 4ξ2)

third order K(1 + α
p

+ β
p2 )

K(αK+α2−β)
4(αK−β)

Table 2.2.:Loop filters for the tracking loop in eq. (2.171)

In the following sections we will construct the tracking loops for the code (delay lock
loop) and the phase (phase locked loop). But before we do that we will demonstrate
how the results from previous sections are combined to obtain the stochastic differential
equation described by eq. (2.171). The pre-detection process is basically a correlation of
the received signal with the reference signal. In the process the noise is also integrated
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2.5. Receiver Model

over a time intervalTp and thus, unless it is normalized, its variance will be proportional
to the integration interval. The discrete version of eq. (2.171) for a first order, linearized
loop can be written as

xi+1 − xi

∆t
= −4BL (xi − Aη(t))

⇒
xi+1 = (1− 4BL∆t) xi + 4BL∆tAη(t)

(2.173)

where∆t is the update time interval,η is a Gauß-ian white noise process with variance 1
andA represents the standard deviation of the noise process. In a real GPS receiver the
update interval is set to∆t = Tp. This is the form obtained in [Die96].

In this thesis, however, we want to formulate the model as a stochastic differential equa-
tion, which degenerates to a continuous, ordinary differential equation in the absence of
the noise term. Thus we need to perform the limit∆t → 0. In the noise-free case this
is trivial and leads to a first order differential equation. In the noisy case this is more
involved because the Gauß-ian noise process is discontinuous everywhere, and can nei-
ther by differentiated nor integrated using classical calculus. Still, using the Îto calculus
eq. (2.173) can be given a mathematical meaning [KP95, Lin72, KPS97]. Consider the
equation

dy

dt
= a(t, y)y + b(t, y)η(t) (2.174)

Writing this formally as a differential (multiplying withdt and re-arranging) we get

dy = a(t, y)ydt + b(t, y)η(t)dt

dy = a(t, y)ydt + b(t, y)dW
(2.175)

The processη is Gauß-ian with zero mean and variance 1. The differentialdW corre-
sponds to the Gauß-ian process and its integral,W , is the well-known Wiener process
or a random walk. So, very loosely speaking the integral of the Gauß-ian process is the
Wiener process. The theory of SDEs will not be pursued further here and the interested
reader is referred to [KP95, KPS97, Lin72].

Returning to our problem at hand, i.e. eq. (2.173) and remembering that the noise process
originates from the correlation and its variance thus proportional toTp, a discrete GNSS
receiver would have an update equation in the form:

∆xi = −4BLTpxi + 4BLATpη(t) (2.176)

The factorTpη(t) in the last term is essentially a Gauß process with varianceT 2
p . However,

re-formulating the equation to a SDE we want to letTp → 0, but still maintain the noise
properties dictated by eq. (2.176). We want to interpret eq. (2.176) in differential form
and perform a transition to a continuous, stochastic differential equation. Thus we must
identify the the Wiener increment in eq. (2.176). As the time step isTp, the Wiener
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increment must have varianceTp and we therefore let∆W = Wi+1 − Wi =
√

Tpη(t).
We thus write

∆xi = −4BLTpxi + 4BLA
√

Tp∆Wi (2.177)

Now we can letTp → 0 (except for the
√

Tp factor). The equation above is then

∆xi = −4BLxi∆t + 4BLA
√

Tp∆Wi (2.178)

or in the limit∆t → 0
dx = −4BLxdt + 4BLA

√
TpdW (2.179)

The last equation is a continuous description of the digital tracking loop with an update
interval of Tp. For these reasons the noise terms in the following must be scaled with
the factor

√
Tp, which basically controls the integration interval of the tracking loop. We

now have a continuous description of the tracking loops and we are free to choose any
numerical algorithm to solve the SDEs.

Loop bandwidth The most important parameter of the tracking loop is the so-called
loop filter bandwidth (one sided). It is defined as

BL :=
1

2π

∫ ∞

0

|H(iω)|2dω (2.180)

The loop filter bandwidth for a first, second and third order tracking loop is shown in table
2.2.

Transient Response The transient behavior of a tracking loop refers to how the loop
responds to dynamics in the signal. This dynamic behavior can have several reasons. The
most obvious is the temporal dependence of the line-of-sight, already discussed in section
(2.1.3). Another source for such errors is the frequency instability of the local oscillator.

The transient tracking error of a tracking loop of ordern can be shown to be as follows
(see e.g. [Spi73, Eis97]).

e(∞) =
ẋ

K
for a first order loop

e(∞) =
ẍ

Kα
for a second order loop

e(∞) =

...
x

Kβ
for a third order loop

(2.181)

For the DLL and PLL we get

edll(∞) =
ṡ

4Bdll
L

for an unaided DLL

epll(∞) =
s̈

ω2
L

for the second order PLL

e(∞) =

...
s

4Bdll
L ω2

L

for the carrier aided DLL

(2.182)
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2.5. Receiver Model

These expressions describe the performance of the tracking loops under dynamic situa-
tions. We see that a loop of ordern has a transient error proportional to then-th time
derivative of the line-of-sight.

Impact of Oscillator Instabilities In [Lin72] it is shown that the RMS noise caused
by the imperfections of the oscillator is expressed as

σ2
φ =

1

2π

∫ ∞

0

Sφ(ω)|1−H(ω)|2dω (2.183)

whereSφ(ω) is the spectral density of the oscillator noise andH(ω) is the closed loop
transfer function.

For a second order loop the variance of the oscillator error in eq. (2.183) can be evaluated
to[IE02]

σ2
φ =

ω0

2

[
π2h−2√

2ω3
L

+
πh−1

4ω2
L

+
h0

4
√

2ωL

]
(2.184)

whereω0 is the carrier frequency. The units here are [rad2]. It is interesting to see how
the total noise is distributed among the three terms of the oscillator noise. In figure (2.50)
this is done for the two oscillators standard CXO and TCXO. In figure (2.51) the corre-
sponding curves for OCXO1 and OCXO2 are shown.

For the standard CXO and the OCXO1 the main contribution comes from the white fre-
quency noise term,h0 and for the TCXO the fluctuation in phase is dominated by the
flicker frequency term,h−1. The OCXO2 is dominated by the random walk frequency
noise term.

As eq. (2.184) is a standard deviation, no explicit reference to the stochastic process be-
hind the sigma value is made, in other words it is possible for eq. (2.184) to yield the
sameσ for two different oscillators, although their properties may be quite different. For
example when carrier aiding is being applied, noise from the phase-locked loop (PLL) is
fed into the delay lock loop (DLL). The noise as it appears in the DLL depends strongly
on the form of the oscillator noise in the PLL, i.e. which term is the dominating one in
eq. (2.184). This issue will be discussed in the chapter4.
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Figure 2.50.: Phase error for a second order loop, due to oscillator instabilities only for the
standard CXO and the OCXO1
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2.5.4.1. Delay Lock Loop

The device responsible for the tracking of the code is called a delay lock loop (DLL).
Basically, the phase of the code sequence is tracked using a device with the mathematical
structure of eq. (2.171).

For the non-coherent early-late discriminator in eq. (2.141) and assuming a first order
loop we get

p∆τ =
4Bdll

L

D′(0)

[
Ddll(τ) + χτ

Tp

]
+ pχτ

nco− τ̇0(t) (2.185)

The normalization of the discriminator is needed to make the right hand side proportional
to ∆τ(t) = τ(t) − τ0(t) for small values of∆τ(t). In this normalizationBdll

L has the
meaning of loop-bandwidth discussed above. The discriminator gain,D′(0), depends
on the form of the discriminator, i.e. coherent, non-coherent DLL. It also depends on
parameters of the discriminator like correlator spacing. The front-end filter also has an
impact on the discriminator gain [DPHR99, Bet00b, BF00, HRL98]. In the theory here
the effect of band limiting on the discriminator gain is accounted for in the shape of the
auto-correlation function.

The loop bandwidthBdll
L is usually set to be in the range 0.05 to 1 Hz for modern GPS re-

ceivers, depending on the application. For static applications, where the signal dynamics
are low, the loop bandwidth can be reduced. This effectively filters out noise. However,
the transient behavior is slowed down and the loop cannot react to violent changes in sig-
nal dynamics. Thus, for dynamic applications, the loop bandwidth must be increased, but
that “lets the noise in”. The relation between the loop bandwidthBdll

L and the factorK is
shown in table (2.2).

The termχτ
Tp

=
√

TpδSτ is an additive Gauß-ian noise term. It has mean zero and the
variance ofδSτ is as calculated in eq. (2.142). It should be emphasized once more that
this is a simplification from the original form eq. (2.141). It is important to realize that
eq. (2.185) is a non-linear stochastic differential equation and even though it has been
simplified to an equation with an additive Gauß-ian white noise, it can not simply be
treated as a normal continuous differential equation. This is because the noise term is not
integrable in the sense of a Riemann-Stieltjes or Lebesgue integral. To give eq. (2.141)
a mathematical meaning the so-called Îto calculus was applied. The theory of stochastic
integration and stochastic differential equations is rather involved and we are mostly in-
terested in solving the equation above numerically. However, the main consequence of
defining a measure such that the Gauß-ian process is integrable, is the fact that the familiar
chain rule of continuous calculus is supplemented by an extra term [KP95, KPS97]. For
the numerics this means that it isnotpossible to take any old run-of-the-mill Runge-Kutta
scheme and just add some noise to it.

In this theses eq. (2.185) is solved both in the noise-free case (then using an implicit
fifth order Runge-Kutta scheme) and in the noisy case (with a stochastic, implicit Euler-
scheme).
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2.5.4.2. Phase-Locked Loop

The phase-locked loop (PLL) tracks the carrier phase. Usually, it is implemented as a
second order loop. Using the Costas discriminator eq. (2.149), F (p) for the second order
in table (2.2) and inserting into eq. (2.171) we obtain

p∆θ =
K

D′
pll(0)

(1 +
α

p
)(Dpll(t, θ, τ) + χθ

Tp
) + pχθ

nco− pθ0 (2.186)

with √
TpδSθ = χθ

Tp
(2.187)

Here, as in the case of the DLL, we assume additive Gauß-ian noise.δSθ is Gauß-ian with
mean zero and variance given by eq. (2.150). One could now re-arrange eq. (2.186) to
yield a second order differential equation. That would involve taking the time derivative
of the discriminatorDpll(t, θ, τ) and what is more problematic, the time derivative of the
Gauß-ian white noise term. This is the approach pursued in [Eis97]. For our purposes we
choose to write eq. (2.186) as a system of two first order equations:

p∆θ =
K

D′
pll(0)

(Dpll(t, θ, τ) + χθ
Tp

) + pχθ
nco + ψ

ψ =
Kα

D′
pll(0)p

(Dpll(t, θ, τ) + χθ
Tp

)− pθ0

(2.188)

re-arranging and substitutingp → d
dt

we get

∆̇θ =
K

D′
pll(0)

(
Dpll(t, θ, τ) + χθ

Tp

)
+ χ̇θ

nco + ψ

ψ̇ =
Kα

D′
pll(0)

(
Dpll(t, θ, τ) + χθ

Tp

)
− θ̈0

(2.189)

In eq. (2.189) there are two constantsK andα that need to be determined. In analogy
to the harmonic oscillator these constants are written in terms of the resonance frequency
ωL and the damping factorξ

K = 2ξωL = 4Bpll
L − α and α =

ωL

2ξ
(2.190)

or

ωL =
√

Kα =
8ξBpll

L

4ξ2 + 1
and ξ =

√
K

4α
(2.191)

where the relations forBpll
L were taken from table (2.2). For most technical application

the damping is chosen asξ = 1√
2
. The loop filter bandwidthBpll

L is typically in the order

of 20 Hz. As in the case of the DLL the exact value of the loop filter bandwidth (Bdll
L )

depends on the actual application. For dynamic applications the loop filter bandwidth
must be increased relative to static applications.
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Inserting eq. (2.191) into eq. (2.186) and settingξ = 1√
2
, the PLL then becomes

∆̇θ =
2ξωL

D′
pll(0)

[
Dpll(t, θ, τ) + χθ

Tp

]
+ χ̇θ

nco + ψ

ψ̇ =
ω2

L

D′
pll(0)

[
Dpll(t, θ, τ) + χθ

Tp

]
− θ̈0

(2.192)

2.5.4.3. Carrier-Aided DLL; Coupling the DLL and the PLL

The loop bandwidth of the DLL is only about 1 Hz and besides it is only of first order and
as we saw in the previous section the transient response depends on the loop order. Thus
it is difficult to track a signal in the DLL with high dynamics on it. The code tracking loop
can however be aided by feeding the first derivative of the phase from the phase locked
loop into the DLL. The phase of the signal is only known to within an integer ambiguous
cycle, but the first derivative does, of course, not depend on this ambiguity. Thus the aided
code tracking loop becomes

p∆τ =
4Bdll

L

D′
dll(0)

[
Ddll(τ) + χτ

Tp

]
+

1

ω
pθ + χ̇τ

nco− pτ0 (2.193)

hereθ is the solution of the stochastic differential equation in eq. (2.188) (i.e. a stochastic
process). Thus eq. (2.193) effectively comprises a system is non-linear stochastic differ-
ential equations. Although a number of assumptions and simplifications were made to
derive eq. (2.193), it by far cannot be solved analytically. However, there are effective
algorithms to solve such systems of (stochastic) differential equations.

2.5.5. DLL and PLL; A system of SDE

The equation eq. (2.193) describes the tracking loop behavior for both DLL and PLL.
Basically, these are two coupled stochastic differential equations; the DLL of order 1 and
the PLL of order 2. The PLL was already re-arranged into two 1. order SDEs. Before
implementing them in a numerical scheme, we will formulate eq. (2.193) as with the PLL
as a system of first order stochastic differential equations. We distinguish between the
noise-free, the noisy case and the case with noise and imperfect oscillator.

The Dynamic Case Defining the vector~X as

~X =




X1

X2

X3


 :=




∆τ
∆θ
ψ


 (2.194)
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Inserting eq. (2.192) and eq. (2.185) into the definition above and ignoring the noise terms
we then have

~̇X =




Ẋ1

Ẋ2

Ẋ3


 =




∆̇τ

∆̇θ

ψ̇


 =




4Bdll
L

D′dll(0)
Ddll(t,X1) + 2ξωL

ωD′pll(0)
(Dpll(t,X1, X2)) + ψ

ω
− ∆̇τ0

2ξωL

D′pll(0)
Dpll(t,X1, X2) + ψ

ω2
L

D′pll(0)
Dpll(t,X1, X2)− ∆̈θ0




(2.195)
When carrier aiding is off (i.e. the second and third term in the third coordinate on the
right hand side of eq. (2.195) is not present) the coordinateX1 is not influenced byX2

andX3. This is because the non-coherent discriminator for the DLL (Ddll) is independent
of the phase.

The Dynamic Case with Noise Generalizing eq. (2.195) for the noisy case is now
trivial. The noise terms in eq. (2.192) and eq. (2.185) simply have to be inserted at the
right places:

~̇X =




4Bdll
L

D′dll(0)
Ddll(t,X1) + 2ξωL

ωD′pll(0)
(Dpll(t,X1, X2)) + X3

ω
2ξωL

D′pll(0)
Dpll(t,X1, X2) + X3

ω2
L

D′pll(0)
Dpll(t,X1, X2)


 +




4Bdll
L

D′dll(0)
χτ

Tp

2ξωL

D′pll(0)
χθ

Tp

ω2
L

D′pll(0)
χθ

Tp


 (2.196)

The Dynamic Case with Noise and Oscillator Imperfections To expand the
model to include imperfect oscillator eq. (2.196) is augmented using the results from
section2.5.3. Before we proceed we notice that the the relevant entity is not the time
fluctuation itself, but rather the first derivative (χ̇nco). Thus, we are interested iṅX1 + Ẋ3

and notX1 + X3 from eq. (2.169). To achieve this eq. (2.196) is augmented as follows:

~̇X =




4Bdll
L

D′dll(0)
Ddll(t,X1) + 2ξωL

ωD′pll(0)
(Dpll(t,X1, X2)) + X3

ω
2ξωL

D′pll(0)
Dpll(t,X1, X2) + X3

ω2
L

D′pll(0)
Dpll(t,X1, X2)


 +




4Bdll
L

D′dll(0)
χτ

Tp

2ξωL

D′pll(0)
χθ

Tp

ω2
L

D′pll(0)
χθ

Tp




+




Y 1
τ + Y 3

τ +
√

h0/2 ε0,τ

2πω(Y 1
θ + Y 3

θ +
√

h0/2 ε0,θ)
0




(2.197)

whereY 1
i andY 3

i are solutions to the following system:

d

dt




Y 1
i

Y 2
i

Y 3
i


 =




0 0 0
0 0 1

0 − ω2
0√
3
−

√
2√
3
ω0







Y 1
i

Y 2
i

Y 3
i


 +




π
√

2h−2 ε−2,i

0
2√
3

√
πh−1ω0 ε−1,i


 (2.198)

117



2. Models

These are actually two systems of equations; one for the code phase NCO (i = τ ) and one
for the carrier phase oscillator (i = θ). Comparing eq. (2.198) to the eq. (2.169) we notice
thatY yields the needed derivatives ofX. The dimension of the system of equations is
reduced by one.

Note that the NCO part (i.e.Y 1
τ , Y 3

τ , Y 1
θ andY 3

τ ) does not depend on the rest, so the
oscillator simulation can be formulated separately. However, the time parameter must be
the same in all three equations.

The equation above encompasses the most general form of the receiver model that will be
used in this thesis and is implemented in SNSS.

2.6. Multipath Mitigation Techniques

There are many ways to attack the multipath problem. One is to use a choke-ring antenna,
that blocks out reflections coming from a low elevation angle. An enhanced version of
this method is to dynamically steer the antenna gain such that a high gain is only achieved
in the direction of the satellite. Such devices are known as phased array antennas. These
techniques are very difficult to implement and not state-of-the-art in civilian receivers yet.

Another approach to reduce the multipath effect is to use modified discriminators and/or
multiple correlators in the receiver channel.

2.6.1. Narrow Correlator

The most straightforward multipath mitigation method is the so-called narrow correlator
technique, which is achieved by simply decreasing the correlator spacing, i.e. settingd <
1.

This technique is implicit in the formulation of the models above and thus the case of
narrow correlating has already been covered.

There are also more elaborate techniques and some of them will be treated in the follow-
ing.

2.6.2. Double Delta Correlator

The double delta discriminator is basically an attempt to approximate the second deriva-
tive of the correlation function, instead of the first and use that as a discriminator.

The coherent double delta discriminator is given by:

Ddd(τ) := 2(ie − il)− (iee − ill) + 2(ηe − ηl)− (ηee − ηll) (2.199)
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where the subscripts (ee) and (ll) stand for very early and very late and represent the
correlation function atτ ±d. The noise terms are correlated as described in [Eis97]. Thus
we get

V ar(Ddd) = E
{
(2(ηe − ηl)− (ηee − ηll))

2}

= 8 [R(0)−R(d)]− 8 [R(d/2)−R(3d/2)] + 2 [R(0)−R(2d)]
(2.200)

For the rectangular, infinite bandwidth case eq. (2.200) simplifies to

V ar(Sdd) = 4d (2.201)

which is identical to the results in [MB99], when the different normalization and definition
of d that are used here are considered.

2.6.3. Mattos-Style Detector

At ST Micro Electronics a multipath mitigation technique was developed, which is based
on the simple idea of tracking the correlation function on the early slope of the correlation
function only[Mat96]. Instead of having an early and a late correlator, both correlators
are early. To achieve this the discriminator function must have its root on the early slope
of the correlator function and not at its maximum. For example this can be achieved by
the following discriminator function:

SM(τ) := η − ie(τ) + qe(τ)

il(τ) + ql(τ)
. (2.202)

Firstly we notice that the absolute signal power cancels out and secondly forη = 1,SM(τ)
basically reduces to the coherent early – late discriminator. Ifη is chosen such that the
tracking point (i.e. the root of eq. (2.202)) lies far to the left the signal strength at the
tracking point will be correspondingly low, i.e. the signal-to-noise ratio will suffer.

For a given correlator spacingD the tracking point will is given by:

SM(τ) = 0

⇒ η =
τ0 −D + Tc

τ0 + Tc

⇒ τ0 =
D

1− η
− Tc (2.203)

This equation is only valid if bothe1 ande2 are in fact on the early slope of the correlation
function so settingη = 1 has no meaning (thene2 would be on the late branch of the
correlation function).
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2.6.4. Model Summary

The development of the model described by eq. (2.197) and the development of the pre-
vious sections was quite extensive and to give the reader an overview of what the model
actually does and does not model the following list was compiled.

Dynamic modeling The dynamic process of keeping the local oscillators in-step with
the received signal (i.e. the actual signal tracking). This implies that effects like
signal dynamics and oscillator dynamics are modeled. These effects were discussed
in section2.1.3and will be addressed in the chapter on simulations. This feature is
in contrast to a simple root finding of the S-curve.

Non-linear modeling The full form of the S-curve is considered. This is especially
important in combination with dynamic modeling. The combination of dynamic
andnon-linear modeling makes it possible to simulate effects such as loss-of-lock,
i.e. when the tracking point leaves the pull-in region of the discriminator, the loop
will no longer converge. This is a well-known practical problem, particularly with
phase tracking.

Pre-detection multipath fading modeling The multipath fading caused by the track-
ing loops is automatically taken into account by the dynamic features of the model.
There is another kind of multipath fading, related to the frequency de-tuning of
the oscillator, caused by the integration in the correlation process, before the signal
enters the loops (see section2.5.1).

Multipath modeling Multipath effects are simulated in the receiver deterministically
(see section2.5.1).

General pulse shape modeling By pulse shaping the following features are meant:

• Intentional shaping, like raised cosine pulse shaping.

• Pulse shaping caused by band-pass filtering.

• „Pulse shaping” caused by modulation, like binary or sinusoidal offset carrier
modulating (BOC or SOC).

The modeling assumes an analytic form of the correlation function generated by the
correlation process.

Noise modeling The effect of thermal noise is treated within the non-linear, dynamic
framework of the model. The noise model has, of course, to fit into the general
scheme of things and combined with the analytic derivation of the correlation func-
tion the following two effects are considered:

• Discriminator gain controlled by the change in the shape of the correlation
function
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2.6. Multipath Mitigation Techniques

• Reduction in signal power controlled by the correct normalization of the cor-
relation function

These effects in turn must be combined with the correct normalization of the dis-
criminator of the tracking loops. At the time of this writing there seems to be
some confusion in the literature regarding these issues. They are set straight in
[BK00, BF00, Bet00b].

What isnot considered in this simulator is

Finite code lengths All the analysis and implementation assumes an infinite code.
However, a finite integration time is assumed in the pre-detection.

Inter-system noise The impact of multiple access interference is not considered in the
models.

Data demodulation No data demodulation is implemented in SNSS. The data trans-
mission capabilities of a satellite navigation system are of secondary interest. Whe-
ther the bit error rate is10−4 or 10−6 is not so important. If the receiver misses a
bit, it just has to wait for the data (ephemeris, clock etc.) to come around again.

Acquisition Acquisition of the signal is implemented in a limited way. As the simu-
lation is dynamic, the receiver must of course look for the signal and for that the
same basic strategy as in real receivers is used. The receiver looks for signal power,
by comparingi2p + q2

p to an acquisition threshold, defined by the user. There is no
search in frequency.
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3. Algorithms and Implementation

In this chapter implementation of the models described in the previous chapter is dis-
cussed. The chapter is designed to give the reader

• an overview of the software design and

• a detailed description of how the models are implemented in algorithms

From an implementation and algorithmic point of view the core element is the receiver
model, which is basically modeled as a set of differential equations. The entire framework
around the receiver model (satellite dynamics, user dynamics, propagation of the signal,
its interaction with the environment etc.) serves to generate boundary conditions for the
receiver model.

3.1. Overview

In figure (3.1) an overview of the simulator is shown. In the following figures the details
of the components are explained. The components shown are:

• Input persistent storage:By this all kinds of input data is meant, which is read
from file. This could be almanac data to describe the satellite orbits or a reference
path, recorded with a GPS receiver or a high-precision inertial navigation system
(INS). Data about the environment like 3-D terrain data or city models is also held
in persistent input storage.

• External influences:are object models that generate boundary conditions for the
receiver model. Basically, these are geometric and electromagnetic entities that
influence the signal. Among others they are the constellation of the satellites and
the signal they emit, the reference path of the receiver, terrain and buildings as
well as the vehicle that the receiver is attached to. These objects may have a time
evolution (motion of the vehicle and the satellites) and electromagnetic properties
(dielectricity and conductivity of the buildings) and their combined interaction with
the signals define the boundary conditions for the receiver.
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External Influences
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reference path, etc.

Receiver Model
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(ray−tracer,

multipath generator etc.)
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constellation, signal,

environment,
reference path, etc.

Receiver Model
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Bondary Condition
Processor
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code error, phase error,
position error etc.

Kernel

Figure 3.1.:Overview of theSNSSprogram structure. See text for explanations.

• BC Processor:The external influences define the signal that is actually received
at the antenna. The Boundary Condition Processor (BC Processor) „translates” the
external influences into boundary conditions for the receiver model. It performs
geometric and electrodynamic ray-tracing, generates multipaths and keeps track of
the time evolution of the multipaths. This data is then ready for the receiver model

• Receiver Model:The receiver model is the central point of the simulator. The re-
ceiver is divided into channels, each of which tracks one satellite (or pseudolite)
using the stochastic dynamic model introduced in the previous chapter. The Exter-
nal Influences, BC Processor and the Receiver Model modules are refered to as the
kernel.

• User Interface:This part handles the interaction between the computer and the user.
Here the external influences as well as the results are displayed graphically. From
here the user can configure the receiver model and choose what external influences
to use via the input persistent storage. As the simulator generates a huge amount of
data the user can choose interactively what results he/she wants and send them to a
file.

• Output Persistent Storage:Via the User Interface the user can choose the desired
results and save them on the hard drive. It is also possible to generate orbits, en-
vironments and signals over the User Interface which can be saved to persistent
storage.
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3.1. Overview

The list above gives a general idea of howSNSS is organized. The kernel is of course
of most interest, since that is where the actual processing takes place. In figure (3.2) an
overview of the kernel is given. In the following list the numbers refer to the numbered
circles in figure (3.2).
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Figure 3.2.:Overview of the kernel ofSNSS . See text for explanations.

1. In the first stage the information on the geometry is gathered. These are:

• Satellite position and dynamics (as many time-derivatives as necessary).

• The terrain geometry. The terrain inSNSSis made up of a list of flat polygons.
This can be just one rectangle or a polygon model generated from raster data1

• A polygon model of the vehicle.

• A polygon model of the environment.

1flat means that all the vertexes of the polygon must lie in the same plane. For a polygon with three
vertexes this is always the case, but if there are more there is a constraint on them.
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3. Algorithms and Implementation

With this purely geometric information the ray-tracer of the BC Processor performs
an exact ray-tracing and generates the geometric multipaths. This is done for each
transmitter.

2. In the second stage the multipaths are generated. For this task the geometric mul-
tipaths from the ray-tracer are needed as well as information on the signal emitted
from the transmitters and the material properties of the external influences. Fur-
thermore the multipaths must be given a signature, which depends on the ID of the
transmitter and the IDs of the polygons that reflected the signal2. Now the boundary
conditions for the signal entering the antenna have been generated.

3. The receiver consists of an array of channels, each of which consists of a tracking
loop (code and phase). Governed by the output of the BC Processor each channel in
the receiver tracks a signal from a satellite. First the correlation process is simulated
and then the result is fed into the tracking loops.

4. After the receiver has generated the pseudo-ranges and phase measurements the
data is processed to yield a position.

Data flow All this information on the external influences can either be entered man-
ually or read from file. The organization of the input data is shown in figure (3.3). The
possible input data is

Constellation: Orbit data for the transmitters can be read from file. The file formats
are the well-known Yuma almanac format used by GPS. Stationary transmitters like
pseudolites and geostationary satellites can also be positioned by one 3-D vector
position.

Signal Data: The signal format contains information on the signal strength emitted
from the satellite as well as carrier frequency, pulse shape etc.

Reference Path: Recorded position data can be loaded as a reference path. The sim-
ulator assumes the reference path to be the „true” path and uses it to generate the
proper boundary conditions. Then the receiver generates a position, which is the
„measured” position. Comparing the reference position with the measured position
defines the measurement error.

Terrain: A Terrain can be loaded in VRML format, butSNSS is also able to generate a
polygonal model from a raster format (digital elevation model) provided the data is
a rectangular region3.

Environment Buildings, bridges etc. can be loaded, provided they exist in the VRML
1.0 format. Basically they are treated in the same way as the terrain.

2This is needed in order to be able to interpolate the dynamics of the multipaths
3„Rectangular” here means that the data set hasn columns andm rows
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3.1. Overview

Vehicle: 3-D Polygon data for a vehicle model. A vehicle model can be loaded from a
VRML 1.0 file.
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Figure 3.3.:Overview of the data flow and storage inSNSS . See text for explanations.

SNSS can also write all these file formats to file. Through the user interface satellite
constellations and signal formats can be generated. Buildings and reference tracks can
also be entered and written to file.

User interface The results of the simulation are displayed graphically on the user
interface. Via the user interface the receiver model can be configured and selected results
can be written to file. An overview of this is given in figure (3.4). There are four views:

2-D View: A projection of the environment onto a 2-D plane. In this view buildings and a
reference path can be edited. Positioning of pseudolites is also possible. The editing
option for the buildings supports entering and modification of 3-D boxes with any
number of vertexes. The reference path edit option supports entering of piece-wise
linear paths with constant acceleration. Using the reference-path a polygon model
of the terrain can be generated. In this manner the road the vehicle was driving
along can be reconstructed from recorded GPS data alone.
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3. Algorithms and Implementation

3-D View: A 3-D view of the environment, vehicle and buildings. As the objects com-
prising the External Influences are rather complex, it is of interest to be able to
visualize the situation. In this view the whole scenario is displayed in 3-D includ-
ing the geometry of the multipaths.

Sky Plot: A polar plot of the constellation. In this view the properties of the signal
can also be viewed and set. The user is able to generate a constellation in a set
(Walker constellation) or he/she can set the almanac parameters of each satellite
individually. For each satellite the signal structure can be controlled. The satellite
can be set to emit any number of frequencies, using any signal structure described
in the previous chapters.

Data View: An output data view, where all results of the simulation can be displayed.
Among others there are the geometrical multipath, the signal-to-multipath ratio, the
code and phase errors for each channel, the error in position; the total error, the
horizontal error and vertical error and many more.

Configuration Dialog: The user interface contains a dialog where the various param-
eters of the receiver and the antenna can be adjusted. The antenna gain pattern can
be adjusted to the characteristics of any given antenna (with or without choke-ring),
dependent on elevation. The antenna gain pattern can then be viewed in the Data
View. All dynamic parameters of the receiver are set in this dialog as well as the
size and resolution of internal buffers for the generated data. Parameters for the
processing of the resulting ranges and phases can be adjusted in this dialog such as
whether differential or single point positioning is preferred, what frequency bands
to use etc.

3.2. Algorithms

As already stated it is not the goal of this chapter to give a detailed description of the code
of SNSS , but rather to explain the algorithmic context. Before we go into details a list of
utilities that are assumed to exist is presented and are not explained in detail. A developer,
who has access to the source code and wishes to add features is referred to the comments
in the source code.

• Vectors: 3-D vectors with the usual mathematical properties

• Vectors with WGS-84 properties: provides a transformation between Cartesian and
elliptic WGS-84 coordinates. It can also generate a local coordinate system with
axis parallel to the local East, North and Up direction

• Matrices: Mathematical matrix object
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Figure 3.4.:Overview of the man-machine interface inSNSS . See text for explanations.

• Time object: manages transformations between UTC-time, GPS-time etc.

• Complex numbers with the usual mathematical operations on complex numbers

These mathematical objects are all implemented as C++ classes and possess the usual
properties one would expect, e.g. two vectors can be added, subtracted etc. The scalar
products as well as the cross product is defined. Matrices can be inverted and multiplied
etc. so for example a least square adjustment is performed in a trivial manner.

The implementation ofSNSS uses several libraries. The most important are Microsoft
Foundation Classes (MFC) for the Graphical User Interface (GUI). Windows, dialogs,
buttons etc. are handled by this library. The Standard Template Library (STL) provides
standard tools of the trade for handling data structures (linked lists, vectors, stacks and
buffers etc.) It also provides template objects for file input/output (file I/O). The 3-D visu-
alization inSNSS is based on the well-known OpenGL 1.2 library from Silicon Graphics,
available for most platforms. Many of the mathematical objects mentioned above contain
algorithms and modified source code from the Numerical Recipes in C [PTVF97]. Other
parts ofSNSSalso contain material from the Recipes.
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3. Algorithms and Implementation

3.3. External Influences

3.3.1. Constellation

For the purposes of the simulation an orbit description using data corresponding to the
almanac data of the GPS system are sufficient. In the simulator two methods of describ-
ing the orbit of a transmitter are implemented, a Kepler orbit based on almanac data and
a stationary position in WGS-84. The basis object (classCNavSource ) contains infor-
mation for over-head information like ID, structures containing the buffered data such
as time, position, velocity and status flags. The signal format is also a member of class
CNavSource . Specialized versions of the satellites are then described with the objects
classCSatAlmanac and classCPseudolite .

The signal parameters are contained in the structureSSignalData .

The structureSNavSourceData contains administrative data such as the current time
and position, along with identifiers and some state variables.

CNavSource

CPseudoLite CSatAlmanac

CNavSorceList

CNavSource #1

CNavSource #2

...

CNavSource #n

CNavSource
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SNavSourceData
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CNavSource #1

CNavSource #2
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CNavSource #n

CNavSorceList

CNavSource #1

CNavSource #2

...

CNavSource #n

CNavSource

SSignalData

SNavSourceData

CNavSource

SSignalData

SNavSourceData

CSatAlmanac

SAlmanacData

CSatAlmanac

SAlmanacData

Figure 3.5.: Organization of the satellite objects inSNSS . The left diagram shows how the
satellites are organized in a list of pointers. The diagrams in the middle show the basic data in the
base classCNavSource and the derived classCSatAlmanac . The right diagram implies the
class hierarchy for the satellites/pseudolites.

Signal Every type of satellite carries a description of the signal it emits. The actual
generation and simulation is performed by the Boundary Condition Processor and the
receiver module, thus the satellites only deliver a parametric description on the signal.
The signal parameters maintained at the satellite are shown in table3.1.

Orbits The more important satellite type is theclass CSatAlmanac . Its orbit is
described with the equations for the description of the almanac orbits was given in section
2.1.1.1. The input data available from an almanac file are: Using the quantities in table
3.2 and the description in section2.1.1.1, the following algorithm for the position of the
satellite as a function of time is obtained.
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Parameter Description

Carrier frequency ω [MHz]: This is the center frequency of the signal
Chip length Tc [m]: The chipping length of the signal
Power P [w]: The power emitted from the antenna of the satellite
Side lobes Ns The number of side lobes emitted by the satellite. This

parameter controls how many side-lobes of the spectrum is
let through the filter at the satellite.

Roll-off factor β: This factor controls how abrupt the spectrum of the signal
decays. See eq. (2.35) in section2.2.6

Band ID This index enumerates the frequency band of the correspond-
ing signal.

Pulse Shaping This parameter defines what pulse-shape is to be assumed
for the signal. The values possible are:

• INFINITE_BANDWIDTH: Rectangular chips with
infinite bandwidth

• NO_PULSE_SHAPING: Band limited rectangular
pulse-shape

• RAISED_COSINE: Raised cosine pulse shaping
scheme

• SPLIT_SPECTRUM: Autocorrelation of a BOC sig-
nal

• SUB_CARRIER: Tracking a BOC signal using the
code only

• LATE_TRACKING: Special setting for GPS altimetry

Table 3.1.:Signal description at the satellite. These parameters can be stored and read from file.

Description Param. Description Param.

Square root of the semi major axisa [
√

m] Longitude of ascending node Ω [◦]
eccentricity e Reference week of almanac
Inclination i [◦] GPS time of reference toa [s]
Argument of perigee ω [◦] Mean anomaly M0 [◦]
Right ascension of ascending nodeΩ0 [◦] True anomaly ν [◦]

Table 3.2.:Almanac parameters loaded from a Yuma-file
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Assuming the data from an almanac file has been read from a Yuma file, i.e. data described
in table3.2(a, Ω, e, i, toa, ω,M0, Ω0, ν) and the Earth rotation (Ω̇E) to be available we then
proceed to calculate the orbit as described in the ICD-GPS-200C-004 [ARI93] except for
the clock corrections.

1. WGS-84 value for the earth’s rotation universal gravitational constant:
µ := 3.986005· 1014m3/s2

2. Earth’s rotation:Ω̇E := 7.2921151467·10−5 rad/s

3. Semi-major axis:A = a2

4. Mean motion:n0 =
√

µ/A3

5. Time from almanac reference epoch:tk = t− toa

6. Mean anomaly:Mk = M0 + ntk

7. Solve iteratively for the eccentric anomaly, using Kepler’s equation:Ei+1
k = Mk +

e sin(Ei
k) with initial valueE0 = Mk

8. To obtain the position and higher time derivatives thereof, the equations in section
2.1.1.1are used.

The second type of satellites are the stationary pseudolites. Although they are called
pseudolites they are equally well suited for the description of geostationary orbits. These
are simply described by a position in WGS-84. This is used to describe geostationary
satellites and pseudolites.

3.3.2. Polygons

The basic 3-D primitive inSNSS is a flat polygon. All objects are constructed from poly-
gons. The algorithmic implementation of the polygon is based on the mathematical de-
scription given in section2.3.2. It is a C++ object (a class) calledCFace which has the
following properties:

• Data

– Verticies: list of 3-D vectors

– Polygon normal: 3-D normalized vector

– Material parameters: parameters describing electromagnetic properties of the
polygon, i.e. dielectricity and conductivity.

• Methods
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– Loading data from file

– Writing data to file

– The obvious setting and retrieval routines

– Initialize: here it is important to ensure that the polygon is flat.

– Mirror : mirrors a 3-D vector according to eq. (2.90) in section2.3.2

– IsOnTheOutside : Checks if a 3-D point is in the positive half-space, de-
fined by the polygon using eq. (2.96)

– IntersectsFace : checks whether a line-segment defined by two 3-D
vectors intersects the face defined by the polygon. First the intersection of
the line-segment with the plane in which the face lies is determined using
eq. (2.92) and eq. (2.93). Then it is checked if the intersection point is on the
face, using the algorithm described on page68.

The polygons are contained in a list calledCFaceObject . This is shown in figure (3.6)

CFaceObject

CFace #1

CFace #2

...

CFace #n

CFaceObject

CFace #1

CFace #2

...

CFace #n

Figure 3.6.: Organization of the poly-
gon objects inSNSS . The polygons
CFace are contained in a list of point-
ersCFaceObject .

The following objects which are composed of a set
of polygons (i.e. the terrain, vehicle and environ-
ment) are basically lists of polygons. They may dif-
fer slightly in their specialization.

Terrain The terrain consists of a list of polygons.
There are three ways to load/generate the terrain.
The simplest form is just a rectangle (a polygon of
the type described above (classCFace)), which is
placed tangential to the WGS-84 ellipsoid.

The terrain can also be generated from the reference
path. This option generates a list of triangles, a cer-
tain height below the reference-path. The algorithm
is sketched in figure (3.7).

To generate the part of the terrain between way-
points i and i + 1 the spanning line-segments (~li
and~li+1) are calculated (black, dashed double-arrows at way-pointsi andi + 1 indicated
in figure (3.7)). The line segment~li is defined as lying in the plane spanned byêi−1 and
êi (shown as red vectors in figure (3.7)) with the angles between̂ei−1 and~li and êi and
~li equal, i.e.∠(~li, êi) = ∠(~li, êi−1) (see figure (3.7)). Now two triangles are constructed,
both with a normal pointing „upwards”. The user is asked for the length of~li.

The third possibility to obtain a terrain inSNSSis to generate a polygon model from raster
data, i.e. data in form of coordinates and a height. The current implementation allows only
raster data organized on a rectangular grid.
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Figure 3.7.:Generating a terrain from a reference path. See text for explanations.

The generation of the terrain from raster data is easier. The coordinates are assumed to
be on a grid, i.e. thex-values repeat themselves everyN data points. This is shown in
figure (3.8). The routine reading the data simply checks when the firstx-coordinate is
(almost) repeated. This yields the value ofN (the number of rows). The list of triangles
comprising the terrain is then easily generated as indicated in figure (3.8). It is necessary
to generate triangles in order to ensure flat polygons.

Environment The environment inSNSS is represented by a list of closed „voxels”
class (CBuilding ), which are composed of a set of polygons. The buildings must be
closed so that the ray-tracing can be made efficient. If open constructs are needed, then
this can be achieved by replacing each polygon with two polygons which are identical
except for the normal vector. Furthermore things like bridges and tunnels can be made
out of a set of closed „voxels”.

The internal representation of the environment is shown in figure (3.9). When the build-
ings are entered manually, each building has a separate representation, so that each build-
ing can be manipulated individually, independent of other buildings. This is very helpful
when setting up a virtual environment which is meant to demonstrate some particular
phenomena.

The current implementation supports the import of environment data in the VRML 1.0
format. However, only so-called indexed face sets are supported. Because most data
providers make no distinction between buildings in this file format, all the data is imported
as one single building. Consequently, editing of individual buildings is not supported. For
the processing this does not matter, it only limits the editing possibilities.
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Figure 3.8.: Generating a polygon model from raster data.

Flat polygons
Normals

Figure 3.9.:3-D representation of the environment inSNSS .
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Vehicle Basically, the only difference between a vehicle (CVehicle ) and a building
in SNSS is that a vehicle can move and rotate. This difference is not as trivial as it seems
at first, because the vehicle must move along the reference path and it is also desired that
it faces in the right direction (a car which always points to the north is not going to yield
a very realistic scenario. For planes this is more difficult, because „up” is not always
perpendicular to the ground).

In SNSSall information on the dynamics of the reference path is kept in the reference path
(see next section). Therefore the vehicle must retrieve the information on the dynamics
from the reference path. After that the vehicle is able to translate and rotate to the given
way-point. The question of what the dynamics look like is thus transferred to the reference
path in the next section.

The vehicle data is exclusively loaded from a VRML 1.0 file as one single indexed face
set object. Authoring a VRML object is a quite cumbersome task, but on the Internet
there is a huge amount of vehicles in this format available which can be downloaded free
of charge. VRML models are also commercially available.

Figure 3.10.:Examples of land vehicles inSNSS .

Figure 3.11.:Examples of maritime vehicles inSNSS .
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Figure 3.12.:Examples of fantasy vehicles inSNSS

Figure 3.13.:Examples of airborne vehicles inSNSS .
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Therefore it is a good idea to write a flexible import routine. To further enhance this
flexibility the vehicle inSNSShas it own internal orientation, which the user can change.
In this way what is „front” and „up” can be controlled by the user. This has turned out
to be a very useful feature, because most of the VRML models available do not have a
well-defined orientation.

Reference
path

Waypoint i−1

Waypoint i+1

Waypoint i+2

Waypoint i
Internal copy

Transformations of
the Internal copy

Reference
path

Waypoint i−1

Waypoint i+1

Waypoint i+2

Waypoint i
Internal copy

Transformations of
the Internal copy

Figure 3.14.: Motion of the vehicle inSNSS . An original, local copy is transformed each time.
This avoids accumulative transformation errors and makes it easy to adjust the general orientation
of the vehicle. See text for explanations.

Even though the VRML standard length-measure is meters, very few authors design their
models correctly to scale. Therefore the user can scale his/her vehicle model at will.

True
reference
position

Measured
position

Figure 3.15.:3-D representation of the
reference path. See text for explana-
tions.

When the simulation is runningSNSS chronologi-
cally works its way along the reference path. At
each point the boundary conditions are computed.
For the vehicle this means that it gets transformed
from one point to the other. If there are many way-
points and the vehicle would in fact be transformed
from one point to the other, the orientation and the
vehicle itself would be distorted due to accumulat-
ing rounding errors. Therefore the vehicle keeps
a copy of the geometry as it was loaded from file.
Each time the vehicle is needed at a particular track
point, the original copy is transformed to that point.
This is sketched in figure (3.14).

As mentioned earlier, the orientation of the vehicle
when loaded from file, may not be the desired one
(a car may be lying on the side or an aircraft may be standing upside-down). Therefore it
must be possible to change the orientation of the vehicle forall reference points. This is
easily accomplished by rotating thelocal copyof the vehicle.
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3.3.3. Reference Path

As already stated the reference path represents the „true” trajectory of the receiver. The
reference path (classCTrack ) is a list of way-points (classCTrackPoint ). It is in-
structive to take a closer look at those two objects. In figure (3.16) the organization of
those classes is shown.

CTrack

CTrackPoint #1

CTrackPoint #2

...

CTrackPoint #n

Ref. to CNavSourceList

Ref. to Terrain (CFaceObject)

Ref. to Environment (CFaceObject)

CVehicle

CReceiver

CRayTracer

List

Member instances

Pointers to instances

CTrackPoint

Time (CDatum)

Position
(C3Vector)

Measured Position
(C3Vector)

CChannelMultiPath

CTrack

CTrackPoint #1

CTrackPoint #2

...

CTrackPoint #n

Ref. to CNavSourceList

Ref. to Terrain (CFaceObject)

Ref. to Environment (CFaceObject)

CVehicle

CReceiver

CRayTracer

List

Member instances

Pointers to instances

CTrack

CTrackPoint #1

CTrackPoint #2

...

CTrackPoint #n

Ref. to CNavSourceList

Ref. to Terrain (CFaceObject)

Ref. to Environment (CFaceObject)

CVehicle

CReceiver

CRayTracer

List

Member instances

Pointers to instances

CTrackPoint

Time (CDatum)

Position
(C3Vector)

Measured Position
(C3Vector)

CChannelMultiPath

CTrackPoint

Time (CDatum)

Position
(C3Vector)

Measured Position
(C3Vector)

CChannelMultiPath

Figure 3.16.:The left diagram shows the members of the classCTrack . The right diagram shows
the data contained in each track point (CTrackPoint ).

Theclass CTrack object is organized as follows

• Data

– A list of way-points classCTrackPoint

– References to the environment, terrain, satellites and Ray-tracer

– Receiver

– A vehicle object (classCVehicle )

• Methods

– Loading data from file

– Writing data to file

– Interpolating position and velocity between two track points (see figure (3.17)
for explanations)
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– Managing the Ray-tracer, terrain, vehicle and satellite list for geometric ray-
tracing. Basically, the ray-tracer is initialized from within the classCTrack-
Point object with the above-mentioned objects.

The classCTrackPoint is organized as follows

• Data

– Time

– Position, velocity and acceleration of the reference way-point

– Measured position

– List of multipathsCChannelMPathList

• Methods

– Loading data from file

– Writing data to file

– Retrieving multipaths

– Starting ray-tracing for this track point.

Receiver

tk+1

tk

Reference
path

t

Figure 3.17.: Interpolation in time
between adjacent reference positions.
See text for explanations.

Each track pointCTrackPoint in the reference
path has a time and a position coordinate (and
higher derivatives thereof). InSNSS each track
point keeps a list of multipaths, which uniquely
define the boundary conditionsat the correspond-
ing track point. The track points are collected in a
chronologically ordered list, the track or reference
path (CTrack ).

Virtually, the track can be thought of as a list of
track points, which are chronologically ordered and
in a certain way connected. As the track points only
have knowledge of the boundary conditions for that
particular track point and the track points are only
available for a relatively coarse time-resolution, it must be possible to interpolate the
boundary conditions between two adjacent track points. This is necessary because we
want to perform a dynamic simulation of the receiver, i.e. integrate a set of differential
equations. The interpolation task, indicated in figure (3.17), is carried out by the track
(CTrack ). The red dotted arrow in, figure (3.17) implies a request from the receiver
for boundary condition data for a certain time pointt. Using the information on posi-
tion, velocity and acceleration of two adjacent track points, the position and velocity are
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interpolated using

~R(t) = ~Rk + τk,k+1
~Rk+1

~V (t) = ~Vk + τ̇k,k+1
~Vk+1

= ~Vk +
t− tk

tk+1 − tk
~Vk+1

(3.1)

whereτ is given by

τk,k+1 = vk(t− tk) +
vk+1 − vk

2(tk+1 − tk)
(t− tk)

2 (3.2)

andvk is the speed of the receiver in WGS-84,t is a time coordinate betweentk andtk+1.
Thus we are talking about an interpolation of second order in time.

The same procedure is used for the geometric multipaths and the equation for that will be
written down in the subsequent section.

3.4. Boundary Condition Processor

The propagation of the signal inSNSScan generally be divided into two domains; the ge-
ometric ray-tracing, which solely depends on the given geometry and the electromagnetic
domain, which based on the results of the geometric analysis and the electric properties of
the environment (i.e. terrain, buildings and vehicle), yields the electromagnetic properties
of the signal at the antenna of the receiver.

3.4.1. Geometric Ray-Tracing

There are many ray-tracing algorithms described in the literature. However, for the pur-
poses of this work a geometrically exact ray-tracing algorithm was developed. It is based
on the operations described in section2.3.2.

To construct the ray-tracing algorithm we use the analysis and equations from section
2.3.2. The algorithm is exact in the sense that there are no approximations or assumptions
made on the resolution, like for example the angular resolution of the source. The objects
are all composed of polygons and simple, exact geometric analysis is used to obtain the
reflection points of the rays. It is, however, assumed that Snell’s law is valid, i.e. incident
angle equals the reflection angle. For smooth surfaces and plane waves this is rigorously
true, but for rough surfaces the wave is scattered in other directions as well.

In figure (3.19) the ray-tracing algorithm is sketched. Referring to that figure the algo-
rithm is described in algorithm (1). The required input of a list of polygons ({L}n

i=0) is to
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CChannelMultipathList (for time t) 

CChannelMultPath (Sat # 1) 

CChannelMultiPath (Sat # 2) 

CChannelMultiPath (Sat # n) 

...

CMultiPath # 1 

CMultiPath # 2 

CMultiPath # m1

...

CMultiPath # 1 

CMultiPath # 2 

CMultiPath # m2

...

...

CChannelMultipathList (for time t) 

CChannelMultPath (Sat # 1) 

CChannelMultiPath (Sat # 2) 

CChannelMultiPath (Sat # n) 

...

CMultiPath # 1 

CMultiPath # 2 

CMultiPath # m1

...

CMultiPath # 1 

CMultiPath # 2 

CMultiPath # m2

...

...
Figure 3.18.:Overview of the relevant data objects, managing the results of the analysis of the
boundary conditions. See text for explanations.
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a) Intersection point
b) Connecting line

1. Order
reflection

2. Mirroring
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2. Order
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1. Order
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point
b) Connecting
lines

Receiver

Transmitter

Figure 3.19.:Understanding the ray-tracing algorithm.
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be understood as a pre-defined set of polygons, that are tested for reflections. It is impor-
tant to note that assuming we want to find all reflections to ordern (typically in the order
of 1 or 10) and given a large number of polygonsN (in the order of 100, 1000 or more),
we must analyze each combination ofn polygons that can be selected out ofN polygons.
It is therefore obvious that the algorithm is of the orderO(Nn). So forN = 1000 poly-
gons and, say, a maximum reflection depth ofn = 4, we must analyze something in the
order ofNn = 10004 = 1012 reflections! The recursive nature of algorithm (1) therefore
suggests to simply unfold the recursion and define an absolute, hard coded maximum pos-
sible reflection depth of4. Programmatically, this corresponds to four nested loops. The
ray-tracing is numerically a very demanding algorithm. Unfolding the code like this may
enable the compiler to generate more efficient machine code.

Require: Pre-defined reflection-depth,N List of polygons (CFace objects),{L}N
i=0.

Source~A and receiver~B. Vehicle is on the correct position and orientation. Satellite
dynamics updated and path dynamics updated

1: Allocate a list of 3-D vectors,{ ~M}n
i=0 for the mirror points

2: Allocate a list of 3-D vectors,{~R}n
i=0 for the reflection points

3: ~M0 ← ~A
~Mn ← ~B

4: for i from 1 to n do
5: Mirror ~Mi aboutli ∈ L (using eq. (2.90)) and insert into~Mi+1 (figure (3.19) 1,

blue arrow)
6: ~Mi+2 ← ~B
7: for j from 0 to i + 1 do
8: if ~Mj+1 is visible throughlj then
9: Calculate intersection point between the line segment~Mj+1, ~Mj andlj (using

eq. (2.92) and eq. (2.93)) and store as a reflection point in~Rj (figure (3.19) 2,
red circle)

10: if none of the line segments~Rk, ~Rk+1 is blocked (eq. (2.91)) then
11: create a geometric multipath
12: end if{check for blocking}
13: end if{check for visibility}
14: end for{ j from 0 to i + 1}
15: end for{ i from 1 to n}

Algorithm 1: Ray-tracing

The properties of the objectCFace are described in section3.3.2. The results of the ray-
tracing are organized in lists of multipaths. In order not to loose track of the individual
multipaths, there exists a list of multipaths for each space-time coordinate of the track
point and satellite. This list is calledCChannelMultipath and it contains objects of
the typeCMultiPath . The organization of this data is shown in figure (3.18).

After the ray-tracer has successfully generated a multipath, aCMultiPath object is
generated and the results stored in it. In order to identify the multipaths, a unique signature
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CSignature is generated. The signature is composed of the ID of the satellite and an
orderedlist of the IDs of the reflecting polygons (i.e. theCFace objects in the pointer list
of the ray-tracer).

Generally, more than one multipath is generated for a particular space-time coordinate and
a particular satellite. As indicated in figure (3.18) all CMultiPath objects belonging to
a certain satellite and point in space-time are collected in a so-calledCChannelMulti-
Path . For each satellite and space-time coordinate there exists such an object. These are
then all collected in aCChannelMultiPathList . EachCTrackPoint contains
exactly one such list (CChannelMultiPathList ).

So aCMultiPath contains the signal path for a given space and time, satellite and
reflector set. ACChannelMultiPath contains the signal paths for a given space-time
coordinate and satellite (i.e. allCMultiPath for a given satellite). ACChannel-
MultiPathList contains all signal paths for a given space-time coordinate.

TheCTrack object is able not only to interpolate the positions and velocity between two
track points, but also themultipathsof two track points. The geometric multipaths are
interpolated analogously to the position (~R(t)) in eq. (3.1). In order to be able to do so, one
must be sure that the „same” multipath is interpolated. More specifically, two multipaths
from track pointsk andk+1 will be interpolated if they have the same signature, i.e. they
origin from thesame sourceand are being reflected by thesame reflectorsin the same
order. This situation is shown in figure (3.20). The blue reflections at both track points
have the same signature; i.e. there is a reflection from the source, to reflectori, to reflector
j and then to the receiver atbothtrack points. The red reflections, however, havedifferent
signatures, because at track pointk the ray is reflected off reflectorj, but at track point
k + 1 the reflector isi. Thus it does not make sense to interpolate between these two.

tk

tk+1

Reflector ID: i

Reflector ID: j

Interpolated

Not Interpolated

tk

tk+1

Reflector ID: i

Reflector ID: j

Interpolated

Not Interpolated

Figure 3.20.:Interpolation in time be-
tween adjacent multipaths. The blue
reflections are interpolated, while the
red ones are ignored. See text for ex-
planations.

It should be noted that this procedure does not al-
ways yield the desired result. For certain kinds of
reflectors, e.g. ones with holes in them, the interpo-
lation may yield a continuous reflection, when it is
in fact interrupted. Another drawback is that short
term reflections, for example like the red ones indi-
cated in figure (3.20) will be totally ignored. These
effects are simply due to the discrete nature of the
data and can be reduced by densifying the track,
which is tantamount to increasing the update-rate
of the receiver. If it is not desired to increase the
update-rate of the receiver, but still increase the ge-
ometric resolution, one simply ignores the neces-
sary amount of way-points. A real receiver inte-
grates continuously even though the update rate is
decreased. In the simulation exactly the same is achieved in this manner.
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3.4.2. Electromagnetic Ray-Tracing

After the geometry has been analyzed it is straightforward to obtain the electromagnetic
properties of the signal, given the electric properties of the reflectors and the analysis in
section (2.3.3).

The first step is to obtain the Stoke’s parameters after a reflection. This is implemented
in theCMultiPath object. In this object all the necessary information is contained and
thus it is natural to equipCMultiPath with the ability to perform all or most of the
electromagnetic processing. Below the objectCMultiPath is shown:

• Data

– Reflection points (including source and receiver): list of 3-D vectors. These
are the results from the geometric ray-tracing.

– CSignature: A list of integers, containing the indexes of the reflectors

– Stoke’s parameters, one set for each frequency band. These parameters de-
scribe the state of polarization immediately before entering the antenna

– Amplitude and phase at each reflection point for both polarization states.

– Surface roughness (σ) at each reflection point

• Methods

– Retrieval functions to obtain information on geometric multipath and the elec-
tromagnetic state of the signal

– SetMultiPath : receiving a list of reflection point and a reference to the re-
flecting polygons, this function calculates the Fresnel coefficients and Stoke’s
parameters at each reflection point parameter (σ) is also set here

– HasSameSignature : Compares the signature to that of anotherCMulti-
Path object

This object (CMultiPath ) implements the first model for a rough surface, section
2.3.4.1, eq. (2.121), where the implied reflection coefficient for finite conductivity is as-
sumed to be the Fresnel coefficients for both polarization states.

If the surface is smooth the reflection is calculated using the Fresnel equation eq. (2.101)
for both polarization states. Originally the signal is assumed to be RHC polarized. The
complex reflection coefficients are calculated and the change in amplitude and phase of
the fields correspondingly updated and stored foreachreflection point.

After this has been calculated the scattering amplitude is corrected according to the rough-
ness at each reflection point using eq. (2.121).
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CReceiver

CChannel (Sat #1, Sig #1)

CChannel (Sat #1, Sig #2)

...

CChannel (Sat #N, Sig #n)

...
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CChannel (Sat #1, Sig #2)

...

CChannel (Sat #N, Sig #n)

...
CChannel (Sat #1, Sig #n)

CChannelBase

CIntegrator

CSDEBase CODEBase

CChannelODECChannelSDE

CChannelBase

CIntegrator

CSDEBase CODEBase

CChannelODECChannelSDE

Figure 3.21.: Left figure: Overview of the CReceiver class. The CReceiver object is a list of
CChannel instances. Right figure: C++ object inheritance to accommodate the ODE and the SDE
within the same structure. Refer to text for more information.

3.5. Receiver

The implementation of the receiver model basically consists of a list of channels. Apart
from that the receiver classCReceiver manages the interfaces to other objects, related
to the generation of the correct boundary conditions. The receivers role is only to establish
these connections (in the form of a reference to the correct object) and the channel model
manages the data communication by itself, once the connection is established.

After the channels have calculated their ranges and phases, the result is transferred to
a position calculator, which performs a least-squares for each epoch independently or a
Kalman filtering to produce the measured position. The position processor is a member
of theCReceiver .

3.5.1. Receiver Channel Implementation

The ODE algorithm is a fifth order implicit Runge-Kutta scheme with automatic step
size control. The implementation was taken directly from the Numerical Recipes in C
[PTVF97]. The algorithm itself is explained in detail in this reference and the reader is
referred to the Recipes for further information. However, the Recipes implementation
is in C and consists of a group of functions that form the core of the object-oriented
implementation. These functions are members of theCOdeBase class.

The SDE algorithm is based on the Euler-scheme described in [KP95].

In order to re-use as much code as possible and also accommodate the implementation of
the SDE in the same object hierarchy, an object inheritance tree as shown in figure (3.21)
was implemented.
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CTrackPoint CSatList

CChannelMPath 1

CChannelMPath M

...

CChannel 1

CChannel M

...

CNavSource 1

CNavSource M

...

CReceiver

CTrackPoint CSatList

CChannelMPath 1

CChannelMPath M

...

CChannel 1

CChannel M

...

CNavSource 1

CNavSource M

...

CReceiver

Figure 3.22.: Information needed by the CChannel class to calculate boundary conditions. The
information from CChannelMPath contains geometric and electromagnetic information on the
multipaths. The CNavSource provides data on the dynamics and power of the signal. Refer to text
for more information.

TheCIntegrator object implements the common features of the ODE and SDE sche-
mes as well as define the interface of bothCSDEBaseandCODEBase. TheCSDEBase
andCODEBasetake care of the special code for the SDE and ODE, respectively. The
classesCIntegrator , CSDEBaseand CODEBaseare general classes, designed to
integrate (stochastic) differential equations and can therefore easily be used elsewhere.

The members and methods ofCIntegrator are as follows:

• Data

– State vector and its derivative

– Buffers containing the time history of the results

– Variables containing configuration and over-head information like the number
of equations

• Methods

– Initialization routines

– Retrieval routines to access the time history of the results

– virtual Derivatives = 0 : Pure virtual function. A derived class de-
fines the system of equations by overriding this function

– StepTo : Integrates the system of equations to a given time

TheCChannelBase inherits the properties ofCIntegrator and implements special
code needed for the implementation of a simulated receiver channel. This includes the
interface to theCChannelMultiPath andCNavSource classes. These are needed
in order to set the appropriate boundary conditions for the differential equation integra-
tors. This situation is shown in figure (3.22). As shown in the figure, each channel needs
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information on the multipaths and on the signal strength and dynamics. The multipath in-
formation (see section (3.4)) contained inCCHannelMPath provide data on the relative
code and phase delay and relative signal strengths between the direct and reflected signals
(SMR) for each multipath. The data from theCNavsource is needed to calculate the
signal-to-noise ratio and to calculate the dynamics of the line-of-sight, which represents
the signal dynamics.

The additional members and methods ofCChannelBase are as follows:

• Data

– Variables containing data on the multipaths

– Configuration data for the signal structure, the satellite the channel is tracking,
the signal power of the direct signal

• Methods

– Initialization routines

– AcquireSignal : Looks for a signal in at the current range. This is similar
to the acquisition a real receiver must perform, except that there is no search
in the frequency domain

– Derivatives : In this override the structure of the tracking loops is defined

– Interpolate : Performers the interpolation for the motion of the receiver
as well as the multipaths, as described in the text

– R: Returns the correlation function, defined by the configuration parameters.
This can be rectangular chips, Raised Cosine chips, a BOC signal etc.

Correlators The correlation process is not implemented explicitly inSNSS. The form
of the correlation function is provided analytically according to the results from section
(2.2) and (2.5.1). Therefore theCChannelBase class provides a range of functions
corresponding to eq. (2.134) and the equations referred to there.

The thermal noise is also obtained analytically and it depends on the signal structure
and the loop filter parameters chosen as well as the radiated power (EIRP: Equivalent
Isotropic Radiated Power) and distance of the navigation source. The signal-to-noise
ratio is calculated as described in eq. (2.81) and then the noise terms in eq. (2.134) are
calculated using eq. (2.135).

3.5.2. Processing

Mathematical model The processing of the (simulated) raw data inSNSS is done by
the standard least squares single point positioning algorithm. There are of course other
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more powerful positioning algorithms available, but it is not the goal with this simulator to
assess positioning algorithms. On the contrary a simple, transparent positioning algorithm
simplifies the analysis of the receiver performance.

The least squares single point positioning algorithm is described in every book on GPS
and therefore the description here will be very brief.

The position can be obtained from the pseudo-ranges,P k, the satellite coordinates,~Rk =
[xk, yk, zk]t and an approximate receiver position,~R0 = [x0, y0, z0]

t by solving the (lin-
earized) matrix equation below in a least squares sense:

~l = A ~δx ⇒ ~δx =
(
AtA

)−1At~l (3.3)

where{~l}k := P k − ρk + δclock, ρk := |~Rk − ~R0| andδclock is the local oscillator error.
The matrixA is the so-called design matrix, defined by:

A :=




a1
x a1

y a1
z 1

a2
x a2

y a2
z 1

...
...

...
...

an
x an

y an
z 1


 with ak

x :=
x0 − xk

ρk
, ak

y :=
y0 − yk

ρk
, ak

z :=
z0 − zk

ρk
(3.4)

The first three coordinates of the solution,~δx = [∆x, ∆y, ∆z, δclock]
t is the correction

that must by applied to~R0 to yield the measured position of the receiver,~R = ~R0 +
[∆x, ∆y, ∆z]t. The fourth coordinate is the clock correction (in meters).

This scheme above is then iterated a couple of times, replacing~R0 with ~R each time, until
[∆x, ∆y, ∆z] is „small” (e.g. its length is smaller than a millimeter). Given the usual
MEOs the scheme converges very rapidly even if Earth’s center is used as an initial guess
for ~R0. For pseudolites this may be more delicate and in a real situation one may have
to use a converged GPS solution,before including the pseudolite measurements in the
solution. InSNSS this is solved in a more pragmatic way; the „real” position is used as
an initial guess for the measured position. This does not alter the converged result, it just
ensures convergence and reduces the number of iterations.

To process the data generated by the receiver simulator a group of template classes was
developed. An overview of the class hierarchy is given in figure (3.23). As the signals
simulated inSNSS can lie on any frequency and there can be any number of them, the
class structure must be very general.

Implementation The basic unit is the structureBandData . It contains the obser-
vations (code, phase and wave length) and represents the smallest unit of data in the
hierarchy.

Each satellite can emit signals on any number of frequencies. For example the current
state of GPS is two frequencies, but the GPS modernization envisions three frequencies.
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Figure 3.23.: Overview of the processing class hierarchy. The left part shows the class structure
for the data corresponding to one epoch. The right part shows how the overall structure.

As of the time of this writing the number of frequencies is not fixed for Galileo yet. To
meet this requirement of a flexible number of frequencies a class calledCObservation
was designed. It is derived from the STL template classvector<BandData> and
is thus a vector withBandData structures as elements. Additionally, a unique iden-
tifier for the satellite (or pseudolite) and the current satellite position is stored in the
CObservation object. Apart from constructors, destructors and the insertions and
retrieval methods inherited from the STL base-class,CObservation has the following
members and methods:

• Data

– Vector ofBandData (inheritance from the SLTvector<T> )

– Satellite ID

– Position of the satellite

• Methods

– GetDesignMatrixLine : Retrieves the row of the design matrix, corre-
sponding to the data available in*this

– GetLeftSideCode : Retrieves the element of the left hand side of the ma-
trix equation

It is convenient to collect all data belonging to one epoch into one container class. This
is the role ofCEpochData . It is derived from the STL template listlist<CObse-
rvation> and is therefore a list of observations. ACEpochData instance contains all
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relevant data retrieval methods necessary to conveniently calculate a position at a given
time. The processed position and the real position as well as the time coordinate are stored
in theCEpochData object. The relevant members and methods ofCEpochData are

• Data

– List of CObservation (inheritance from the SLTlist<T> )

– Time

– Processed position

– Real position

• Methods

– GetDesign : Retrieves the design matrix and the left hand side of the posi-
tion matrix equation

– GetProcessedPos : Retrieves the position calculated byCProcessor

– GetRealPos : Retrieves the reference (true) position

– GetTime : Retrieves the time coordinate of the observation

– SetDatum : Sets the time and reference position

The object actually processing the data to yield a position is theCProcessor class.
This again is derived from the STL template listlist<CEpochData> .

TheCProcessor object is responsible for retrieving the data fromCEpochData and
calculate the measured position using the least-squares algorithm described by eq. (3.3).
The relevant members and methods ofCProcessor are

• Data

– List of CEpochData (inheritance from the SLTlist<T> )

– Design matrix

– Left side of the system of equations

• Methods

– Process : Calculates a position for the current epoch and store the resulting
position in theCEpochData element

– ProcessAll : Calculates a position for all epochs and store the resulting
positions in the correspondingCEpochData elements
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The classCProcessor basically retrieves the necessary data from theCEpochData ,
calculates the position and puts the result back intoCEpochData . Thus, in order to
retrieve a calculated position for a given timet, the mechanism provided by the STL is
used to browse through theCProcessor 4 and call GetTime, GetRealPos etc. of the
CEpochData objects.

4remember:CProcessor is derived fromlist<CEpochData> .
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4. Simulations

In this chapter results from the simulations usingSNSS are presented. Before launching
into full-scale simulations the models used inSNSS and their implementations must be
verified as thoroughly as possible. After the verification various simulation scenarios are
considered. The scenarios vary from very simple, constructed ones that are designed to
demonstrate certain aspects of the receiver model, to scenarios that aim to simulate a
realistic environment.

For the static case, i.e. where the position of the receiver is fixed in the WGS-84 system,
the results are easily predicted, because the boundary conditions allow simple calculations
and assumptions for the behavior of the receiver. Thus a verification is possible.

In the dynamic case, i.e. a moving receiver, the situation is a bit more complicated. The
two main reasons are that adynamicmodeling of the receiver behavior is necessary and
the second reason is the more complicated behavior of the boundary conditions. The
domain where the dynamic modeling becomes necessary starts with receivers moving
slower than 1 m/s, when multipath is present.

4.1. Verification of the Models and Their
Implementation

This section considers mainly very simple scenarios. The scenarios are chosen such that
the receiver behavior can be predicted by theory. Thus the modeling can be verified for
those situations.

First the receiver behavior is verified in the presence of thermal noise. This is done for all
forms of the signal structure developed in the previous chapters. Then the implementation
and integration of the oscillator model intoSNSS is considered.

The verification of the receiver behavior in the presence of multipath will be considered
in the next section where simple scenarios are investigated.

4.1.1. Verification of Thermal Noise Behavior

The thermal noise behavior is verified in two ways. The first has to do with the dynamic
modeling and shows that the model responds to thermal agitations as it should. This is
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done by verifying the transfer function of the tracking loop. The second type of verifi-
cation is simply to show that in certain simple setups, the simulator yields the expected
results.

4.1.1.1. Verification of the Transfer Function of the Loops Driven by
Thermal Noise

Before analyzing the receiver behavior for various signal structures the response of the
tracking loops in the presence of thermal noise is investigated. This is achieved by inject-
ing white noise into the loops and calculate the auto-correlation function of the resulting
stochastic process.
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Figure 4.1.:Code tracking error as a function of time forC/N0 = 40 dB-Hz. The upper figure
corresponds toBdll

L = 1 Hz and the lower toBdll
L = 5 Hz.

The simulation set-up was very simple and it is shown schematically in figure (4.3). A
receiver and a pseudolite were placed side-by-side without any environmental objects.
Thus, the only source of error was due to thermal noise. The power level of the pseudolite
was adjusted such that the desired signal-to-noise ratios were obtained. The output of the
DLL tracking error was logged for 100 s and the tracking loops were read out every 0.011
seconds. The pre-detection time wasTp = 0.02 s, corresponding to the GPS data rate.

Two examples of the obtained data are shown in figure (4.1) and figure (4.2) for the code
tracking loop and phase tracking loop, respectively. A careful look at those figures shows
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Figure 4.2.:Phase tracking error as a function of time forC/N0 = 40 dB-Hz. The upper figure
corresponds toBpll

L = 10 Hz and the lower toBpll
L = 20 Hz.

that the two stochastic processes must have a different auto-correlation function, as to be
expected.

Static way−point:
V = 0 m/s

Direct signal Pseudo li te:
Signal strength
adjusted to yield
desired C/N0

Static way−point:
V = 0 m/s

Direct signal Pseudo li te:
Signal strength
adjusted to yield
desired C/N0

Figure 4.3.: Simulation setup for a simple static simulation

The output of the DLL corresponds to the DLL part of eq. (2.196), i.e. the first equation
in the system of SDE. Under the assumption that the error from the carrier aiding can be
ignored, its solution should approach a first order Markov process in the linear region of
the discriminator. According to [Gel74] the auto-correlation function in this case is given
by:

R(τ)

R(0)
= e−βτ where β := 4Bdll

L (4.1)

This is compared to the auto-correlation function of the noisy output of the DLL.

The solution of the PLL is also a stochastic process. In appendixC it is shown that
the auto-correlation function of the output of the PLL driven by a white Gauß-ian noise
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Configuration Bdll
L Bpll

L

Config 1 0.1 Hz 10 Hz
Config 2 2 Hz 10 Hz
Config 3 5 Hz 10 Hz
Config 4 1 Hz 10 Hz
Config 5 1 Hz 15 Hz
Config 6 1 Hz 20 Hz

Table 4.1.:Receiver configuration for the verification of the transfer function of the receiver model

process eq. (2.196) in the linear region is given by

R(τ)

R(0)
=

e−ωnτ/
√

2

3

(
3 cos(ωnτ/

√
2)− sin(ωnτ/

√
2)

)
(4.2)

The auto-correlation functions of the stochastic processes1, resulting from the simulation
are shown in figure (4.4).

As seen in figure (4.4) the agreement between simulation and theory is excellent for low
values ofτ . For higher values ofτ the simulation results and the theoretical results diverge
somewhat. This is mainly due to the fluctuations in the simulated auto-correlation func-
tion. The region where auto-correlation function is zero there is some statistical noise,
roughly proportional to1/

√
T/τc, whereT is the observation time andτc is the corre-

lation time. Therefore fluctuation in the "zero-region" of the auto-correlation function
should be about 0.3 in the our case, which fits the data. The divergence could also be
contributed to the non-linear effects of the tracking loops.

1The auto-correlation functions discussed here should not be confused with the auto-correlation functions
in 2.2. Here we are merely concerned with the stochastic analysis of the output of the tracking loops.

156



4.1. Verification of the Models and Their Implementation

-0.2

0

0.2

0.4

0.6

0.8

1

0 0.5 1 1.5 2

N
or

m
al

iz
ed

 A
C

F 
[-

]

Correlation time [sec]

BL = 0.1 Hz
BL = 1 Hz
BL = 2 Hz
BL = 5 Hz

-0.2

0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

N
or

m
al

iz
ed

 A
C

F 
[-

]

Correlation time [sec]

Simulation: BL = 10 Hz
Theory: BL = 10 Hz

Simulation: BL = 15 Hz
Theory: BL = 15 Hz

Simulation: BL = 20 Hz
Theory: BL = 20 Hz

Figure 4.4.:Auto-correlation function of the tracking error forC/N0 = 40 dB-Hz. In the left figure
the ACF of the DLL is shown for the valuesBdll

L = 0.1, 1, 2, and 5 Hz. In the right figure the ACF
of the PLL is shown for the valuesBdll

L = 10, 15 and 20 Hz.

157



4. Simulations

4.1.1.2. Verification of the Code Noise Behavior for Rectangular Chips

In this section the implementation of the SDE is verified by comparing the output of
SNSS to the theoretical expressions of thermal noise on code and carrier.

Infinite bandwidth To verify the noise behavior for rectangular chip shapes, a GPS
L1 C/A code like signal structure was chosen (carrier frequency 1.575 GHz and chip
length 293 m). The correlator spacing wasd=1. The obtained data was compared to the
well-known expression [Die96, Eis97]

σ2
code =

dT 2
c Bdll

L

2(C/N0)

(
1 +

2

T (C/N0)(2− d)

)
(4.3)

for the non-coherent early-late DLL.

For the Costas PLL a similar expression is obtained for the noise on the phase:

σ2
phase=

Bpll
L

(C/N0)

(
1 +

1

2Tp(C/N0)

)
(4.4)

In figure (4.5) and figure (4.6) the results of the simulations are compared to eq. (4.3)
and eq. (4.4). The simulations were performed for various values of signal-to-noise ra-
tio (C/N0) and various values of the loop filter bandwidth (Bdll

L andBpll
L ). Thus it was

possible to verify the performance of the DLL and PLL regarding the behavior in those
parameters. The simulations were performed for 4 values ofC/N0 = 28, 34, 40 and 46
dB-Hz. In the case of the code tracking loop, 4 values ofBdll

L = 0.1, 1, 2 and 5 Hz were
simulated.

In figure (4.5) it is obvious that the agreement between theory and simulation is excellent.
The theoretical results stated in eq. (4.3) and eq. (4.4) are very well established for this
kind of signal-receiver configuration. For the phase error the values of the loop bandwidth
were:Bpll

L = 10, 15 and 20 Hz.

Band-limited case Band-limited rectangular signals are also of interest. This ap-
plies for example to the new Galileo signals on E5a (L5) and E5b, where high chip-rates
are planned [HGI+02] as well as to the GPS L5 signals [SD99]. For those signals the
front-end bandwidth of the receiver may only let in the the first main-lobe of the signal
spectrum.

At the time of this writing, there has been some discussion on the validity of the theoret-
ical results regarding the code noise for low front-end bandwidth and narrow correlating
signal-receiver configurations [BF00, BK00, Bet00b]. These discrepancies were mainly
due to wrong normalization of the discriminator function of the tracking loop and incor-
rect treatment of the noise-level due to the band-limitation. In theSNSS receiver model
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Figure 4.5.:RMS code tracking error for a rectangular, infinite bandwidth chip shaped signal as a
function of signal-to-noise ratio.

these things are treated correctly and to demonstrate this the receiver-signal model was
configured corresponding to Case 9 in [BF00]. The parameters for Case 9 are listed in
table (4.2). This case was designed to maximize the divergence between the correct theo-
retical result and the older expressions. The signal receiver configuration parameters are
shown in table (4.2).

Chip rate 1.023 Mcps

Receiver front-end bandwidth 4 MHz
Band-limiting parameterb 1.955
Correlator spacing 0.05 chips
DLL loop bandwidthBdll

L 1 Hz

Table 4.2.:Signal-receiver configuration parameters for Case 9 in [BF00]

The correct expression for the code-noise of a receiver tracking a band-limited, rectangu-
lar signal is given by [BK00]

σ2
celp =

BL

∫ b

−b
sinc2(πf) sin2(πfd)df

(2π)2 C
N0

(∫ b

−b
f sinc2(πf) sin(πfd)df

)2 (4.5)
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Figure 4.6.:RMS phase tracking error as a function of signal-to-noise ratio. The loop filter band-
width used wasBpll
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for a coherent tracking loop.

For the non-coherent case, a squaring-loss term is added:

σ2
nelp = σ2

celp


1 +

∫ b

−b
sinc2(πf) cos2(πfd)df

T C
N0

(∫ b

−b
f sinc2(πf) cos(πfd)df

)2


 (4.6)

whered is the correlator spacing andb is the band limiting parameter. The subscriptscelp
andncelp refer to coherent and non-coherent early-late processing, respectively.

In figure (4.7) the results from the simulations and the theoretical results are compared.
For reference the theoretical infinite bandwidth expression is given. The infinite band-
width approximation is obviously not valid for this signal structure-receiver configura-
tion. However, the agreement between the correct theory and simulation is excellent. The
correct theoretical values were also confirmed experimentally in [BF00].

4.1.1.3. Verification of the Code Noise Behavior for BOC Modulated Signals

To verify the correct implementation of the BOC signal structure, results from simula-
tions were compared with the analytical results in [Bet00b]. As the theory developed in
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Figure 4.7.:RMS code tracking error as a function of signal-to-noise ratio for case 9 in [BK00].
For reference the infinite bandwidth approximation is also shown. The parameters for this simu-
lation are listed in table (4.2).

[Bet00b] were also confirmed experimentally, a match between the theory and the simula-
tion results is therefore considered an indirect experimental verification of the simulation
results.

The expression for the code-noise is given in [Bet00b] and is found to be

σ2
elp =

BL(1−BLTp/4)
∫ b

−b
Gs(f) sin2(πfd)df

C
N0

(
2π

∫ b

−b
fGs(f) sin(πfd)df

)2 (4.7)

for the coherent case. For the non-coherent early minus late case the code noise is given
by

σ2
nelp = σ2

elp


1 +

∫ b

−b
Gs(f) cos2(πfd)df

Tp
C
N0

(∫ b

−b
Gs(f) cos(πfd)df

)2


 (4.8)

The parameters for the signal structure-receiver configuration are listed in table (4.3).

The RMS code tracking error for the trials configured according to table (4.3) is shown in
figure (4.8). The signal used was an M-code like signal, i.e. a BOC(10,5). The bandwidth
of the receiver front-end was set to 24 MHz and the correlator spacing was 40 ns (cor-
responding tod=0.2032). The tracking loop bandwidth was 1 Hz. This signal-receiver
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Chip rate 5.115 Mcps
Square wave rate 10.23 Mcps
Receiver front-end bandwidth 24 MHz
Band-limiting parameterb 0.5865
Correlator spacingd 0.2023 (40 ns)
DLL loop bandwidthBdll

L 1 Hz

Table 4.3.:Signal-receiver configuration parameters used for the verification of the BOC signal
structure. The same parameters were used in [Bet00b].

configuration was chosen, because it matches the configuration that has already been ver-
ified experimentally in [Bet00b] and represents a realistic set of parameters for M-code
tracking in terms of bandwidth, correlator spacing and so on.
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Figure 4.8.:RMS error of a DLL tracking a BOC modulated signal as a function of carrier-to-noise
ratio. Loop filter bandwidth BL=1 Hz.

As can be seen from the figure the simulated and theoretical values match very well.
However, the simulated values seem slightly higher than the theoretically predicted ones.
A similar trend can be observed in [Bet00b], figure 21. As the deviation increases with
decreasing signal-to-noise ratio, it is plausible that it is caused by non-linearities of the
discriminator.
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4.1.1.4. Verification of the Code Noise Behavior for SRC Signals

For the raised cosine chip shape the analytical expression for the code phase noise is given
by:

σ2
src = Γ2T 2

c

Bdll
L

2C/N0

(
1 +

ρ

TcC/N0

)
(4.9)

whereBdll
L is the loop bandwidth,C/N0 is the carrier-to-noise ratio. The expression for

the parametersΓ andρ are rather complex and depend on the roll-off factorα and the
shape of the chip. For the SRC signal with roll-off factor ofα = 0.2 their numeric values
areΓ = 0.7 andρ =0.9. A more detailed explanation of these two parameters can be
found in [GLV93]. The parameters used are listed in table (4.4)

Chip rate 3.0 Mcps
Receiver front-end bandwidth 4 MHz
Roll-off parameterα 0.2
Correlator spacing 1.0
Pre-detection bandwidth 0.02 s

Table 4.4.:Signal-receiver configuration parameters for the SRC code noise verification
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Figure 4.9.:RMS error of a non-coherent receiver tracking a raised cosine signal

In figure (4.9) a comparison between theory and simulation is shown.
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4.1.2. Verification of the Integration of the Oscillator Model

In this section the integration of the oscillator model into the tracking loops is verified. In
section (2.5.3) the oscillator model itself was confirmed by comparing the empirical Allan
deviation of the oscillator model to the theoretical expression for the Allan deviation.
However, the correct integration within the framework ofSNSSmust also be verified.

To achieve this the very simple simulation set-up already shown in figure (4.3) was used.
As before the receiver was positioned next to a pseudolite. The power of the pseudolite
was set to 1000 W. Of course no realistic receiver could take that kind of power, but in
the simulation this was done to boost the signal-to-noise ratio to astronomic values and
thus effectively exclude the influence of the thermal noise. As no multipath and no signal
dynamics of any kind were present, the resulting error was solely due to the oscillator
instabilities.
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Figure 4.10.: Verification of the integration of the oscillator model intoSNSS . The oscillators
simulated were CXO, TCXO and OCXO2. For the CXO the PLL lost lock for a loop bandwidth
of 15 Hz and smaller.

For each point in figure (4.10) the simulation was run for 10 minutes and then the standard
deviation of the phase error was calculated.

In figure (4.10) the results from simulations using three different oscillators are compared
to the linear theory analysis obtained in [IE02]. The oscillators tested were the CXO, the
TCXO and the OCXO2 from table (2.1). As was pointed out in section2.5.4the main
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contribution to the tracking error for these particular oscillators comes from different
types of processes of the oscillator instabilities. For the CXO the white frequency noise
is dominant, for the TCXO the flicker term and for the OCXO2 the random walk is the
largest term. These oscillators were chosen in order to be sure the oscillator model is
properly accounted for in all cases.

In general the results of the simulations match the theory very well as can be seen in figure
(4.10).

For the CXO the phase lock loop lost lock for loop bandwidths (BL) of 15 Hz and smaller,
as indicated in figure (4.10). This is consistent with the 15◦ rule-of-thumb [IE02]. For
higher values ofBL the simulated tracking error is slightly higher than the theoretically
predicted one. The theoretical curves are based on linear analysis of the transfer func-
tion of the PLL thus, the deviation from the predicted value may be attributed to non-
linearities, as the PLL is operating in a region just before loosing lock.

For the TCXO one would have expected some slight deviations because of the approxi-
mation for the flicker term developed in previous sections, but as can be seen in the figure
the agreement is very good. The same can be said for the OCXO2.

Current way point

Reflector, SMR = 0.5

Pseudolite

V = 0.01, 0.1, 1 or 10 m/s
A = 0 m/s/s 

Direct signal

Reflected signal

Current way point

Reflector, SMR = 0.5

Pseudolite

V = 0.01, 0.1, 1 or 10 m/s
A = 0 m/s/s 

Direct signal

Reflected signal

Figure 4.11.:Schematic simulation scenario for the multipath simulation

4.2. Simple Scenarios

In this section simple scenarios are used to demonstrate the impact of multipath, in par-
ticular in dynamic situations. However, some low dynamic simulations were performed
to verify the impact of multipath on the receiver simulation, but these simulations are also
of interest when comparing different signal structures.

4.2.1. Comparing Signal Shapes with Respect to Multipath
Performance

In this section the performance of the signal structures introduced previously will be an-
alyzed in the simulator. In order not to loose track of the relevant features a very simple
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scenario is analyzed for each of the signal structures.

-6

-4

-2

0

2

4

6

0 50 100 150 200 250

E
rr

or
 o

n 
co

de
 [

m
]

Time [s]

Rectangular chip shape (1. main-lobe)

-6

-4

-2

0

2

4

6

0 50 100 150 200 250

E
rr

or
 o

n 
co

de
 [

m
]

Time [s]

Raised cosine roll-off 0.22, Tc = 18.3 m

Figure 4.12.: Multipath error on the code for two different kinds of signal structures. Upper
figure: Rectangular signal with bandwidth 20.46 MHz. Lower figure: Raised cosine withα=0.22,
configured to a bandwidth of 20.46 MHz. For further parameters, see text and table4.5.
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Figure 4.14.: Multipath error on the code for the BOC(2,2) and BOC(14,2) and side-band track-
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side-band tracking. The blue curves correspond to the full auto-correlation function tracking and
the green curves are bandwidth limited versions. In the BOC(2,2) case (upper figure) the band-
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parameters, see text and table4.5.
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Figure 4.15.: Multipath error on the code for the BOC(15,10) and BOC(5,5/2) and side-band
tracking of a BOC(15,10) and BOC(5,5/2) signal structure. The red curves (in both plots) rep-
resent the side-band tracking. The blue curves correspond to the full auto-correlation function
tracking and the green curves are bandwidth limited versions. In the BOC(15,10) case (upper fig-
ure) the bandwidth was 50 MHz and in the BOC(5,5/2) the bandwidth was 14 MHz. For further
parameters, see text and table4.5.
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The setup is shown schematically in figure (4.11). A reflector (the blue box to the left in
the figure) with a constant SMR ratio of 0.5 was used. The vehicle moved slowly away
from the building with a constant speed of 0.1 m/s. To suppress the multipath fading, the
loop filter bandwidth of the DLL was set to 5 Hz. In the next section the impact of the
dynamics and loop filter bandwidth will be examined.

The signal structures and the corresponding receiver configuration investigated in this sec-
tion are shown in table (4.5). The rectangular band-limited signal resembles the Galileo
signal on E5a and E5b as well as the GPS P-code and the future GPS III signal on L5
(E5a). The raised cosine signal corresponds to a signal, occupying the same bandwidth
as a rectangular signal with a chip length of 29 m confined to the first main-lobe.

The BOC(15,10) signal corresponds to the latest proposal of the EC STF for a coherent
overlay on E5a (L5) and E5b [HGI+02]. This is an extremely wide-band signal, occupy-
ing more than 50 MHz of bandwidth by the first main-lobes only. For reference the GPS
M-code signal is also shown. The same signal structure (among other) is under discussion
for the Galileo Public Regulated Service (PRS).

As was shown in the previous chapters, it is theoretically possible to track the side-lobe
of the BOC signals. This is of course a sub-optimal use of the signal, but due to the
aforementioned problems with the acquisition of the correct peak in the auto-correlation
function, it may serve as an intermediate stage towards tracking the full auto-correlation
function.

It is also possible to use the side-band tracking as a monitoring mechanism; a channel
tracking a side-band could be used to compare it to the tracking of the full auto-correlation
function and thus raise an alarm if the difference in the pseudoranges significantly indi-
cates that the wrong auto-correlation peak is being tracked. This is of course only possible
if the performance of the side-band tracking is good enough to distinguish between two
adjacent tracking points of the auto-correlation function. This, again, puts a constraint on
the value ofn in BOC(nx, x).

Finally, side-band tracking presents a possibility to implement a low-cost receivers, de-
signed to only track the side-band. This reduces the necessary bandwidth and the sam-
pling rate of the receiver, hence reducing costs and power consumption. Looking at the
plots for the band-limited rectangular signal and the raised-cosine signal in figure (4.12),
we see that the maximal multipath error for the raised cosine shape is smaller than that
for the rectangular pulse shape. However, the multipath errors for large delays for the
raised cosine chip-shape remain. This means that a reflections from far away objects will
be injecting noise into the receiver, no matter how far away they are. This suggests that in
the case of very stringent out-of-band emission requirements on the signal for whatever
reason (technical reasons in the payload or on the receiver side or for regulatory reasons),
the raised cosine chip-shape may have advantages. However, that is very unlikely to be
the case. The satellites emit a very weak signal and are thus unlikely to disturb services
located in the neighboring frequency bands. This has been the situation with GPS since
the beginning; the C/A code is emitted unfiltered, overlaying the GPS P-code and does
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Chip shape Chip length Bandwidth Corr. Space Comment

Rectangular 29.3 m 20.46 MHz 1Tc GPS-P, Gal. E5a and E5b
Raised cosine 18.3 m 20.46 MHz 1Tc Roll-off= 0.22
BOC(15,10) 29.3 m ∞ 0.25Tc Galileo E5a and E5b
BOC(15,10) 29.3 m 50 MHz 0.25Tc Galileo E5a and E5b
BOC(10,10) 29.3 m ∞ 0.25Tc Galileo E5a and E5b
BOC(10,5) 58.6 m ∞ 0.25Tc GPS M-code, Gal. PRS
BOC(5,5/2) 117.2 m ∞ 0.25Tc GPS M-code, Gal. PRS
BOC(2,2) 146 m 8.184 MHz 0.1Tc Galileo L1
BOC(14,2) 146 m 32.736 MHz 0.0357Tc Galileo E2-L1-E1
BOC(15,10) 29.3 m ∞ 0.5Tc Side-band tracking
BOC(10,10) 29.3 m ∞ 0.5Tc Side-band tracking
BOC(10,5) 58.6 m ∞ 0.75Tc Side-band tracking
BOC(5,5/2) 117.2 m ∞ 0.75Tc Side-band tracking
BOC(2,2) 146 m ∞ 0.5Tc Side-band tracking
BOC(14,2) 146 m ∞ 0.75Tc Side-band tracking

Table 4.5.:Overview of the signal structures used in this section.

not disturb the GPS P-code. The wide bandwidth of the GPS C/A code signal has been
successfully utilized by civil GPS receiver manufacturers and numerous multipath mitiga-
tion techniques have been developed, which rely on the large bandwidth of the C/A code
signal. Not only does the large bandwidth offer many ways to mitigation techniques, but
the noise performance can also be substantially improved.

For a communication system, which has a two-way link to the satellite, the situation is
different. If the up-link (i.e. from the receiver to the satellite) had a very slight spill-over
into a neighboring service that was trying to receive a signal from a satellite, the power-
level of the spill-over signal might become large, due to the much smaller distance. Thus,
the spill-over situation is entirely different in a system utilizing a two-way link like a
communication system than for a system using only a down-link like a satellite navigation
system.

The plots in figure (4.13) show a comparison between the BOC(10,10) and the BOC(10,5)
signals. Note that the scales of the BOC(10,10) plot is half the scale of the BOC(10,5)
signal. The signals were tracked using a correlator spacing ofd = 15 m in the BOC(10,5)
case andd = 7.5 m in the BOC(10,10) case. The difference in correlator spacing re-
flects the larger bandwidth of the BOC(10,10) signal. The superior performance of the
BOC(10,10) signal is evident. It should also be noted that the tracking device used in this
simulation is not optimized for a BOC-type signal. It has been suggested to use more
correlators, one very early and one very late, to take advantage of the structure of the
auto-correlation function and thus increase the performance even further [BBC+00].

The plots in figure (4.13) also show the side-band tracking of the BOC(10,10) and BOC(10,5)

171



4. Simulations

signals, respectively. In figure (4.14) the side-band tracking of a BOC(2,2) and a BOC(14,2)
are shown. To a rough approximation the side-band tracking corresponds to a rectangular
signal with the same chipping rates as the BOC signals. The curious wavy structure of
the multipath envelope is caused by the wavy structure of the correlation function (see
section2.2.8). Note that asn in BOC(nx,x) becomes larger, the larger will the difference
between full auto-correlation tracking and side-band tracking become. This is easily ex-
plained as the bandwidths involved scale withn. This applies to multipath performance
as well as to the thermal noise performance.

In figure (4.14) the multipath error on the code phase for a receiver tracking the full auto-
correlation function and the side-band of the BOC(2,2) and BOC(14,2) are shown.

Note that the BOC(2,2) and BOC(10,10) differ only in the higher chip rate and thus the
BOC(10,10) would be just a scaled-up version of the BOC(2,2). The difference between
figure (4.14) and the lower plot in figure (4.13) is due to the different relative bandwidth
and the difference in correlator spacing (see table4.5).

In figure (4.15) the multipath envelopes for the BOC(15,10) and the BOC(5,5/2) are
shown. The BOC(15,10) signal has the largest bandwidth of the signals analyzed in this
thesis. In the figure the full auto-correlation is shown both for infinite bandwidth and for
a bandwidth of 50 MHz as well as for side-band tracking (see table4.5for more parame-
ters). In analogy to the BOC(10,10) and BOC(2,2) case, the BOC(5,5/2) is a scaled-down
version of the BOC(10,5).

Receivers not able to sample the entire bandwidth of the BOC signal can take advantage of
the side-band signal. In the BOC(15,10) case the tracking of the side-band is comparable
to tracking the GPS L5 (or GPS P-code) signal. Comparing the plot of the side-band
tracking of the BOC(15,10) signal with the GPS P-code like signal above, we see that
the multipath performance is comparable, although it is slightly better in the side-band
case. Apart from the multipath issue the side-band tracking "picks up" power from the
other side-band coherently. A consequence of this is firstly the structure in the multipath
envelope seen above and secondly the coherent power from the other side-band improves
the signal to noise ratio slightly.

4.2.2. Multipath Dynamic Fading

The goal of this section is to show how important it is to use dynamic modeling for the
receiver in kinematic applications, when assessing the multipath properties of the receiver.
First the classical multipath fading is examined for code and phase. This is the fading
caused by the low pass filtering characteristics of the tracking loops. Then the effect of
the fading caused by the averaging in the pre-detection process is demonstrated. This
fading is caused by the averaging resulting from the correlation process and not by the
filtering due to the tracking loop characteristics. This was discussed in section2.5.1.

In this scenario the same simple set-up was used as in section4.2.1, figure (4.11).
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To eliminate the dynamics of the satellites, a pseudolite was used. Thus the signal dy-
namics are caused by the motion of the receiver only. A satellite in orbit would, however
only increase the signal dynamics slightly. The receiver moves away from the wall, per-
pendicular to it and directly towards the pseudolite with a constant velocity of 0.01, 0.1,
1 and 10 m/s for each case. The geometry was chosen as shown to obtain a linear rela-
tionship between geometric multipath delay and time. This way the familiar multipath
envelope curves should be reconstructed for the extremely slow case and the curves of the
successive simulation are therefore comparable to the envelop curves we are used to. The
four cases have identical geometry, except for the speed. The acceleration is zero for all
scenarios.

Multipath on the Code Measurement If the pre-detection fading is ignored, the
error in range and phase are obtained as shown in figure (4.16). In this figure the error
on the DLL (i.e. the code measurement) is shown. As was pointed out in the section on
the receiver model, the tracking loop acts as a low-pass filter, where the loop bandwidth
BL controls the cutoff frequency. The tracking loops used here were a first order, non-
coherent DLL loop coupled with a second order PLL. Carrier aiding was enabled and the
filter bandwidths wereBL = 1 Hz for the DLL andBL = 20 Hz for the PLL. The correlator
spacing was set tod = 1.

The signal emitted by the pseudolite is a GPS C/A code like signal on L1; infinite band-
width, chip length of 293 m and carrier frequency 1.575 GHz.

As one would expect, the multipath error for the slow case (i.e.v = 0.01 m/s) reflects
the multipath error for the static case. This is equivalent to a simple root finding of the
S-curve.

For the other three cases we see the impact of the signal dynamics. For the second case
(i.e.v = 0.1 m/s), which is an extremely slowly moving receiver (a pedestrian walks with a
speed of approximately 1-2 m/s), the lower branch of the multipath error is more affected
by the receiver filtering. This is plausible if one considers the detailed form of the mul-
tipath error; it has rather sharp peaks in the negative region, while in the positive region
the peaks are more rounded. This is shown in figure (4.17). The sharp peaks correspond
to higher frequencies, which get filtered (low-pass characteristics of the tracking loops).
This explains the fact that the minimum/maximum multipath error is reduced to approxi-
mately -26 m (corresponding to the -75 m in the static case) and 55 m (as opposed to the
75 m in the static case).

As the speed picks up and we reach speeds comparable to normal walking speed, we
notice that the multipath error is always positive. For a velocity of 10 m/s the multipath
has almost stopped oscillating and approaches a line. The maximum variation in this case
is about 1 m at the maximum, which is about 20 m.

In general we can distinguish between two kinds of multipath. The first category are
reflections from objects stationary with respect to the receiver. For the stationary receiver
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Figure 4.16.:Multipath error as a function of time. The geometric setup was identical in all cases
except for the velocity. Starting from the top left figure the speed was 0.01 m/s, 0.1 m/s, 1 m/s and
10 m/s for the bottom right figure.

reflections from buildings or the ground for example would be of that kind. For a moving
receiver those are reflections from the vehicle itself. If the change in orientation is not
too violent (the vehicle is not rotating too fast) then the change in geometric multipath for
reflections off the vehicle itself is not large and one may expect to see multipath which
resembles the static case.

The second are signals reflected off objects moving with respect to the receiver. For
a stationary receiver that would be reflections from moving objects like cars and trains
passing the receiver. For a moving receiver it would be reflections from buildings and
other stationary objects, but also from other moving vehicles.

There is a big difference in the nature of the two types of reflections. The dynamics of
the stationary multipaths are governed by the satellite motion, thus they exhibit a very
small frequency offset relative to the direct signal; in the region of 1-10 mHz [Eis97]. As
soon as the receiver starts moving, even with a moderate velocity of 1 m/s, the Doppler
difference is in the region of 1-10 Hz.

Obviously, most kinematic applications involve speeds comparable to or higher than 1
m/s. It is therefore questionable whether the classic multipath envelopes describe the
situation adequately in the kinematic case.
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However, it should be mentioned that the scenario used here provokes the largest change
in multipath. If the incident angle is not oblique and the receiver is not moving per-
pendicular to the reflector, the change in geometric multipath is diminished accordingly.
Nevertheless, we will still be talking about the same order of magnitude.

The simulation above was repeated for other chip shapes. The impact of band limitation
and raised cosine chip shaping is demonstrated in figure (4.18). In figure (4.19) the fading
effects for the BOC(2,2) signal are shown for both code phase and carrier phase. The
signal-receiver configuration from table (4.5) was used. The signal in the band-limited
case was a rectangular chip with the same parameters as the signal above, except that

Rectangular Raised Cosine ratio

45 m 31 m 1.45
18 m 10 m 1.80

14.4 m 6.2 m 2.30

Table 4.6.:Maximum multipath error from the simulations in figure (4.18). The last column shows
the ratio between the two.
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Figure 4.18.:Multipath error as a function of time for the band-limited rectangular and raised
cosine chip shape. The geometric setup was identical in all cases except for the velocity. The left
plots correspond to the band limited rectangular chip shape (first main lobe only) and the right
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Figure 4.19.: Multipath error for a BOC(2,2) signal. Starting from the top, the velocity was 0.1
m/s, 1 m/s and 10 m/s. The left figures show the error on the code phase and the left figures
represent the carrier phase. The geometric setup was identical in all cases except for the velocity.
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only the first main lobe was emitted (b = 1 in eq. (2.27)). In order to compare signals
occupying similar bandwidths, the chip length for the raised cosine signal was set to2

1+β

= 183 m. The roll-off parameter was set toβ = 0.22. Otherwise the signal is the same as
above.

In figure (4.18) the multipath error of the two band limited signals is compared. First we
notice that the raised cosine signal shows some side lobes in the multipath error curve.
This is caused by the side lobes in the pulse shape. This means that the reflection with a
larger delay than3Tc

2
will affect the correlation process. Secondly, we see that first zero in

the envelope curve occurs earlier than for the band limited rectangular curve. This is due
to the higher chipping rate of the raised cosine signal.

The maximum multipath error for the two signals are shown in the table (4.6). As can
be seen in table (4.6) and figure (4.18) the multipath error is larger for the rectangular
band-limited signal. Further, as the speed is increased (and thus the relative Doppler shift
between the direct and reflected signal) the ratio between the two also increases. This
suggests that the multipath error is more symmetric for the raised cosine signal than for
the rectangular band-limited signal and thus that the multipath fading is more effective in
that case.

In figure (4.19) we note the familiar signature of the multiple peaks in the auto-correlation
function. The „bubbles” may seem similar for the BOC and the raised cosine signal.
However, there are two qualitative differences. The first is that the „bubbles” abruptly
vanish when the multipath delay exceeds the 3/2Tc. Secondly, in contrast to the raised
cosine signal the BOC signal structure maintains a negative region for increased fading.

Multipath on the phase measurement In figure (4.20) the phase error due to mul-
tipath is shown. The data was taken from the same session as the data above.

As with the code error the first graph approximates the static case very well and the well-
known envelopes for the multipath phase error are recognized.

The dynamic behavior of the phase multipath is very dependent on the relative Doppler
shift between the direct and the reflected signal both qualitatively and quantitatively. For
a slowly changing geometrical multipath, we have a certain fading effect. This fading sets
in much later than for the DLL. This is because the loop bandwidth is much larger for the
PLL than it is for the DLL.

If we look at the magnitude of the multipath error in figure (4.20) we would expect the
PLL to have lost lock a long time ago. In fact, if the boundary conditions for the fourth
plot in figure (4.20) are changed slightly, the PLLdoesskip some cycles at the beginning.
It should be pointed out that the multipath error enters the loop in a complex way and
is not comparable to a simpleθ + N(0, σ2) Ansatz, which in the linear approximation
leads to a loss-of-lock at about 15◦ or 0.26 radians. The multipath error appears in the
PLL equations as a driving force which is proportional to a linear combination of two
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Figure 4.20.:Multipath error on the phase as a function of time. The vertical axis shows the phase
error in radians. The geometric setup was identical in all cases except for the velocity. Starting
from the top left figure the speed was 0.01 m/s, 0.1 m/s, 1 m/s and 10 m/s for the bottom right
figure. The signal structure was the same as in figure (4.16)

harmonic oscillators in a dynamic deterministic way, thus the assumptions leading to the
loss-of-lock point at 15◦ do not necessarily hold in this case.

In figure (4.21) the multipath error on the phase is shown for a rectangular band-limited
signal and a raised cosine signal. The signal structures and the experimental set-up are
the same as in figure (4.18).

For both signals the PLL looses lock for a velocity of 1 m/s. This shows that the afore-
mentioned classical loss-of-lock condition is not applicable for this particular error source
(i.e. multipath). In the low velocity case (v = 0.1 m/s) and in the high velocity case (v =
10 m/s) the PLL maintains lock.

Pre-detection multipath fading As discussed in section2.5.1a pre-detection fad-
ing of the reflected signal is to be expected. In contrast to the fading caused by the
tracking loops, which is essentially a low pass filtering of themultipath error itself, the
pre-detection multipath fading reduces thepowerof the reflected signal directly.

The plots in figure (4.22) correspond to the same geometric situation as before. Each
plot contains the multipath error with and without the pre-detection fading factor. We see
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Figure 4.21.: Multipath error on the phase as a function of time for the band-limited rectangular
and raised cosine chip shape. The geometric setup was identical in all cases except for the velocity.
The left plots correspond to the band limited rectangular chip shape (first main lobe only) and the
right plots correspond to the raised cosine. Starting from the top, the speed was 0.1 m/s, 1 m/s and
10 m/s for the bottom figure.
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that the pre-detection fading causes further significant fading in the multipath error. The
„re-appearance” of the multipath error for the velocityv = 7 m/s is explained by the form
of the fading factor (sinc(·)) in eq. (2.134).
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Figure 4.22.:Multipath error as a function of time. Comparing the multipath error with (red curve)
and without (blue curve) the pre-detection multipath fading.

Figure 4.23.:Three dimensional view
of the fly-by scenario

As the integration interval of the correlators is usu-
ally in the order of 20 ms or less and thus the band-
width of the correlators (the pre-detection band-
width) is much larger than the loop filter bandwidth
of the DLL, it is clear that the pre-detection fading
sets in at a much later point. Therefore one might
be led to think that the pre-detection multipath fad-
ing is negligible compared to the fading caused in
the loops. This would of course be true if the mean
value of the multipath error were zero. But as we
saw previously this is in general not so, at least not
for the non-coherent DLL. The pre-detection fading
is of an entirely different nature; it basically gener-
ates a fading factor ofsinc(∆ωTp/2), which for a given relative Doppler shift between the
direct and reflected signal can become zero. This is seen in the plot for a vehicle velocity
of 5 m/s. This is consistent with the back-of-the-envelop calculation in section2.5.1. In
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any case it generates a substantial fading for velocities above 10 m/s. It should, however,
be emphasized once again that the fading effects discussed here depend on the Doppler
difference and not directly on the velocity of the vehicle.

4.2.2.1. Transient Tracking Errors

In section2.5.4we saw that the transient behavior of the tracking loops is proportional to
the time derivative of the line-of-sight. The simple simulation in this section is concerned
with this phenomena.

In the chapter on constellation the temporal behavior of the line-of-sight was analyzed.
This behavior of the line-of-sight is very important for the dynamic performance of the
receiver because the transient properties of the tracking loops is directly proportional to
it. In particular this is important for signal sources, which are close to the receiver, such
as pseudolites.

In chapter2.1 a simple geometric setup was analyzed regarding the time derivatives of
the line-of-sight. A similar scenario was constructed in the simulator.

In figure (4.23) and figure (4.24) a receiver moving past a pseudolite with a constant speed
of 10 m/s is shown. The fly-by distance (i.e. the shortest distance between the receiver
and the pseudolite) was 15 m.

The thermal noise was turned off and the tracking loop bandwidths wereBpll
L = 20 Hz and

Bdll
L = 1 Hz. No reflectors were installed and thus the tracking error was solely due to the

dynamics of the line-of-sight.

Figure 4.24.:Overview of the simple fly-by scenario. The red dots represent a logging interval of
1s. The receiver is moving with a speed of 10 m/s. The black dot represents the position of the
pseudolite. The distance between the red dots is 10 m.

The scenario was run twice. In the first run the carrier aiding of the DLL was turned off
and in the second run it was on. The tracking errors of the DLL are shown in figure (4.25)
and the behavior of the PLL is shown in figure (4.26).
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4.2. Simple Scenarios

Comparing the curves in figure (4.25) and the geometric analysis in figure (2.3) in section
2.1.3we see that the left plot in figure (4.25) does indeed have the same form as the first
derivative of the line-of-sight in figure (2.3). SettingBdll

L into eq. (2.182) yields a tracking
error of 2.5 m. This is consistent with what is observed in figure (4.25).
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Figure 4.25.:Transient tracking error of the DLL. In the left plot carrier aiding was disabled.

If the fly-by distance was decreased, the speed increased or the loop filter bandwidths
decreased, the PLL was observed to loose lock and not to recover immediately. The reason
why the tracking loops did not recover and lock onto the signal after the receiver passed
the pseudolite was that the violent behavior of the derivatives of the line-of-sight caused
the state of the integrator to become filled with such large numbers that no convergence
was possible. Thios behavior is surly implementation dependent. If the integrator were
re-initialized after a loss-of-lock, recovery was possible. Therefore it is important to
implement a resetting of the tracking loops after a loss-of-lock has been detected.

From this we conclude that the transient behavior is very important for signal sources
close to the receiver, like pseudolites. In particular for pseudolites at airports it may
not be possible to place the pseudolites anywhere. These effects demonstrated here will
probably have to be taken into account.

In this simulation the “classical” near-far effect wasnotconsidered. The simulator adapts
ideally to changes in power level and thus things like saturation in the amplifiers and non-
linearities etc. were not taken into account. These effects will make the whole situation
worse.

4.2.3. Tracking BOC(nx,x) Signals for Large n

Acquiring and maintaining lock of a BOC(nx, x) may become increasingly difficult asn
becomes large. A particular example of such a signal would be BOC(14,2) (n = 7). In this
section two simulations are made. One where the only error source is thermal noise and
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Figure 4.26.:Transient tracking error of the PLL. The transient tracking error of the PLL is inde-
pendent of carrier aiding.

instabilities of the oscillator. The other simulation is a simple scenario with a single mul-
tipath. The loop bandwidths of the DLL and PLL were 1 Hz and 20 Hz respectively. The
correlator spacing was 0.05 Tc.

Figure 4.27.: Simple scenario to demonstrate the mul-
tipath performance of a BOC(14,2)

In the first plot of figure (4.28) the
DLL error without carrier aiding is
shown for a signal-to-noise ratio of
18 dB-Hz. This value of the signal-
to-noise ratio was the lowest pos-
sible value where the tracking loop
was observed to maintain lock on the
correct peak of the auto-correlation
function for a substantial amount of
time (more than 30 min). The phase
tracking loop is completely unable to
obtain a lock on the signal.

For values lower than 18 dB-Hz
the DLL missed the auto-correlation
function completely. In figure (4.29) the behavior of the DLL is shown for a signal-to-
noise ratio of 16 dB-Hz. In the beginning the loop locks onto the correct peak, but looses

184



4.2. Simple Scenarios

-3

-2

-1

 0

 1

 2

 3

 600  700  800  900  1000  1100  1200

D
L

L
 e

rr
or

 [
m

]

Time [s]

DLL error no carrier aiding, no CXO simulation

-2

-1

 0

 1

 2

 0  100  200  300  400  500  600

D
L

L
 e

rr
or

 [
m

]

Time [s]

DLL error with carrier aiding, no CXO simulation

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 600  700  800  900  1000  1100  1200

D
L

L
 e

rr
or

 [
m

]

Time [s]

DLL error with carrier aiding and CXO simulation

Figure 4.28.:Multipath error on the code for BOC(14,2) under harsh conditions

it after a about 10 seconds. Then there are brief locks onto other maxima of the auto-
correlation function as indicated in the figure. The behavior observed in the 100 seconds
or so is very similar to that of a PLL that is unable to maintain lock. This analogy is valid
until the tracking error is larger than the support of the auto-correlation function.

The phenomenon seen in the last 80 seconds in figure (4.29) is caused by the acquisition
algorithm. When the tracking point leaves the auto-correlation function, no signal is
detected and the acquisition sets in. This causes the tracking point to be continuously
"thrown into" the auto-correlation function again and again, but the tracking loop cannot
maintain lock. For the phase-tracking loop the discriminator is periodic and thus there is
no acquisition in this sense.

In the second plot of figure (4.28) the DLL error with carrier aiding but no oscillator
simulation is shown for a signal-to-noise ratio of 23 dB-Hz, which was the lowest for
which the DLL was stable. The DLL maintains lock on the correct peak, but the PLL
slips cycles repeatedly as can be seen in figure (4.30).
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Figure 4.29.:Cycle slipping of BOC(14,2) under harsh conditions

In the third plot of figure (4.28) the DLL error with carrier aiding and oscillator modeling
using the standard oscillator from table (2.1) is shown. The lowest tolerable signal-to-
noise ratio in this case was 36 dB-Hz. The PLL slips cycles as before, but the behavior is
not as violent.

Note the slow oscillation in the code error. This is due to the accumulated noise of the
oscillator entering the DLL via the carrier aiding. Here it is seen that the error of the
tracking loops, when all things are considered, is a complex stochastic process. In the
third plot of figure (4.28) everything comes together: The combination of simulating the
oscillator error and feeding this result into the tracking loops, the non-linearities of the
tracking loops (PLL and DLL) and the simulation of the thermal noise.

To see if continuous multipath will cause the DLL to loose lock a simple scenario as
shown in figure (4.27) was used. The signal and correlator spacings were as before. A
rather high signal-to-multipath ratio of 0.5 was used. The signal source is a pseudolite,
placed far enough away from the receiver so that the signal dynamics are kept low. The
receiver moves with a velocity of 5 m/s along the path shown as red line-segments in the
figure. The signal-to-noise ratio varied from 36 to 40 dB-Hz.

The result is shown in figure (4.31). We recognize the section from the multipath en-
velopes. The dynamics were kept relatively low to provoke high multipath errors. In-
creased dynamics lead to a better averaging of the errors and thus less danger for the DLL
to slip a cycle. The simulation shows that the DLL stays on the right correlation peak.

From these simulation we conclude that neither the code-noise, oscillator noise nor con-
tinuous multipath are a serious threat to the DLL tracking of a signal like BOC(14,2). The
phase tracking breaks down much earlier. However, using carrier aiding when the PLL
slips cycles should be avoided (as always) and very bad reference oscillators can in fact
have a bad influence on the code tracking.
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Figure 4.30.: Multipath error on the phase for BOC(14,2) under harsh conditions. The upper
plot corresponds to a signal-to-noise ratio of 23 dB-Hz, but without oscillator instabilities and the
lower to 36 dB-Hz using the CXO from table2.1
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The issue of wrong acquisition has come up in the discussion of the BOC(14,2) signal.
It may therefore come as a surprise that this signal seems, in fact, to be very robust con-
cerning falling out of step. It can be made plausible when the analogy to carrier tracking
is considered. When the BOC(14,2) code is being tracked as is done here, it is compa-
rable to tracking a carrier phase with a wave-length of approximately 10 m (see figure
(4.41), where the discriminator curve for this example is shown), compared to 10 cm
(Costas-loop) when tracking the carrier phase in L-band. Therefore one would expect a
very stable lock onto the tracking point. As we shall see in the next section there are still
issues with this signal in a more complex environment.
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Figure 4.32.:Discriminator for a BOC(2x,x) signal for various correlator spacings

4.2.4. Correlator Spacing for BOC Signals

The choice of correlator spacing for BOC signals seems to be quite critical. If the cor-
relator spacing is increased, the slope of the discriminator will eventually change sign
[Bet00b]. The form of the side-lobes is also very dependent on the correlator spacing.
Here we examine the impact of correlator spacings for BOC signals.

In figure (4.32) the normalized discriminator of a BOC(2x,x) signal in infinite bandwidth
is shown for various correlator spacings. The S-curve is normalized such that the slope
S ′(0) = 0. Therefore the S-curve seemingly behaves normally around zero, but the side-
lobes diverge when the slope becomes small.
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There are two important points to notice in figure (4.32). The first is that as the correlator
spacingd is increased to 0.285Tc, the slope of the discriminator eventually becomes zero
(divergence of the side-lobes). A further increase (not shown in the figure) will reverse
the sign.

The second important point about figure (4.32) is the form of the side-lobes. Generally,
there are multiple zeros with a positive slope, which lead to a potential danger that the
tracking loop will lock onto those zeros. However, for a correlator spacing ofd = 0.25
roots of the discriminator become second order, i.e. the slopes at the roots are also zero.
Although the slope at zero for thed = 0.25 is quite low, it is important that there are no
stable tracking points, except for zero delay. Thus, false locks during tracking should be
less likely or even impossible. This is particularly important for BOC(nx, x) for largen,
like the BOC(14,2).

In figure (4.41) the S-curves for the infinite bandwidth BOC(14,2) signal for various
correlator spacings are shown. As in the BOC(2x,x) case the zeros of the S-curve for
d = Tc/2n = 0.071428Tc seem to be of second order. The same tendency is seen in
figure (4.41) as in figure (4.32) that as the correlator spacing goes beyondd = Tc/2n the
slope of the S-curve at zero decreases and consequently, the side-lobes diverge.

In figure (4.32) and figure (4.41) the auto-correlation function in infinite bandwidth was
used. As was already pointed out in section2.2.8, the zeros of the auto-correlation func-
tion shift slightly as the bandwidth is decreased. Therefore it is not obvious that an adjust-
ment of the correlator spacing may lead to similar results in the case of finite bandwidth.
To analyze this the S-curve of a BOC(14,2) signal limited to a bandwidth of 32.736 MHz
is shown in figure (4.33) for various values of the correlator spacing.

To further examine the multipath behavior for the particular value ofd = Tc/2n, the
same simple set-up was used as before (see figure (4.11)). The velocity was 1 m/s and to
account for the dynamic averaging of the tracking loops the loop filter bandwidth was set
to 1, 5 and 100 Hz. No noise was assumed. The goal was to see whether the interesting
correlator spacing ofd = Tc/2n could be used and still have an acceptable multipath
performance.

In figure (4.34) the results ford=0.071428Tc andd=0.05Tc are compared. For the high
loop filter bandwidth case there is no significant difference. For the smaller loop band-
widths the multipath error oscillates in the positive region for the upper figure, while it is
more symmetric in the lower figure. From this it can be concluded that concerning the
multipath performance there is nothing against using a correlator spacing that reduces the
zeros of the side-lobes of the S-curve to second order roots.

The last issue we want to clear here is the thermal noise. To analyze that a receiver was set
up next to a pseudolite in the same way as described in section4.1.1. The signal-to-noise
ratio was set to 29 dBHz and a loop filter bandwidth of 1 Hz was used. The DLL error
was recorded for 100 s and the one sigma values evaluated.

The result is shown in figure (4.35). The singularity around 0.075Tc where the slope of
the S-curve is approaching zero is clearly visible in the data. The point of interest is
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Figure 4.33.: Discriminator for a BOC(14,2) signal for various correlator spacings. The upper
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Figure 4.34.:Multipath error for a BOC(14,2) signal bandwidth-limited to 32.736 MHz for three
different loop bandwidths (BL = 1, 5 and 100 Hz). In the upper figure the correlator spacing was
d = Tc/2n = 0.071428Tc andd = 0.05Tc for the lower one.
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signal.

quite close to the singularity, but not quite in the critical region. With respect to the ther-
mal noise performance one would probably chose a correlator spacing in the flat region,
i.e. somewhere between 0.03 and 0.06. This would generate a one sigma level of round
0.14 m. However, if the correlator spacing is chosen asd = Tc/2n = 0.071428Tc then a
penalty of a factor 2 must be accepted, i.e. here the one sigma level is 0.26 m.

So, all-in-all one can say that it is possible to choose a correlator spacing such that false
locks in the auto-correlation function could potentially be avoided. There is no significant
penalty in multipath performance, but the thermal noise performance suffers by a factor
of approximately 2. It was also shown that the bandwidth limiting of the signal did not
destroy this property of the S-curve.

Although the special feature of the S-curve, which can be achieved with the correspond-
ing choice of correlator spacing may help to avoid false locks in the signal tracking,
special arrangements will be necessary for the signal acquisition. The problem is that
the acquisition procedurewill detect signal power outside the pull-in region. In that case
if the receiver switches to tracking, it will soon loose lock because of the instability in
the S-curve. Even if the danger of false locks could be diminished a special acquisition
procedure will still be necessary.
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4.3. Complex Scenarios

After having looked at smaller simple scenarios we now turn to scenarios where the inter-
action of the signal with the environment plays a significant role. For the local environ-
ment we have two 3-D city models at our disposal: A 3-D city model of Oedekoven, which
is a small suburb near Bonn in Germany. This model was obtained by feature extraction
by the Institute for Photogrammetry of the University Bonn. The data set contains terrain
data as well as buildings. The other model is also a 3-D city model of Stuttgart and was
provided by the German Telecom. The models used for the vehicles were downloaded
from the Internet.

4.3.1. Moderate Density (Suburb)

In figure (4.36) an overview of the simulation set-up is shown. The terrain is color-coded,
ranging from green for the lowest to brown for the highest point. The buildings are shown
in blue. The reference path of the vehicle is shown as a red line.

The material properties of the buildings were set to those of concrete,ε = 3 andσ =
1·10−4f/m.

Figure 4.36.:Overview of Oedekoven, near Bonn

The antenna was mounted on the roof of a vehicle model (Ford Explorer). A screen-shot
from theSNSSsimulation session in figure (4.37) shows a close-up of the initial position.
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The antenna of the current position is shown blue. The lines entering the antenna represent
the geometric propagation path of the signals.

Figure 4.37.:Close-up of the Ford Explorer in Oedekoven.

The satellite constellation used is a GPS almanac from 8. of April 2002, obtained from the
Internet (Yuma-format). Three signals were configured on L1 (carrier frequency of 1.575
GHz). A rectangular, infinite bandwidth signal with chip-length of 293 m, RECT(1). This
signal represents the GPS C/A code. The second signal is rectangular with a chip-length
of 29.3 m (RECT(10)) and bandwidth restricted to the first main lobe, i.e. 20.46 MHz.
This corresponds to the Galileo signals on E5a and E5b and the GPS P-code. The third
signal is a BOC(14,2) signal, with a bandwidth of 32.736 MHz and is a signal option
discussed for Galileo.

The receiver uses the non-coherent early minus late delay lock loop (DLL) for code-
tracking and a Costas phase locked loop (PLL) for phase tracking in both cases. The
correlator spacing was set to 1 chip length for the C/A and P-code, but the correlator
spacing for the BOC(14,2) signal was set to 0.05Tc = 7.3 m.

Two runs were performed. One with and one without noise modeling. This way a com-
parison between the error caused by multipath and the error caused by thermal noise is
obtained.

The power-level of the satellites was adjusted such that at an elevation angle of 10◦ the
received power level corresponds to the minimum received power-level specified in the
GPS ICD [ARI93].

Code Tracking In figure (4.38) the error on the range for the channels tracking the
RECT(1) signal on satellite PRN 3 and 21 are shown. The green (dotted) curves show
the error caused by multipath only and the red curves is the error caused by thermal noise
and multipath. As can be seen the multipath error for this signal is not the dominating
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factor in the error budget in this environment. The signal-to-noise ratios achieved were in
the order of 46 dB-Hz. Thus, compared to the raw thermal noise on the RECT(1) range
measurements the multipath error may not be as critical as usually assumed. However,
the case were the receiver locks onto a signal which isonly received trough a reflection
(i.e. no direct line of sight), the resulting error will become substantial.
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Figure 4.38.:Range error on the RECT(1) signal for satellites PRN 3 and PRN 21.

In figure (4.39) the same situation is shown for the RECT(10) signal. Here the situation is
entirely different. The multipath error is an order of degree larger in magnitude than the
thermal noise.

As indicated in figure (4.39) for PRN 3 the receiver locks onto an indirect signal, because
the direct line-of-sight is blocked. The resulting error is out of the range of the plot; the
error for those brief periods of time are 23 m and 32 m. This causes serious damage to
the position solution.
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The entire geometric situation is identical for the RECT(1) and RECT(10) simulation.
Therefore one might expect to see the same peaks in figure (4.38). The absence of the
peaks for the RECT(1) signal is no error and has to do with the acquisition process as
implemented inSNSS. The pull-in region of the RECT(1) signal is about 300 m. Thus, if
the direct line-of-sight is blocked and the resulting indirect signal differs in range by less
than the pull-in region, no loss-of-lock is declared and the DLL loop starts to converge to
the indirect signal. For the RECT(10) signal on the other hand the DLL looses the signal
completely and starts re-acquisition until the signal is found again, only this time it is the
indirect signal. Therefore the DLL tracking the RECT(10) signal gains a "head start" on
the DLL tracking the RECT(10) signal. Because the duration of the signal blockage is so
short, neither of the tracking loops manage to converge properly onto the indirect signal.
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Figure 4.39.:Range error on the RECT(10) signal for satellites PRN 3 and PRN 21.

The noise performance of the BOC(14,2) signal is, as to be expected, extremely good.
But the multiple peaks in the auto-correlation function lead to problems concerning the
acquisition. As was demonstrated in the section on simple scenarios the multiple peaks of
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Figure 4.40.:Range error on the BOC(14,2) on L1 for satellites PRN 3

the ACF did not cause serious problems. In this more realistic scenario false locks of the
receiver were observed. In figure (4.40) this is seen at around the 45th second. This kind
of false lock does not or rarely happens when the change in multipath delay is smooth
and the tracking loop has time to follow it. However, in this scenario the false lock is
explained as follows: First the direct line of sight is blocked. As a consequence the DLL
tries to lock onto the indirect signal. Suddenly, the direct line of sight is visible again and
this is where the false lock happens: the tracking loop converges to the next available zero
of the discriminator. We notice that the DLL converges to an error of approximately 10.4
m.

In figure (4.41) the discriminator curve of the BOC(14,2) signal is shown. The point of
false lock is indicated and it is seen that it is consistent with the 10.4 m tracking offset
observed in figure (4.40).

It should be mentioned that the acquisition algorithm used inSNSSbasically corresponds
to the kind of re-acquisition used in normal receivers. If lock is lost, then the acquisi-
tion algorithm starts to "jump" to the left and right of the old tracking point with ever
increasing steps, looking for the signal. If a certain signal level is detected, tracking
starts again. For a reliable re-acquisition of the auto-correlation function of a BOC(14,2)
signal, something more elaborate is called for. This could be in form of some scheme in-
volving a large number of correlators. Another alternative could be to track the side-band
of the BOC(14,2) in parallel and continuously compare this to the tracking of the auto-
correlation function. If a discrepancy is detected re-acquisition can be initiated. These
are interesting developments, however, they will not be pursued further in this thesis. It
suffices to have shown that such a scheme is necessary and suggestions have been made
as to how this could be done.
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Figure 4.41.:Discriminator curve of the BOC(14,2) signal. Correlator spacing0.05Tc = 7.3 m

Phase Tracking It can be argued that a modern GPS receiver will use the phase mea-
surement to smooth the code measurements and thus improve the code phase error con-
siderably. But for that to be possible the phase measurements must be available and in
particular the phase-locked loop should not slip cycles, at least not very often.

In figure (4.42) the result of the phase tracking simulation is shown. During the brief
simulation period of 180 seconds at least 6 cycle slips occurred.

A Hatch-filter (typically used for carrier smoothing) usually has a filter constant in the
order of 100 seconds or more and therefore a cycle-slip rate as seen in this simulation
can be a problem. However, it is possible to detect and repair cycle slips, but it is a
rather fragile process and the reliability when they occur as often as in this simulation
may suffer.

The lessons learned from those simulations can be summarized as follows

• In a moderate urban area the multipath error is dominated by short range delays.
Therefore in such an environment the short-range multipath behavior is very impor-
tant. Interestingly, there is no significant difference in the multipath performance
between the RECT(1) and the RECT(10) signal in this environment.

• For a signal like the RECT(1) signal the multipath performance is much less rele-
vant than the code-noise (see figure (4.38)). However, using a narrower correlator
spacing will reduce the code noise.
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Figure 4.42.: Phase error of the RECT(1) (or RECT(10)) signal for satellite PRN 3. Note that in
this environment the phase observation is almost useless due to cycle slipping.

• In a moderate urban area a high rate of cycle slips are to be expected (see figure
(4.42)). Thus, using carrier-phase measurements for code-smoothing may not be
very reliable.

4.3.2. High Density (Urban Canyon)

For completion a simulation was performed using a model of down-town Stuttgart. The
3-D city model of Stuttgart is shown in figure (4.44). The buildings are blue an the terrain
is color coded between green and brown. As in the Oedekoven simulation the signal used
was a RECT(1) signal and a BOC(14,2). The route chosen for the simulation is shown in
figure (4.43).

The two critical issues addressed in this simulation is the availability of measurements,
i.e. the number of satellites directly visible and the tracking of the BOC(14,2) signal.

To assess the availability2 issue the simulation was performed for a GPS only constellation
and a combined GPS and a hypothetical Galileo constellation, consisting of a Walker
constellation with the parameters 30/3/1 and an orbit radius of 30,000 km, which roughly
represents a Galileo constellation. The GPS constellation used was the GPS almanac from
8. of April 2001.

In figure (4.45) the environment from the users perspective is shown. Comparing this view
to the one from Oedekoven (figure (4.37)) the more limited view of the sky is evident.
This is also reflected in the decreased availability. For the Stuttgart simulation using the
GPS constellation a positioning was not possible for 41 instances of 243, yielding an

2The term “availability” as used here simply refers to how often at least 4 lines-of-sight are actually seen
by the receiver. It does not necessarily have anything to do with availability in the context of integrity.
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Figure 4.43.: Aerial view of Stuttgart as seen within SNSS. The route chosen for the simulation
is indicated by the thin red line.
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availability of only 83%. For the combined constellation the availability was 99% (3 out
of 243 instances).

Constellation and signal Position error (RMS) Availability

GPS/Galileo constellation C/A code 5.1 m 99%
GPS constellation BOC(14,2) 28.6 m 83%
GPS constellation C/A code 5.7 m 83%

Table 4.7.:Total positioning error in the Stuttgart simulation

The root-mean-square (RMS) of the total position error is shown in4.7. The false locks
of the BOC(14,2) signal seriously degrade the performance. The increased number of
satellites in the combined constellation improve the position error only marginally.

Figure 4.44.:Overview of Stuttgart

It should be noted that these figures refer to the particular simulation performed here
and should not be interpreted as any kind of statistical average over all high density urban
areas. However, these results imply that the most important issue in an urban environment
is the number of satellites in orbit. Thus, the main advantage for car navigation or in
general for applications, which operate under harsh conditions, is not necessarily the high
quality of the emitted signal, but rather the high availability acombinedusage of GPSand
Galileo provide.

In figure (4.46) the total positioning error as a function of time is shown. The total posi-
tioning error is the length of the vector between the true reference position and the position
generated by the least square calculation. In the figure the error for the GPS only con-
stellation using the RECT(1) and a BOC(14,2) signal is shown as well as the combined
GPS/Galileo result.
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Figure 4.45.:Close-up of the vehicle at the starting point for the simulation in Stuttgart

The total position error for the BOC(14,2) signal shows extreme deviations. This is due
to false locks in the auto-correlation function. This can be seen in figure (4.47), where
the DLL tracking errors for the RECT(1) and the BOC(14,2) signal are shown for several
satellites.

False locks in the BOC(14,2) signal were also observed in the Oedekoven simulation, but
they were rather rare. Here in the more dense urban environment these false locks appear
more often.

The results here show the BOC(14,2) signal in a very bad light and therefore it is important
to interpret the results carefully. The BOC(14,2) signal was tracked using a straight for-
ward, three correlator, non-coherent DLL. This is basically an un-modified GPS receiver
architecture with modifications only accounting for the narrower correlator spacing and
the higher bandwidth. While it was shown in the simpler scenarios that the lock of the
DLL on the BOC(14,2) signal was in fact quite stable, givencontinuousboundary condi-
tions, the more realistic dynamic scenario generated by a complex environment such as
an urban area obviously call for a more elaborate receiver implementation.

4.4. Topographic Availability Analysis

In this section the analysis is focused more on the geometry of the topography and the
signal propagation and less on the receiver itself. The material in the following section
was produced under a EC contract called PARAMOUNT using a slightly modified version
of theSNSSsimulator.

The analysis is focused on the availability of services (GNSS and terrestrial communi-
cation) taking the topography of the environment into account. The ability ofSNSS to
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Figure 4.46.:The total error of the code tracking during simulation

generate polygons from digital elevation models (DEM), as described in section3.3.2to-
gether with the ray-tracing algorithm are key features for this analysis. The areas treated
here are the Alps and the Pyrenees.

4.4.1. Large Scale Topographic Availability Analysis

For the modeling of the topographic surface of the Alps, the digital terrain model data
DTED0, which is freely available from the US National Imagery and Mapping Agency
(NIMA), was used. This elevation data has a grid resolution of 30 arc seconds, which
corresponds to about 900 meters at a latitude of 48◦. Thus, the DTED0 data of the relevant
alpine area includes more than 1 million grid points.

The network overlay of the computation grid points, i.e. the positions of the receiver,
was set to a resolution of 0.02◦, which corresponds to approximately 2 km. The grid is
generated by placing a way-point with a specified density in east and north direction at a
given height above the terrain.

The simulation was performed for 4. April 2002 12:00 to 5. April 2002 12:00 with sam-
pling time steps of 1 hour (thus 24 epochs were processed). The user elevation mask was
set to 10◦.

Of course a higher grid resolution than the selected 0.02◦ as well as a higher time sam-
pling rate would have been preferred for a more detailed analysis of the signal shading,

203



4. Simulations

-31.2

-20.8

-10.4

 0

 10.4

 20.8

 31.2

 41.6

 52

 62.4

 72.8

 0  50  100  150  200  250

D
LL

 P
os

iti
on

 E
rr

or
 [m

]

time [s]

Sat Id 1 BOC(14,2)
Sat Id 1 C/A
Sat Id 11 BOC(14,2)
Sat Id 11 C/A
Sat Id 31 BOC(14,2)
Sat Id 31 C/A
Sat Id 29 BOC(14,2)
Sat Id 29 C/A

Figure 4.47.:The code tracking error for several satellites during the Stuttgart simulation

but with regard to the large extent of the alpine region a compromise had to be made
between a reasonable amount of data for processing on the one hand and an acceptable
degree of accuracy of the computation results on the other hand. After performing several
tests with different grid resolutions it turned out that the computation of a grid with a res-
olution higher than 0.02◦ is not feasible for the whole area of interest due to the necessary
calculating time. Further it does not make much sense to generate a grid that is much
denser than the resolution of the topological data.

To compare and verify the results the same simulation was performed using the GIMAST
analysis tool. This is a service volume simulator developed at the Institute of Geodesy
and Navigation, University FAF in Munich. For this simulation no topological data was
used, so basically an elliptic Earth was assumed for the area. The result is shown in figure
(4.49). The green color corresponds to a minimum of six visible satellites and yellow
corresponds to five.

The total accumulated computation time of the GPS availability simulation for the Alps
and Pyrenees was about 400 hours, using several PCs/workstations with CPU power up
to 2×2 GHz. In consequence of the constraints described above the significance of the
resulting availability map is limited.

For the GNSS analysis the two areas of interest were split up into several DTM tiles,
each one with an extension of 2◦×2◦ (overlapping each other by 1◦) resulting in 32 tiles
– with the extension of 1◦×1◦ – for the Alps and 13 tiles for the Pyrenees. For every
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Figure 4.48.:Height encoded map of the Alpine region analyzed

tile the simulation was carried out separately, in order to keep the amount of data on
a manageable level. The single map tiles resulting from the simulation were merged
to one image afterwords. figure (4.48) shows the terrain of the Alpine area based on
the DTED0 data together with an overlay of the grid of computation-tiles. The yellow
rectangles correspond to the way-point grid and the red rectangles are the tiles containing
the topographic data. For each simulation four red tiles were combined and a grid the
size of one tile was generated in the middle of the combined topographic tile (the yellow
rectangles). Thus, the area containing way-points is 1/4 of the topographic data for each
tile.

Table4.8summarizes the relevant input data for the GNSS simulation for the whole areas
of the Alps and Pyrenees.

Resolution of terrain grid 0.0083 degrees
Resolution of computation grid 0.0200 degrees
Sampling time steps 1 hour
Simulation period Noon 4. April 2002 to Noon 5. April 2002
User elevation mask 10◦

Table 4.8.:Input parameters for GPS availability simulation (with DTM)

205



4. Simulations

 

Figure 4.49.:Minimum number of visible satellites. Topography not considered.

Based on the minimum number of satellites visible during the computed epochs, the ab-
solute minimum numbers during the period of 24 hours is displayed for each grid point in
the resulting maps (figure (4.50) and figure (4.51)).

Even at first glance figure (4.50) clearly indicates a general decrease in the minimum
number of visible satellites compared to figure (4.49) for wide areas in the Alps, caused
by the shading of the mountainous terrain. Outside the area highlighted by the contour
line, which indicates the Alpine region, the minimum number of visible GPS satellites is
nearly constantly six (green marked area). This fully corresponds with the results from
the simulation performed using the elliptical Earth model. The area of insufficient GPS
availability of three satellites minimum (marked red) is quite small, compared to the total
area. This is mainly due to the low resolution of the digital terrain model used, which
causes a smoothing of steep and rugged slopes.

The yellow wedge-shaped area in the left part of the image represents a region in which
the satellite visibility was reduced to 5 satellites (without regard to additional terrain ef-
fects) some time during the 24 hours simulation period. This is due to a worse satellite
constellation in the western part of the Alps (see figure (4.49) ). The clear-cut shape of
this area is related to the GPS satellite footprints and the elevation mask chosen.

From the simulation results for the Pyrenees region given in figure (4.51) it can be easily
seen, that in general the influence of the terrain on the visibility of the satellites is not
as strong as in the Alps. From the simulation results for the Pyrenees region depicted
in figure (4.51) it can be clearly seen, that in general the influence of the terrain on the
visibility of the GPS satellites is not as strong as in the Alps. The minimum number
of visible satellites in the near-plane area around the mountains is six. Also inside the
area enclosed by the contour line, which highlights the mountainous region, large parts
are marked green. This means that the satellite visibility is not reduced there by signal
shading, as far as it can be simulated using the low resolution data, as it was the case in
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Figure 4.50.:GPS availability in the Alps

the underlying computation. Only in very few parts, mainly on the northern side of the
Pyrenees’ ridge, areas with a minimum of four or less visible satellites can be identified in
figure (4.51). This observation is consistent with the fact that, in general, there are more
satellites visible from the south than from the north.

This better visibility, compared to the results for the Alps, might mainly be due to the
smoother formation of the Pyrenees terrain and the minor differences in elevation.

However, it has to be pointed out once again, that the two images can only give a low-
resolution overview of the minimum visibility for the complete areas of interest.

 

Figure 4.51.:GPS availability in the Pyrenees
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4.4.2. Small Scale Topographic Availability Analysis

Because of the high demand on the computation resources needed for a detailed overall
analysis for the Alps and Pyrenees, an exemplary availability simulation only for a small
sample area (ca. 3×3 km2) in the Bavarian Alpine region was performed, using a high
resolution DTM grid of about 30 m and a corresponding computation grid.

In table4.9 the input parameters for the simulation are listed. The results are shown in
figure (4.52), which shows the minimum numbers of visible satellites for GPS, Galileo
and a combined GPS Galileo constellation.

Lon 12◦00’58.5" - 12◦03’13.5"
Lat 47◦39’33.8" - 47◦41’8.3"
Resolution of DTM approx. 30m
Resolution of grid 0.00025◦×0.00025◦

Sampling time steps 1 hour
Simulation period Noon 4. April 2002 to Noon 5. April 2002
User elevation mask 10◦

Table 4.9.:Input parameters for GPS availability simulation (with DTM)

Comparing the relief rendering of the 3-D terrain on the left side of figure (4.52) with
the corresponding GNSS coverage simulation results, it is obvious that the best minimum
GPS availability (up to six satellites minimum) is mainly obtained on the crests as well as
on some of the south slopes. The limited visibility of satellites (three or even less) from
some of the slopes in the south-west part of the sample area is due to the shading caused
by the steepness of the slopes that block the signals from the south and east. In the plane
valley of Bayrischzell (left side of the area) the minimum number is continuously four
satellites.

Summarizing, it can be stated that, according to the simulation, at least three GPS satel-
lites are available nearly in the whole sample area, which is enough for a two-dimensional
positioning.

In figure (4.52) the availability analysis is also shown for Galileo. The structure of the
resulting minimum-visibility map bears a strong resemblance to the results of the GPS
simulation shown in the same figure. Again the shading of the quite steep slopes in the
south-west of the sample area is recognizable. However, one obvious difference is the
generally higher number of available satellites: in the critical areas, where only at least
three GPS satellites are in sight, according to the simulation results Galileo provides a
proper 3-D-positioning with minimum four satellites.

In addition the availability of the combined GPS and Galileo constellation was computed.
The minimum-availability results displayed in the picture above show clearly, that suffi-
cient satellite signals are available for the whole sample area, if both GNSS systems are

208



4.4. Topographic Availability Analysis

  

  

Figure 4.52.:GNSS availability in Sudelfeld. The upper left figure is a relief of the test area. The
upper right shows the GPS Availability, the lower left figure shows the Galileo Availability and
the lower right shows the combined GPS and Galileo availability.

used together. The absolute minimum value that was obtained from the detailed simula-
tion is 6 satellites, resulting in an availability of 100 %; in many parts even 10 or more
satellites (up to 14) are in sight all the time. This is a significant increase compared to the
number of visible satellites using solely GPS or Galileo.

This is a very important result. Again we see that only by using GPS and Galileotogether,
a real improvement from the current situation is achieved. This was also observed in the
simulations for the dense urban areas. The real benefit lies in thecombineduse of GPS
and Galileo.

4.4.3. GSM Coverage Analysis

The following section presents results from GSM coverage analysis. This analysis was
also performed withSNSS for the PARAMOUNT project.

As explained earlier, the computational burden for the different kinds of simulation runs
can be extremely heavy e.g. about 400 hours for the GPS simulations, due to the large
amount of data, which has to be processed.
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Therefore, it is essential for a detailed analysis, in which very high resolution data is used,
to restrict the simulation to a small area in order not to get in conflict with PC/workstation
limitations or to exceed reasonable computation periods. For this reason, the relatively
small sample area "Sudelfeld" was chosen, which is located close to the Bavarian town
Bayrischzell in the German Alps. The following numbers clarify this.

The Sudelfeld sample area is only about 8 km2 large compared to the approx. 200.000
km2 of the whole of the Alps. Computation time for the Sudelfeld simulation (only three
base stations) depicted in figure (4.53) was approximately 8 hours on a 1 GHz Personal
Computer. Projected onto the whole Alpine area, this would mean a computational burden
in the range of 23 years! It has to be noted further that this projection does not once take
into account the increased process load due to the increased number of base stations –
probably several hundreds– for the whole Alps.

The Sudelfeld sample area is a dedicated recreation area, predestined for skiing in winter
and hiking in the summer time. It has to be noted that at the moment the Sudelfeld area
was selected only to demonstrate the results from the detailed GPS/Galileo analysis and
from the GMTS comparison between the estimated coverage of the provider D2/Vodafone
and our own coverage simulations. It has not yet been identified as a candidate for a later
test or pilot area. However, this could be the case after the G3-synthesis.

4.5. Summary

To summarize the results of this chapter:

• The implementation of theSNSSsimulator was verified with regard to the

– Thermal noise: Tests were performed for all signal structures currently im-
plemented inSNSS and the resulting code and carrier phase errors compared
to theoretical and experimental results. The transfer function of the dynamic
system, when white noise was injected into it was also verified.

– The multipath behavior was demonstrated to show the same behavior as the
theoretical results in cases approaching the static limit, which is where these
results are valid.

– The transient behavior was also demonstrated to coincide with the theoretical
statements.

• Multipath fading was simulated for various signal structures relevant to Galileo and
GPS. The importance of the fading caused by the correlation process for dynamic
applications was also shown.
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Figure 4.53.: GSM availability in Sudelfeld. The left figure shows the position of the GSM base
stations in the test area. To the right the coverage is shown.
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• Particular attention was given to the BOC(nx,x) signal structure wheren is large.
It was shown that under relatively well-defined conditions there is no immediate
danger that the tracking loops loose lock of the correct peak. However, in a realistic
environment where the boundary conditions become increasingly complex a certain
danger exists that the DLL locks onto a false maximum of the auto-correlation
function.

• Simulations were performed that demonstrated the behavior of the DLL for vari-
ous values for the correlator spacing. It was shown that it is possible to choose
a correlator spacing such that the zeros of the S-curve become second order and
that this value can in fact safely be chosen with regard to the multipath and noise
performance.

• Simulations in a moderate urban are were performed and it was seen that for the
currently available GPS signals the multipath errors compared to the thermal noise
on the code are much smaller. However, the real danger is the blockage of the
direct signal while the receiver is able to track the indirect signal. This can cause
extremely large errors.

• For the more advanced signal structures (RECT(10), BOC(14,2) etc.) the multipath
errors become the dominant error source compared to the thermal noise.

• Simulations in a dense urban area were performed and it was shown that a combined
constellation of GPS and Galileo will lead much better availability of a positioning
solution. However, the accuracy will not necessarily improve significantly.

• GNSS availability analysis using topographic data was performed for the Alps and
Pyrenees. As in the urban area simulations the analysis in for the mountainous
regions show that the use of a combined GPS/Galileo constellation dramatically
increase the availability.

• Finally, a GSM coverage in Sudelfeld was analyzed using a high-resolution DEM.
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In this chapter theoretical considerations concerning the various signal structures are con-
tained. These are properties that are not directly of relevance to the simulator.

5.1. Signal Interference

In light of the definition phase of Galileo, in particular the allocation of frequencies and
definition of signal structures, the interference between the existing GNSS (i.e. GPS and
GLONASS) and several candidate signal structures for Galileo are considered.

5.1.1. Overlay on GPS

5.1.1.1. Interference of Galileo Signals with the M-code

The M code was designed to co-exist with the C/A code and the P(Y) code. Furthermore
the M code will be a “stand alone" signal, i.e. it does not rely on the C/A code for acqui-
sition like the P(Y) code does. From a NATO point of view this is an important feature
because it allows the operator of the system to jam the C/A code, practically without
affecting the M code and thus preventing un-authorized use of the navigation signal. In
figure (5.1) the power spectra of the M code, the C/A code and two other codes with 2.046
MHz and 4.096 MHz chipping rate are shown.

It has been shown [Bet00a] that the overlap between C/A code and the M code is small
enough to allow intentional jamming of the C/A code. For reasons explained later in this
section it may be feasible to overlay Galileo signals with GPS. The chipping rate of the
C/A code does not necessarily represent an ultimate upper bound on the chipping rate of
a civil signal compatible with the DoD requirements. However analysis analogous to the
one performed in [Bet00a] will have to be done if negotiations between the EC and the
US Government are to be fruitful.

In this same context the location of the frequencies E1, E2 and E3 are right next to the
GPS L1 and L2 bands. A look at figure (5.1) reveals that a spill over from the outside
will have a far greater impact on the M code than interference from a code located in
the middle. Fratricide will be much more difficult with the civil signals as immediate
neighbors in frequency.
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Figure 5.1.:Power spectral densities of the M code, GPS C/A code and codes with GALILEO
2.046 MHz and 4.096 MHz chipping rates

Analogous to the calculation of the interference of the M code with the C/A code[Bet00a]
the interference of a potential overlay signal on GPS can be analyzed. The signal-to-
noise-plus-interference ratio (SNIR) is given by

(C/N0)eff =
Cs/N0

∫ βr/2

−βr/2
Gs(f)df

∫ βr/2

−βr/2
Gs(f)df + Ci/N0

∫ βr/2

−βr/2
Gs(f)Gi(f)df

(5.1)

whereGs(f) andGi(f) are the power spectral densities of the M code signal and the
interfering signal respectively.βr is the receiver front-end band-width andCs andCi are
the received powers of the M code and the interfering signal. Assuming a nominal power-
level of -158 dBW for the M code [BBC+00] and a receiver front-end band-width of 24
MHz, the effective signal-to-noise ratio is easily obtained as a function of the power level
of the interfering signal. In the figure below the effective signal-to-noise ratio is plotted
for a RECT signal with rectangular chip-shape and chipping rates of 1.023, 2.046, 3.069,
4.096, 8.192 and 10.23 MHz.

From figure (5.2) it is clear that an overlay on GPS will not affect the M code at all for all
practical power-levels.

In case of jamming, where the J/S ratio is say 60 dB and the jammer has the same spectral
characteristics as the overlay code, the M code will be degraded to 27, 24, 22 and 21
dB-Hz for chipping rates 1.023, 2.046, 3.069 and 4.096 MHz, respectively. However, in
a situation where the civil codes are jammed, the M code is likely to be employed in spot
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Figure 5.2.:The effective signal-to-noise ratio of a received M code signal as a function of the
power-level of the interfering signal. For reference the nominal power-level of the C/A code and
a jammer with a 60 dB higher power level is shown

beam mode, which increases its power by 20 dB. In that case the effective signal-to-noise
ratio will be above 40dB-Hz in all cases.

5.1.1.2. Interference of Galileo Signals with the C/A code

The interference of the overlay signal with the C/A code is shown in figure (5.3). From
the figure it is clear that if the overlay signal has the same nominal power level, it will
practically not interfere with the C/A code. In fact, the overlay signal could have a power
level almost 10 dB higher than the C/A code, and still not degrade the C/A code signif-
icantly, but the planned power levels for Galileo are nowhere near that kind of power.
Interestingly, the higher the chipping rate of the overlay signal, the less it will interfere
with the C/A code. The highest level of interference is caused by a signal having the same
chipping rate as the C/A code, because the overlap term in the denominator in eq. (5.1) is
maximized for such a signal.

5.2. Multipath in Combined Measurements

In this section we investigate the spatial correlation in multipath error. The two cases un-
der consideration are correlation of the multipath error in a DGNSS scenario. In this case
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Figure 5.3.:The effective signal-to-noise ratio of the C/A code, caused by the overlay signal. A
nominal power level of -157 dBW for the C/A code was assumed

the geometry of the signal propagation is different for different signals and the difference
in multipath error is due to the difference in geometry.

The other case is concerned with the dependence between multipath error for two or
more signals originating from the same source and received at the same receiver. Here
the geometry is identical for the two signals, but the properties of the signals themselves
are different. Thus the correlation difference in multipath error comes from the different
signal structure.

5.2.1. Correlation of Multipath in DGNSS

In the following we like to answer the question, how multipath errors behave, if we con-
sider a stationary scenario at the reference receiver, but shift the position of the mobile
receiver. In our model this corresponds to changing the geometric delay at the mobile
receiver, while keeping it constant at the reference station. The geometric delay cannot
be identified directly with the spatial separation of the receivers, although they depend on
each other. However, this simple model does not require the multipath to originate from
the same reflector. For simplicity we assume the SMR to be constant and the same for
both reflections.

Although multipath at a local station is a deterministic physical signal, we may consider
multipath as being quasi-stochastic, if we look to the multipath propagation in the entire
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coverage area of a GNSS satellite. In this coverage area we find a lot of different topog-
raphy and obstacles with different reflection parameters, roughness etc.. Thus, the idea in
our approach is always to discuss multipath on a regional scale, which means on the other
hand that multipath is so irregular that it becomes very close to random.

The stationary code multipath error is given in terms of an implicit function, which
presents a further complication to the analysis. In addition, the mathematical relations
depend on the kind of signal processing implementation in a specific receiver (coherent,
non-coherent, decision oriented, squaring, cross product etc.). In order to simplify the
number of options we assume that the receiver is using a non-coherent early-minus-late
detector for code tracking. This implementation is widely used in commercial GPS re-
ceivers. The basic expression that defines multipath error as a function of geometric delay
for a non-coherent receiver in the stationary case is found by calculating the root of the
S-curve. The result is written as∆τ = ∆τ(δ, η, d).

For the phase error we use the Costas discriminator and in the static case we write the
multipath phase error∆θ = ∆θ(∆τ, δ, η)

We are now interested in the auto-correlation function1 of ∆τ and∆θ as functions of
the variations in geometric delay. The parametersη andd are auxiliary values describing
the shape of the auto-correlation function. After subtracting the mean value from the
functions∆τ(δ, η, d) and∆θ(∆τ, δ, η, d) one finds

Φττ (∆δ) =
1

Ξτ

∫ 3Tc/2

0

∆τ(δ)∆τ(δ + ∆δ)dδ (5.2)

Similarly, we have for the auto-correlation function of the phase multipath error

Φθθ(∆δ) =
1

Ξτ

∫ 3Tc/2

0

∆θ(δ)∆θ(δ + ∆δ)dδ (5.3)

In order to evaluate these expressions, a small program was written. The tasks necessary
are first to evaluate the multipath error by finding the root of the S-curve to yield∆τ and
∆θ as functions ofδ. The resulting look-up tables are then used to calculate the integrals
in eq. (5.2) and eq. (5.3) for each value of∆δ.

Intuitively, given a certain constant difference in geometric delay between receiver and
reference station (∆δ), these functions are the normalized integrals over all possible de-
lays. This means, given that constant delay difference, the correlation between the multi-
path error at the reference and receiver, is the number given by the integral. If it is 1, then
for that particular difference in geometric delay, the receiver and reference will have the
same error. In a differential scenario, the error would cancel out in that case. If it is -1 the
errors have the same magnitude, but different sign. Thus, the multipath error is doubled.

1The auto-correlation function we are talking about here should not be confused with the auto-correlation
function from previous chapters. That was the auto-correlation function of the signal itself. Here the
auto-correlation function of the multipath error is meant.
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Figure 5.4.: Auto-correlation function of the multipath error for the code (left plot) and phase
(right plot). Due to the very rapid oscillations the plots appear as colored regions. The SMR was
η =0.5.

In figure (5.4) the auto-correlation functions of the multipath code and carrier phase error
are plotted. Note that as with the multipath errors themselves the auto-corelation function
oscillates very rapidly.

In figure (5.5) the auto-correlation functions of the multipath code and carrier phase error
for the first two meters of relative geometric multipath difference between reference and
rover. The curves for three values of the SMR ratio are shown.

If we take a look at the figures above we see that the correlation is not a simple monotonous
function of∆δ, it has very rapid oscillations with a wave length of 20 cm. As with the
multipath error these oscillations originate from the wave length of the carrier.
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Figure 5.5.: Auto-correlation function of the multipath error for the code (left plot) and phase
(right plot) for the first two meters. The SMR ratio wasη = 0.25, 0.5 and 0.75

It may appear strange that the amplitude of the auto correlation function islarger for
smallervalues ofη. This is due to the normalization: a correlation of -1 simply means
that the multipath error at the two locations will have the same magnitude, but opposite
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signs. The magnitude of the multipath error will of course decrease with decreasingη.
This phenomenon simply reflects the increasing asymmetry of the multipath error curve
with increasingη.
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Figure 5.6.: Envelope curves of the auto-correlation function of the multipath error for the code
(left plot) and phase (right plot). The SMR wasη = 0.25, 0.5 and 0.75.

Although the auto-correlation function of both DLL and PLL are definitely non-zero,
meaning that there is a correlation between the multipath at the receiver and at the ref-
erence, this information is not particularly useful for compensating multipath errors in
differential mode. The reason is that the auto-correlation function oscillates very rapidly
with the difference in geometric multipath (i.e.∆δ) and it is impossible for a user to know
the value of∆δ.

When looking at the auto-correlation function for the DLL and the PLL one might think
that the multipath error will tend to average out and become small. This is not the case,
because the geometric multipath at the reference will only change due to motion of the
satellite. Therefore the duration of a period of these oscillations will be typically of the
order of 100 to 1000 seconds. As we have seen already the multipath error changes very
rapidly for the moving user.

As soon as the user starts moving (even for low speeds of order of 10 m/s) the multi-
path error will start oscillating rapidly. Roughly speaking, every time the user traverses
one wavelength of the carrier frequency, the multipath error will change sign. If there is
multipath at the reference station, it will not change significantly in the time-interval con-
sidered and the multipath at the mobile receiver will simply oscillate around the multipath
error generated by the reference station.

Bottom-line of these considerations is that DGNSS will not yield a reduced multipath
error as compared to the single point case. On the contrary, in differential mode the
multipath can only increase.
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5.2.2. Correlation of Multipath in Multiple Frequency Systems

Future GNSS systems will definitely have satellites emitting signals on more then one
frequency for civilian use. In this context it is to be expected that people will want to con-
struct various linear combinations. The reason for this could be to estimate the ionosphere
or to resolve the integer ambiguity of the phase measurements (TCAR).

Obviously, two signals in different frequency bands emitted from the same satellite will
travel the same path. So, if there is multipath on one, there is also multipath on the
other. Due to the identical geometry, the multipath on the two frequencies will be highly
correlated.

To see how this works, the multipath error is calculated for two signals having identical
geometrical multipath and identical SMR. The signals are infinite band-width, rectangular
signals on the carrier frequenciesω1 = 1.5 GHz andω2 = 1.485 GHz, i.e. the frequency
separation was 15 MHz. The chip length was 300 m. Constructing the simple combination

ρE1E2 :=
ρE1 + ρE2

2
(5.4)

we can then calculate the multipath error ofρE1E2. The resulting multipath error can be
seen in figure (5.7). The figure shows a very dense sampling of the multipath error. The
multipath error oscillates very rapidly and thus the plot appears as a filled region.

The enveloping curve (i.e. the convex hull) in figure (5.7) is identical to the one for the
classical C/A code case. The main difference is the appearance of two basic frequencies,
corresponding toω1 andω1 − ω2. These frequencies when multiplied with the geometric
multipath are equivalent to a wave length of 0.2 m and 20 m. A closer look at figure (5.7)
reveals this. The curve is basically a superposition of these two frequencies.

Generally, one can say that the multipath error of a combination like the one in eq. (5.4)
will suffer the same amount of multipath error as theworstmeasurement in the combina-
tion. However, the shape and behavior of the multipath error will be a bit different.

To take a less hypothetical example let us consider the European frequencies filed at the
WRC2000 in Istanbul and compare it to the GPS III case. With selective availability
gone, the ionosphere will present one of the main error sources and thus the so-called
ionosphere free combination is of importance. WAAS and EGNOS were motivated by
the fact that, before GPS IIF is in place, aviation users are single frequency C/A-code
L1 users and ionospheric corrections have to be provided by these augmentation systems.
In Galileo it is hoped that ionosphere will not play such a significant role, because most
users will have at least two frequencies available.

It is well known that the ionosphere free pseudo-range is obtained, using dual frequency
measurements, by the expression

ρ12
iono =

γρ1 − ρ2

γ − 1
γ :=

f 2
1

f 2
2

(5.5)
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Figure 5.7.: Multipath error for the combination(ρE1 + ρE2)/2. The sigma was a C/A code
with infinite bandwidth and standard correlator spacings. On the horizontal axis the geometric
multipath is shown.

To put numbers on this we get using L1 (f1 = 1.575 GHz) and E5a (L5) (f2 = 1.174
GHz):

γ

γ − 1
= 2.25 and − 1

γ − 1
= −1.25 (5.6)

So in this case the measurement on L1 weighs almost a factor of two more than the L5
measurement.

We note that the corrected pseudo-rangeρiono is a linear combination of the dual frequency
measurementsρ1 andρ2 and of course not free of remaining ranging errors onρ1 andρ2.
However, amplification factors above play a key role in the remaining error budget (noise,
multipath). As just demonstrated the higher amplification factor is on the higher carrier
frequency. This implies that the higher performance signal should also be on the higher
carrier frequency.

To demonstrate this we consider three cases in the following. The first case corresponds
to the early suggestions for the Galileo signals on E1, E2 and E5. The signals assumed
for E1 and E2 are square-root raised cosine signals with roll-off 0.2 and chip length 97
m. The signal on E5 was assumed identical to the P code and the L5 GPS III signal, i.e.
rectangular chips, filtered to the first main-lobe. Chip length 29.3 m.

The second case corresponds to the GPS III signals on L1, L2 (GPS C/A code) and L5
(RECT(10) confined to the first main-lobe)
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Figure 5.8.:Multipath error for Galileo signals on E1 and E5. On the horizontal axis the geometric
multipath is shown.

The third case corresponds to the current open access signal on Galileo on L1 and E5a.
The signal on L1 is assumed to be a BOC(2,2) in a bandwidth of 8.184 MHz and the E5a
signal to be a RECT(10) confined to the first main-lobe.

Case 1 If there are three frequencies available, we could be lead to assume that two
ionospheric free observations could be made. For the thermal noise this may approxi-
mately apply when there are two high frequencies and a low one: the main contribution
to the thermal noise comes from the higher frequency (higher multiplication factor) so for
E1, E2 and E5 it is tempting to try something like

ρGalileo
iono =

ρ15
iono + ρ25

iono

2
(5.7)

where the twoρ on the right side are iono-free combinations as in eq. (5.5). For indepen-
dent measurements on E1 and E2 the noise will be reduced by a factor close to

√
2 and

this argument can safely be applied to the thermal noise.

For multipath, however, the situation is entirely different, because the multipath error
on E1 and E2 are very dependent. To see this we plotted the multipath error for the
combination in eq. (5.5).

These signals are shown in figure (5.8). Looking at the vertical axis we see that the
multipath performance is very different. The E5 signal has a maximal multipath error of
c.a. 5 m while the error on the E1 signal exceeds 20 m.

In figure (5.9) the combinations in eq. (5.7) for all three frequencies and for E1 and E5
alone using eq. (5.5) are shown. We see that there is practically no difference between us-
ing only two or all three frequencies what multipath is concerned. The only improvement
is that the envelop is superimposed by the beat frequency between E1 and E2.

More importantly, the only visible influence of the E5 measurement is a slight dent in the
beginning of the envelope in figure (5.9). So evidently the „good” frequency is suppressed
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Figure 5.9.:Multipath error for the ionosphere free combinations using the Galileo signals on E1,
E2 and E5. The right plot only uses E1 and E5 as described by eq. (5.5). On the horizontal axis
the geometric multipath is shown.

and the „bad” is amplified. The situation would be more ideal if the „good” frequency
was amplified and the „bad” one suppressed.
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Figure 5.10.:Multipath error for the L1 and L5 signals on GPS III.

Case 2 Now let’s compare this to the GPS III case. The signals assumed on L1 and L2
had chip length 293 m, infinite bandwidth and a correlation separation of 0.1Tc. The L5
signal was identical to the E5 signal above, except for a shift of the center frequency to
1174 MHz.

The multipath envelopes are shown in figure (5.9). Here the maximum multipath errors
are comparable, even though the L1 signal is not as good as the L5 signal, the discrepancy
is not as bad as with E1 and E5 in Case 1.

In figure (5.11) the ionosphere free combinations using eq. (5.5) and is plotted. The first
thing we notice is that the combination eq. (5.7) is not good in the GPS III case, because
the frequencies are more evenly distributed. This leads to a higher amplification factor for
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example between L2 and L5. However, if we compare figure (5.11) and figure (5.9), the
combination eq. (5.5) easily outperforms case 1.

It is important to realize that even though this may seem a drawback here, it is very
important in other contexts that the frequencies are properly distributed. This is especially
true, when multiple frequencies are to be used for ambiguity resolution. Further, as seen
in case 1, the improvement is not significant even if the frequencies are distributed as in
the Galileo case.

-100

-80

-60

-40

-20

0

20

40

60

80

0 50 100 150 200 250 300 350

M
ul

tip
at

h 
E

rr
or

 o
n 

C
od

e 
[m

]

Geometric Multipath [m]

Iononsphere free GPS III combination SMR = 0.5

-25

-20

-15

-10

-5

0

5

10

15

20

25

0 50 100 150 200 250 300 350
M

ul
tip

at
h 

E
rr

or
 o

n 
C

od
e 

[m
]

Geometric Multipath [m]

Iononsphere free GPS III combination with L1 and L5 only SMR = 0.5

Figure 5.11.:Multipath error for the ionosphere free combinations for GPS III on L1, L2 and L5
using eq. (5.7) to the left and for GPS III L1 and L5 only to the right.

Case 3 The third case represents the current proposal of the EC Signal Task Force. In
figure (5.12) the ionospheric free combination according to eq. (5.5) is shown. We notice
that the range where the delay produces a multipath error is shorter than in Case 2. For
short delays the multipath on the ionospheric free range is slightly larger than in Case 2.
This is due to the bandwidth limitation. With infinite bandwidth the maximum value of
the multipath errors in Case 2 and 3 would be identical.

Generally, what is learned from all this is that

• A combination of two frequenciesω1 andω2 yields a multipath error which has an
envelop that consists of the weighted sum of the individual envelopes.

• The resulting multipath error is superimposed by the beat-frequencyω1 − ω2.

For more than two frequencies the arguments above apply successively. In particular, the
properties of independent measurements, which lead to a square root reduction in error
(thermal noise), are not valid.
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6. Summary and Conclusions

Summary In this thesis an end-to-end simulation was implemented encompassing the
important effects from the user segments point of view. The modeling and implementation
aimed to take all the relevant features into account that have a direct and significant impact
on the performance of a GNSS receiver. In particular, emphasis was on the effects that are
hard to formulate and treat theoretically, such as non-linearities, stochastic processes and
the highly complex boundary conditions generated by the interaction of the signal with
the environment.

While it is important to develop a model suitable for implementation as a simulation, the
development of the substantial theoretical ground work necessary led to many interesting
insights for the better understanding of the nature of a GNSS.

The three most important parts of the model development are the signal model, the signal
propagation model and the receiver model.

The signal model is an extension of the well-known signal modeling used to describe GPS
signals. The present model was extended to include any sort of BOC-modulation, SRC
chip-shaping and a modulation that I have called SOC modulation1 for “sinusoidal offset
carrier" (see section2.2.7).

It was also shown analytically, that the BOC signal can be tracked in side-band mode and
an exact expression for the form of the corresponding correlation function was derived
(see section2.2.8). The side-band correlation function does not have multiple maxima.
This property is extremely important for the acquisition and correct tracking of the BOC
(and SOC) signal.

A new and more accurate expression for the pre-detection integral2 was derived (see sec-
tion 2.2.4.). This was an important step in order to arrive at a valid description of the
multipath effect for a moving user.

The most important part of the signal propagation model is essentially a ray-tracing algo-
rithm together with the application of the Fresnel equations. This is a 3-D exact specu-
lar ray-tracing, which was derived and implemented during the work accompanying this
thesis (see sections2.3.2and2.3.3). The results confirm how important it is to use a de-
terministic model for the multipath effect as it generates well-defined, realistic dynamics
that are responsible for the multipath errors.

1During the writing of the thesis, this type of modulation has found its way into the literature under the
name “linear offset carrier" (LOC).

2The pre-detection integral describes the integrate-and-dump process in the correlators
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Beside the signal model the receiver model constitutes a major part of this work. Essen-
tially it is a dynamic modeling of the tracking process (DLL and PLL). As the model is
based on continuous calculus it was a challenge to incorporate the effects of the noise
processes. However, this was solved by using the Îto calculus to extend the ordinary
differential equations to stochastic differential equations (see section2.5.4).

Another challenge during the development of the receiver model was introducing the ef-
fect of the oscillator instabilities. As the oscillator noise in general is a complex stochastic
process, it is not realistic to assume a Gauß-ian process. To make matters worse, some
part of it (the so-called flicker term) cannot readily be described in the time domain (see
section2.5.3and references given there). To be able to integrate the oscillator effects
realistically into the receiver model, a model was developed that is expressible as a set of
stochastic differential equations. The method is based on a tricky expansion of the spec-
tral representation of the oscillator noise process, which is then transformed back into the
time domain.

All these models were developed such that they could be integrated into a larger end-to-
end simulation afterward. This means that the individual models have the appropriate
interfaces and the degree of detail must be compatible.

The implementation was verified by comparing the results to known theoretical expres-
sions and an indirect experimental verification was performed in the sense that some of
the theoretical formulas have been compared with experimental data.

Important Results Most analysis of the multipath effect in the literature involve anal-
ysis of the so-called envelope curves. The main assumption for these calculations are on
the magnitude of the reflected signal, the absence of signal dynamics and the fact that the
line-of-sight signal is available.

As shown in this thesis (see section4.2.2), the static receiver assumption is only valid
for extremely low velocities (i.e. when the receiver moves slower than 0.1 to 1 m/s).
In addition to the well-known fading caused by the tracking loops, the effect stemming
from the pre-detection process (or correlation process) contributes significantly toward
reducing the bias resulting from the loop fading3 (see section4.2.2). This is a result from
the more accurate analysis of the pre-detection integral already mentioned.

Comparing the GPS C/A signal structure (BPSK(1)) with the GPS modernized signals
(GPS L5 BPSK(10)) and the Galileo signals (BOC(2,2), BPSK(5), BPSK(10) and BOC-
(15,10)) shows an improvement in thermal noise by roughly an order of magnitude. For
the multipath error this is generally also true. However, the multipath error caused by short
multipath delays (i.e. up to 10 m) will be similar for all signal structures. Interestingly,
the short range multipath delays seem to be the most common in an urban situation (see
section4.3). The consequence is that as the thermal noise is reduced for say, a BPSK(10)

3The mean value of the multipath error in the static case isnot zero, thus the filtering due to the tracking
loops will not eliminate the multipath error completely
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signal compared with a BPSK(1) signal, the multipath effect due to short range delays
is not (compare figure (4.38) and figure (4.39) on pages195 and196, respectively). In
the GPS C/A code (BPSK(1)) case the multipath error is of the same magnitude or even
larger than the thermal noise. In the P-code case this is opposite; the multipath effect is
the critical effect.

In general, it can be commented that as the signal structures become more advanced and
powerful, the more important it is to reduce other error sources in the GNSS system. For
example it would be appropriate for Galileo to provide more accurate orbit and clock
parameters than the GPS system does to improve the overall positioning accuracy.

Simulations were performed for dynamic situations in realistic urban environments (Oe-
dekoven and Stuttgart, see section4.3). The most significant errors are mainly generated
in situations where the direct line-of-sight is blocked and the receiver is able to track the
indirect signal. In theory, this can cause range errors of practically any magnitude. This
error is mainly governed by the geometric situation and is relatively independent on the
signal structure.

In all the simulations involving complete constellations it was clearly demonstrated that
under harsh conditions (urban canyons and mountainous areas), the combined use of
Galileo and GPS can increase the availability and quality of the services significantly.
Thus the interoperability between GPS and Galileo is very important.

A further result from the analysis and the simulations is what I call the dynamic near-
far effect. This effect is an error induced in the tracking loops when the receiver passes
relatively close to a signal transmitter4 (see section4.2.2.1and section2.1.3). In this case
the higher derivatives of the line-of-sight can become quite large even if the receiver is
traveling with constant velocity. This causes range errors in the tracking loops due to their
transient response. In some cases it can even cause the receiver to loose lock. When the
signal originates from a satellite this effect is not expected to be important. However, for
pseudolites this could be important.

Regarding BOC signals it is usually considered a great problem that the BOC auto-
correlation function has multiple maxima. This issue was systematically analyzed in
simple simulation as well as in full-scale simulations involving 3-D city models and the
results can be summarized as follows.

If the tracking loop tracks the correct maximum of the auto-correlation function initially
and the line-of-sight is never disrupted then there seems to be little or no danger that
the tracking loop will slip onto another (wrong) local maximum of the auto-correlation
function. This is the case even if the receiver is subject to extremely low signal-to-noise
ratios or extreme multipath conditions (see section4.2.3). Oscillator instabilities also do
not seem to be a problem in this respect.

4This effect has nothing to do with the classical near-far effect, which relates to the change in power-level
with distance to the transmitter.
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6. Summary and Conclusions

However, in more realistic situations where the direct line-of-sight is temporarily blocked,
it is possible for the receiver to start tracking the BOC signal on a wrong peak (see section
4.3.1 and figure (4.40)). This can be a problem for stationary as well as for moving
receivers.

Two possible approaches to ensure correct BOC tracking were presented in the thesis. The
first approach involves using the side-bands to acquire and track the BOC signal and then
transfer to the processing of the full auto-correlation function of the BOC signal. The side-
band signal is tracked parallel to the full BOC tracking as a monitor. The importance of the
results for the side-band tracking is that the side-band can be trackedwithout additional
side-band suppression filters, as these filters would introduce an additional delay. Thus
the same front-end and the same signal conditioning can be applied for the full auto-
correlation function tracking as for the side-band tracking.

Another possibility is to chose the correlator spacing such, that the “wrong" zeros of the
S-curve are not stable tracking points anymore (see section4.2.4). This approach is not
optimal as the correlator spacing is limited to this particular value.

The correlation of the multipath effect in a differential GNSS scenario was analyzed for
a simple case (see section5.2.1). The result is that there is a strong correlation between
the multipath effect at the reference and at the user. However, due to the rapid oscillations
of the multipath effect this correlation varies between±1 as the difference in multipath
delay changes by half a wavelength (approximately 10 cm). Therefore it seems difficult
to use this information to improve the differential solution.

When using multiple frequencies to compensate for the ionospheric effect, measurements
are combined in a certain way (ionospheric free combination). As is well-known this
leads to an amplification of the noise (see section5.2.2). In particular, the error on the
measurement on the higher frequency is amplified more than the lower frequency mea-
surement. The ionospheric free combination of also amplifies the multipath error. In the
GPS modernized case, using L1 (BPSK(1)) and L5 (BPSK(10)) the multipath error on the
ionospheric free combination is dominated by the L1 measurement. This is unfortunate
as the multipath performance of the L1 measurement is worse than that of L5.
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A. Definition of Constants and
Functions

This appendix contains a list of commonly used constants and functions. In this thesis the
sinc-function is defined as1

sinc(x) :=
sin(x)

x
(A.1)

The Heaviside step function is defined by:

θ(x) :=

{
0 x < 0

1 x > 1
(A.2)

The symmetric unit rectangle:

Rect(x) := θ(x + 1/2)− θ(x− 1/2) (A.3)

The triangular functionTri(·) is defined as:

Tri(x) :=

{
0 for |x| > 1

1− |x| for |x| ≤ 1
= (1− |x|)θ(1− |x|) , (A.4)

The sine integralSi(x) is defined as

Si(t) :=

∫ t

0

sin(x)

x
dx (A.5)

1Sometimes this function is defined with a factor ofπ, but we will refrain from that
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B. Relations and Identities

A trivial identity related to the complex conjugate of a geometric series:
(

N∑

k=1

ak

)(
N∑

j=1

a−j

)
= N +

N−1∑

k=1

(N − k)(ak + a−k) (B.1)

Standard geometric series (a 6= 1):

N∑

k=1

ak−1 =
1− aN

1− a
(B.2)

Integral representation of the delta distribution:

2πδ(x− a) =

∫ ∞

−∞
ei(x−a)t dt (B.3)

The derivative of the Heaviside function:

θ′(x) = δ(x) (B.4)

The Fourier transformation ofcos(at) andsin(at):

F{cos(at)} = πδ(ω − a) + πδ(ω + a)

F{sin(at)} = iπδ(ω + a)− iπδ(ω − a)

F−1{cos(aω)} =
1

2
δ(ω − a) +

1

2
δ(ω + a)

F−1{sin(aω)} =
i

2
δ(ω + a)− i

2
δ(ω − a)

(B.5)

The Fourier transformation of the Triangle function:

F{a

2
Tri(at/2)} = sinc2(ω/a) (B.6)

Representation of a square wave in terms of the Heaviside step function:

Sqrn(x) = (−1)n[θ(x + Tc/2) + θ(x− Tc/2)] + 2
n−1∑

k=−n+1

θ(t + kT/2n) (B.7)

where the parametern counts the number of square-wave periods within a symbol. For
n = 1 eq. (B.7) reduces to the Manchester case.
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B. Relations and Identities

Mean value theorem for integrals Assumef andg are continuous on[a, b]. If g
never changes sign in[a, b] then, for somec in [a, b], we have

∫ b

a

f(x)g(x)dx = f(c)

∫ b

a

g(x)dx (B.8)

The proof of this theorem can be found in most text books on calculus, e.g. [Apo69]
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C. Derivation of the ACF for the PLL

In section (4.1.1) the auto-correlation function of the stochastic process resulting from
the PLL was simulated and compared to the theoretical result. In this appendix the auto-
correlation function of the PLL is derived.

It can be shown that the auto-correlation function of a Gauß-ian white noise process sent
through the linear transfer functionH(ω) is given by [Lin72]

R(τ) =
1

2π

∫
H(iω)H(−iω) eωτ dω (C.1)

Further, it can be shown that the closed loop transfer function of the linearized PLL in
eq. (2.192) is given by [Spi73, Eis97]

H(ω) =
ω2

n + i2ξωnω

ωn2 + i2ξω2
n − ω2

(C.2)

Thus we are confronted with calculating the inverse Fourier transformation of the square
of the magnitude of the transfer functionH(ω). This is straight forward, although a bit
cumbersome.

The obvious way is to use the residuum theorem. We then have to identify the poles of
the integrand in eq. (C.1). The integrand of eq. (C.1) has four poles atω± andω̄± where

ω± = ωn

(
iξ ±

√
1− ξ2

)
(C.3)

and the bar means complex conjugate. The denominator of the integrand in eq. (C.1) can
now be written as

D(ω) := (ω − ω+)(ω − ω−)(ω − ω̄−)(ω − ω̄+) (C.4)

There are two poles in the upper complex plane ofω and two in the lower. Assumingτ to
be positive we can close the integration curve in the upper complexω-plane. The fact that
the auto-correlation function must be symmetric, saves us the trouble of considering the
caseτ < 0. Using the residuum theorem, we can now write the auto-correlation function
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C. Derivation of the ACF for the PLL

as

R(τ) =
1

2π

∫
H(iω)H(−iω) eωτ dω

= −i lim
ω→ω+

(ω − ω+)(ω4
n + 4ξ2ω2

nω
2)

(ω − ω+)(ω − ω−)(ω − ω̄−)(ω − ω̄+)
eωτ

− i lim
ω→ω−

(ω − ω−)(ω4
n + 4ξ2ω2

nω
2)

(ω − ω+)(ω − ω−)(ω − ω̄−)(ω − ω̄+)
eωτ

= −i
(ω4

n + 4ξ2ω2
nω2

+)

(ω+ − ω−)(ω+ − ω̄−)(ω+ − ω̄+)
eω+τ

− i
(ω4

n + 4ξ2ω2
nω

2
−)

(ω− − ω+)(ω− − ω̄−)(ω− − ω̄+)
eω−τ

(C.5)

We are interested in the normalized auto-correlation function and thus proportionality
factors are ignored. Inserting the roots from eq. (C.3) we get

R(τ) ∝ e−ξωnτ

( [
(1 + 4ξ2)

√
1− ξ2 + iξ(4ξ2 − 1)

]
eiωn

√
1−ξ2τ

+
[
(1 + 4ξ2)

√
1− ξ2 − iξ(4ξ2 − 1)

]
e−iωn

√
1−ξ2τ

)

∝ e−ξωnτ
(
(1 + 4ξ2)

√
1− ξ2 cos(ωn

√
1− ξ2τ) + ξ(4ξ2 − 1) sin(ωn

√
1− ξ2τ)

)

(C.6)

For the standard valueξ = 1√
2

the normalized auto-correlation function becomes:

R(τ)

R(0)
=

e−ωnτ/
√

2

3

(
3 cos(ωnτ/

√
2)− sin(ωnτ/

√
2)

)
(C.7)
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D. List of Symbols

The following list contains frequently used symbols:

Tc: Chip length
S: Signal
τ(t): Transmission delay of the signal
φ(t): Phase of the signal
ω: Carrier frequency
bk: State of a code or data bit±1
g(t): Chip shape
g: Scattering factor for reflections off rough surfaces
Tp: Integration interval of the correlator
Nc: Number of bits in a code
t: Time
d: Correlator spacing. Defined as the delay between the early and the

late correlator
P (ω): Power spectrum
F : Fourier transformation
ω′ := ω + ∆ω: Frequency of the reference oscillator
φ′ := φ + ∆φ: Phase of the reference oscillator
r(·): Integrand of the auto-correlation function
Sqrn(t): Square wave for BOC modulation, see appendixA
θ(·): Heaviside step function
δ(·): Dirac delta distribution, see appendixA
n: Number of square wave periods in a BOC modulated chip
tc := Tc/n: Duration of a Square wave period
?: Convolution
BBW : Bandwidth
b: Bandwidth parameter
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D. List of Symbols

Prec: Received power
Pt: Transmitted power
λ: Wave length
N0: Spectral power density of the thermal noise
n̂: Normal vector
n(t): White Gauß-ian noise process
ξ(t): Noise after integration
p: Differential operator
h0: Allan variance parameter, white frequency noise
h−1: Allan variance parameter, flicker frequency noise
h−2: Allan variance parameter, random walk frequency noise
χocx: Oscillator noise
D(t): Discriminator function of the tracking loops. Also called S-curve
δSθ: Variance of the carrier phase discriminator
δSτ : Variance of the code phase discriminator
ωL: Resonance frequency of the second order loop
ξ: Critical damping of the second order loop
β: Roll-off parameter, used for raised cosine signals
ωmax±: Maximum spectral density of BOC and SOC signals
G(p): Transfer function of the phase tracking loop
F (p): Transfer function of the code tracking loop
ωIF : Intermediate frequency
aj: Signal amplitude of multipath numberj. a0 corresponds to the

direct line-of-sight.
ηj := aj/a0: Relative signal amplitude between the direct line-of-sight and mul-

tipath numberj.
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E. List of Acronyms

The following list contains frequently used acronyms:

A/D: Analog to digital conversion
BOC: Binary offset carrier
BPSK: Binary phase shift keying
C/A: Coarse acquisition code
CDMA: Code division multiple access
CPU: Central Processing Unit
DLL: Delay lock loop
DME: Distance measuring equipment
DTM: Digital terrain model
E,e: Early channel
EGNOS: European geostationary overlay system
ENU: Local coordinate system with axis pointing in the directions East,

North and up
GNSS: Global Navigation Satellite System
GPS: Global Positioning System
I: In-phase component
IF: Intermediate frequency
L,l: Late channel
LNA: Low noise amplifier
MEDLL: Multipath estimating delay lock loop
MEO: Medium earth orbit
MFC: Microsoft foundation classes
MMIC: Microwave mineaturized integrated circuit
NCO: Numarical controlled Oscillator
NIMA: National Imagery and Mapping Agency
NIST: National institute of standards and technology
ODE: Ordinary differential equation
P,p: Punctual channel
PLL: Phase locked loop
PRS: Publicly regulated service
Q: Quadra-phase component
RMS: Root-mean-square
SDE: Stochastic differential equation
SMR: Signal-to-Multipath ratio
SNIR: signal-to-noise-plus-interference ratio
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E. List of Acronyms

SNSS: Simulated Navigation Satellite System
SOC: Sinusoidal offset carrier
STF: Signal task force
STL: Standard template library
TCAR: Three carrier ambiguity resolution
TDMA: Time division multiple access
TTFF: Time to first fix
UTC: Coordinated universal time
VCO: Voltage controlled Oscillator
WAAS: Wide area augmentation system
WGS-84: World geodetic system
WRC: World radio conference
XO: Quarz oscillator
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