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1. Introduction

1.1. Motivation—Why Model and Simulate a GNSS?

An operating Global Navigation Satellite System (GNSS) (the navigation system in its
environment) is a very complicated system. In order to estimate the influence of a change
in one component of the GNSS (e.g. a different carrier frequency or the impact of narrow
correlating on the quality of the positioning measured by a user) it is necessary to model
the whole system (satellite constellation, signal transmission, receiver, environment etc.),
not just parts of it.

In view of future GNSS (e.g. Galileo), their design and development, and maybe more
importantly their basic parameters such as carrier frequency, number of frequency chan-
nels or orbit parameters, it is very important to estimate their performdaderethey

are built.

When designing a receiver for an existing GNSS (GPS and/or GLONASS), it may also be
helpful to “try it out” in a simulation before any hardware is implemented. Thus, an end-
to-end simulation of a generic GNSS is of immense importance for existing and future
GNSS.

In this work we would like to formulate the relevant theory around GNSS in a general
framework, which encompasses all (or at least most) of the ideas and concepts currently
circulating in the literature. Only in such a framework can the different ideas be com-
pared and tested in a simulation. In developing the theory the common features and the
differences of the various concepts become evident and can be analyzed in detail. The phi-
losophy is to go as far as possible with the theory and from there algorithms are designed
and implemented. Staying with the theory for as long as possible has two main advan-
tages: the more important one is that a deeper understanding of the system is achieved.
The second is that the numerics are usually reduced. But at some point we cannot carry
the theory further and there the simulations step in.

When deciding what to include in the simulation, one needs to keep the goal in mind
that one wants to achieve by the simulation. Implementing a simulation takes a lot of
effort and thus phenomena should only be simulated that need to be simulated. Numeric
simulation should also not be overestimated and should be regarded as a last resort when
analysis will not carry us further. Proper analysis can usually be relied on to yield a more
profound understanding of the physical phenomena than numeric simulations.
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1. Introduction

Another philosophy that is often encountered is to simulate everything that can possible
be simulated. While this may often be the sensible thing to do, it at least as often does not

make sense. For example using high precision ephemeris with an absolute orbit accuracy

of 1 m to plan a measurement campaign where only the approximate azimuth and eleva-
tion angles are required is killing mosquitoes with a shotgun; it is too expensive, it takes
too long time and demands too much computational power. Apart from that it contains
too many potential sources of error.

When the simulator described in this thesis was designed, an effort was made to maintain
a certain balance between the models and algorithms, concerning the level of detail and
accuracy. Models and input data, which depend on each other should apply a similar
level of accuracy; it does not make sense to use a terrain model which has a resolution in
the order of centimeters, when the assumptions for the propagation model of the signal
only applies to a curvature larger than tens of centimeters (see s@c8i@gnlon rough
surfaces).

The models and algorithms must also be compatible to each other. For example if the
oscillator error in the receiver is modeled such that the error on each chamettical
it will cancel exactlywhen the position is calculated.

Basically, there are two main reasons for implementing a simulation; understanding the
system and/or comparing the performance of more than one system. For the understand
ing of the system, analysis is the vehicle of choice. However, it has its limitations, in
particular when many components interact.

In this work emphasis is laid on the actual performance of the system, provided it is
technically available. Questions of integrity, continuity of service, availability and system
reliability are not considered in this work unless they concern the performance in some
way (as is the case for multipath environments).

1.2. Structure of the Thesis

The thesis is structured as follows. In chapter two the models are introduced and/or de-
rived. First a model for the constellation is introduced. As the emphasis in this thesis is
not on the orbit propagation, but more on the receiver and signal side, the constellation
is simply a Kepler model. In that section there is, however, some analysis regarding the
dynamics of the line-of-sight (Doppler effect and derivatives of higer order).

In this thesis there are basically two models for the signal: a signal propagation model,

which is a physical model that approximates the electromagnetic properties of the signal
and its interaction with the environment. The second model describes the signal during
signal processing. This model reflects the situation after reception through the antenna
and conversion to a simple voltage. The next two sections deal with the signal model

and the signal propagation model. The last section in chapter two concerns the receiver
model. The signal processing model and the receiver model form the core of the thesis.

14



1.2. Structure of the Thesis

Chaptef3 contains a description of the implementation of the simulator called Simulated
Navigation Satellite System (SNSS), which was developed and implemented as a part of
this thesis.

In chapteid results from numerous simulations are presented. The simulations aim to
analyse the performance of the various signal structures and compare their performance
under various conditions. In particular multipath and non-optimal signal-to-noise situa-
tions are of interest as well as the impact of signal dynamics.

Chaptefd contains analysis and theoretical results, which are not directly related to the
analysis and implementation of the simulator. These are interference analysis and calcu-
lations related to the compensation of the ionosphere and its impact on the noise perfor-
mance of the code and phase measurements. There is also some analysis on the spatial
correlation of multipath errors.

The last chapter contains a summary of the thesis and conclusions drawn from the results.
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2. Models

In this chapter we introduce and develop the theoretical models, which were implemented
in the simulation software. Analysis not directly relevant to the implementation of the
simulator is presented in chapigr

In the first section the model for the orbits is introduced. The orbits are simply calculated
using the same procedure as in GPS, i.e. the GPS data format and the corresponding
algorithms are used to propagate the satellite orbits. Stationary satellites are also used to
represent geostationary orbits and pseudolites. The second section contains a definition
of the signal model and then some base-band properties, like spectrum, power spectrum
and autocorrelation functions are derived.

In the third section the signal propagation model is developed. It consists of a geometric
and electromagnetic partThe receiver model is developed in the fourth section.

2.1. Constellation

For the purposes of a simulation like this it is considered sufficient to describe the orbits in
a relatively crude way. Basically, there are two kinds of satellites: moving and stationary
(relative to WGS-84). The stationary ones are simply described with a Cartesian coordi-
nate and a zero velocity and acceleratiin WGS-84). The moving orbits are described

in the same way that GPS satellites are, using almanac data.

Although this section is called orbit modeling, the relative motion between the receiver
and the signal source (satellite or pseudolite) will also be considered, i.e. the motion of the
line-of-sight. From the receiver point of view this is the relevant geometry, as it relates
to the Doppler shift and corresponding effects of higher order. The case for stationary
receivers and satellites on GPS-like orbits was treated in-depisfj]. For the receiver
model the dynamics of the line-of-sight are important and are required as an input. The
line-of-sight dictates the transient behavior of the tracing loops.

Theoretically, there is no need to make this distinction and theoretically it doesn’t make sense. Here this
distinction is made for algorithmic and implementation reasons.
2Coriolis forces etc. are not relevant in this context.
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2. Models

2.1.1. Orbit Modeling
2.1.1.1. Kepler Orbits

The orbits of the moving satellites are described by Kepler orbits, which are obtained from
the almanac data. The almanac data is identical to that used for the GPS orbit calculation
(without clock corrections).

For a Kepler orbit the motion is restricted to the plane (see &gl3(). The position
vector and velocity vector of a satellite on a Eulerian orbit in an inertial co-ordinate system
where the orbit is assumed to lie in the xy-plane can be described by:

o Bain) i (Rean) @

whereE = E(t) is the eccentric anomaly, is the eccentricity of the ellipse, is the
semi major axis and := +/u /a3 is the mean angular velocity or mean motion. When the
satellites are orbiting the earth, the value of the gravitational constart 986004415
10" m3/s*. The length of the vectatis || = a(1 — e cos(E)). The relations between the
symbols are explained in figurg.{)

v

Figure 2.1.:Explanation of the parameters involved in the description of the Kepler orbit
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2.1. Constellation

For the purposes of this work it is necessary to obtain the velocity and acceleration of the
line-of-sight. The acceleration vector is easily obtained, by differentiatind2ef). with
respect to time:

- —n?a? cos(E) — = sin?(E
"= |72 ( V1 —eZsin(E)[1 + |€7a] (2:2)
here it was used that
E(t) = n(t—Tp) + esin(E(t)) andthus E=-—" " (23

1 —ecos(E) |7

The quantities above are all in an inertial reference system. They now have to be trans-
formed into WGS-84. Denoting the inclination of the orbit#jyand byf2 the corrected
longitude of ascending node (Earth’s rotation, to a first approximation), the results from
above can be rotated into WGS-84 with the following transformation:

R:=RF
F= L (i) = i+ RF
= - (Rr) =R+ R7 (2.4)
A d /- N\ .- -
F= (RT+RT> — RF 4 2R7 + RF
whereR is defined as
cos(€2) —cos(#;)sin(2) 0
R:= [ sin(2) cos(#;)sin(Q2) 0 (2.5)
0 sin(6;) 0

The anglée); is a constant, obtained from the almanac dataaiigiven by
Q=Q(t) :== Q + (AQ — Qeann)t (2.6)

The parameter@o,‘AQ andQearn are constant values), is the angle of the ascending
node in radians/A(2 is a correction value to account for the drift of the ascending node
andQeann 1S the rotation rate of the earth.

The velocity of the line-of-sight is defined dg7| and can be shown to be

ena?

7]

di|7 = sin(F) (2.7)

2.1.2. Geostationary Orbits

In SNSsthe geostationary orbits are simply defined by a time-independent co-ordinate in
WGS-84. Such orbits are useful for specifying

e Geo-stationary orbits

19



2. Models

e Pseudolites

Note, that as the geostationary orbit 3WsSs can have any radius, it is not always a
solution to the Kepler equations.

The velocity and acceleration can safely be sét, toecause the user is moving in WGS-
84 and the speed and acceleration of the line-of-sight only arises from the motion of the
user.

2.1.3. Motion of the Line-of-Sight

In this section we take a closer look at the behavior

of the line-of-sight. The motion of the line-of-sight

for stationary receivers and GPS-like orbits can be
shown to be well-behaved. There is some steady
Doppler (corresponding to the first derivative of the
line-of-sight) in the order of 1 kHz, which changes
from a positive to a negative value during the satel-

lite pass. The duration of the pass is in the order ofeiver
10*-10° seconds. Thus, higher order derivatives of < |
the line-of-sight are very small.

source

v

For the case of a terrestrial transmitter (i.e. pseudg?
lite) the situation turns out to be less trivial and . : .

. : namics of the line-of-sight for a re-
turns_outthat even _forarecelver moving at const_%r(]}ﬁver passing a pseudolite. The re-
veIouty and a_statlonar_y transmitter the d_ynar_nlggiver moves with constant velocity
of the line-of-sight can, in fact, become quite violent. To see this, let us assume’the user
to have the positiom and the satellite position vector in WGS-84 to Bethen the line-
of-sight is the vector defined by := R — @. The relative velocity vector is defined by
7 := Vz — V., where the vector¥ andV, are the velocity vectors of the satellite and
user receiver respectively.

d:' ure 2.2.: A simple scenario to
?Fegmonstrate the behavior of the dy-

Using the identities? s> = 255 ands® = - 7, we can calculate the first two derivatives
of s:

s (2.8)

(*+a-5- 3%

wheres = |5] anda = v. The position, velocity and acceleration of the user are
unknown; they are needed as input from the simulation. However, the satellite kinematics
are known and can be inserted into €8).

If the signal is coming from a satellite, higher derivatives of the line-of-sight will be small.
But if the signal comes from a pseudolite, the situation can be entirely different. A typical
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2.1. Constellation

situation would be an aircraft flying over a pseudolite in final approach. The so-called
,bubble concept” CPC"93, ICPL"93] foresees a pair of pseudolites at the end of the
run-way. As the aircraft lands, it passes over these two pseudolites just before landing.
Obviously, the plane will be traveling at velocities in the order of 100 m/s and the fly-by
distance (i.e. the minimum distance that the receiver will have to the pseudolite) will be
in the order of 100 m.

To see how this looks for a simplified configuration of a pseudolite and a receiver moving
along a straight line with constant velocity, we can write down higher derivatives of
Under these assumptions, we then get:
. 50U .
S = — S =
S S

¥ =32 Y=y (f - 4f> (2.10)
S S S

(2.9)

Higher derivatives can also be calculated in a similar manner. The expressions8eq. (
and eq.[2.10 are iterative, i.e. higher derivatives are expressed in terms of lower ones
to keep the equations simple. Thus, if we were to write down[2§) &nd eq.[2.10 in
terms ofh andv the equations would become increasingly complex.

To demonstrate eq2(9 and eq.[2.10 on a simple example, consider the configuration
in figure 2.2). The fly-by distance i, the velocity of the receiver is. The coordinate
system is chosen such that at time 0 s, the receiver passes the pseudolite. The units
chosen are SlI, but the plots in figul23) scale withv/h, so that we get the same plots
for h =200 m andy = 100 m/s as we would for say= 20 m andv = 10 m/s. In this case
the vertical scale would of course also be scaled down by a factor of 10.

The first five derivatives of the length of the line-of-sight are shown in figir@.( The
fly-by distances weré = 100, 150, 200, 300, 400 and 500 m. The speed of the receiver
waswv= 100 m/s.

In the first two plots the amplitude of the higher derivatives are generally larger than for
the first derivatives. So the higher the derivative, the larger the amplitude. As the fly-by
distance is increased, the higher derivatives are reduced and as can be seen in the last plot
(h =500 m) the amplitude of the fifth derivative is the smallest one.

Apparently, there seems to be a ,dynamic barrier” around the pseudolite, because if the
fly-by distance is smaller than the velocity, the higher derivatives seem to diverge. If the
derivatives are evaluatediat 0 we see that the-th derivative i$

n/2—1
d" V(=)D — 2k — 1) neven
s = e e (2.11)
t=0 0 n odd

3This statement is not proven, but it holds for upite 500, for which the product in edZ[IJ is in the
order of101%%Y, For all practical purposes the statement is considered valid.
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Figure 2.3.: The first five derivatives of the line-of-sight for the simple fly-by scenario described
in figure Z2). The velocity of the receiver was= 100 m/s for all plots and the fly-by distance
(h) was 150, 200, 300 and 400 m. The units on the vertical axis are Sl, i..mi& and so on.
Note that the vertical scale differs between plots.
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2.1. Constellation

It is therefore important that the factofh < 1 Hz, else the derivatives in e.01) will
diverge.

As can be seen from figur2.Q) the derivatives for oda. have their maxima to the left
and right oft = 0 and their location depends en Therefore it is a bit harder to obtain an
expression analogous to eg.11) for oddn.

Usually, when signal dynamics are discussed in the context of pseudolites, people are
concerned about the so-called near-far effect which relates to the variation in signal power
with the line-of-sight. This has consequences for the dynamic range of the low-noise
amplifiers, the automatic gain-control and the A/D converter in the front-end, which tend
to become saturated or at least start operating in a non-linear way for too high signal-to-
noise ratios.

The discussion here is more concerned with the higher derivatives of the line-of-sight
and the impact on the tracking loops of the receiver. A tracking loop of atdeill

have a dynamic tracking error (also called transient tracking error) proportional to the
n-th derivative ofs. Tracking loops in GPS receivers are typically of order two or three
and looking at the plots in figur@(3 we see that the tracking error may thus become
very large and may eventually cause the receiver to loose lock. This phenomenon is
independent from the signal power in the sense that even if the dynamic range of receiver
can handle the variations in the power and thus power control can successfully be applied,
it may still loose lock because of the transient tracking error. However, the tracking loop
has a certain temporal inertia, caused by the loop-bandwidth. If the fly-by is very fast,
the tracking-loop may be able to sustain the sudden changes in the line-of-sight if the
time frame for which the receiver is in the critical region, where the Doppler changes
sign, is short compared to the inverse loop bandwidth. In sedt®R2.1this issue will be
addressed and results of simulations particularly designed to investigate this effect will be
presented.

23



2. Models

2.2. Signal Model

2.2.1. Introduction

In this thesis there are two models for the signal. A physical one for the signal propagation
from the satellite, through the atmosphere, environment and through the antenna into the
signal processing part of the receiver. From there the signal is modeled using a signal
processing model appropriate for modeling the signal within the receiver (analog and
digital).

The approach followed here is very similar to the one takeikisd7. However, here the
model in [Eis97] is re-formulated to include any type of signal and some refinements are
made.

The signal is assumed to be modulated onto a carrier wave in a binary phase shift keyed
(BPSK) manner. Thus, the modulation would be equivalent to a multiplicatien evith

the carrier wave every time the sign of the chip changes. This can be formulated as a mul-
tiplication of the carrier with a function that is piece-wise constant and takes on the values
+1. It has transitions each time the code changes sign. A plot of such a function looks
like a random sequence of rectangles with a width corresponding to the chip duration.
This is illustrated in figured.4). The left part is a schematic representation of the time
domain and to the right the situation in frequency domain is shown. This corresponds
to what can be called un-shaped chips and approximates the signal structure of the GPS
C/A code adequately. In the model introduced here the shape of these rectangles is not
constrained to rectangles, but can have any shape. The shaping of the chip can have many
reasons, discussed below. The more general chip shape is shown in2gure (

The data bit is assumed to be much longer than the code bit. For the pre-detection model
this translates into the assumption that the code has infinite length. For the modeling of
the pre-detection process (i.e. correlation process) the infinite code length assumption is
quite sufficient, as a code length in the order of 1.000 or even 10.000 has very little impact
on the shape of the resulting correlation functions, which are the output of the correlation
process. Other effects like white noise and band limiting effects are much more important.
It should be noted that, although the code length is ignored in the pre-detection model, it
will be introduced in the receiver model where the finite pre-detection bandwidth plays
an important role.
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Figure 2.4.: Schematic representation of normal BPSK modulation. The left part shows the time
domain and the right part the corresponding situation in the frequency domain

2.2.2. Mathematical Definition

For the signal processing the GNSS signal received at the receiver is modeled by the
following equation

St (1), 6(t)) = ,; e (= KT 4 r(B))sin@t+0lE) 5 9

=: G, (t 4+ 7(t)) sin(wt + ¢(t))

The number of chips in the code i$. and the bit-value is denoted ldy. As already
mentioned the data bit will only enter indirectly in the receiver model, as an upper limit
on the integration time (pre-detection bandwidth). The carrier frequency is denoted by
andT, is the chip length (or duration, depending on the units used). The last equation
just defines a convenient short-hand for the code. Note that if2€ld) the code delay,

7(t) and phase shifip(t) are functions of timet and thus Doppler-shifts, jerks, etc. are
implied. In the simulations this general time-dependency is rigorously taken into account.

The functiongr, (t) contains information on the pulse-shape. By formulating the model
using an explicit expression for the pulse-shape the flexibility is increased considerably.
Not only is it possible to simulate the GPS and GLONASS signals with and without
band-limitation, but any conceivable pulse-shape can be modeled and simulated like for
example intentional pulse-shaping like the raised cosine pulse-shape.
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Figure 2.5.: Schematic representation of chip-shaped BPSK modulation. The left part shows the
time domain and the right part the corresponding situation in the frequency domain

When considering coded bits, e.g. Manchester coding or binary offset carrier (BOC) cod-
ing (see sectiol2.2.9, it may be convenient to consider the coding of the bits as pulse
shaping. Then the functiogy, (¢) in eq. .19 contains the pulse-shaping as well as the
bit-encoding.

The properties of the signal structure in this model are defined by the properties of the
codes and the form afr (¢). The signal structures that are considered in this work are:

¢ Infinite bandwidth, rectangular chip-shape

e Band-limited rectangular chip shapes

¢ Infinite bandwidth rectangular chip-shape with binary offset carrier modulation

(BOC) (see sectio@.2.9

e Band-limited rectangular chip-shape with binary offset carrier modulation (BOC)

(see sectio2.2.9

e Infinite bandwidth rectangular chip-shape with sinusoidal offset carrier modulation

(SOC) (see sectidB.2.D)

e Raised cosine chip shapes (see se@i@n)

The signals above can be associated with any codes.
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2.2. Signal Model

In this thesis the code will be assumed to be an infinite length random code. In practice
that can of course not be realized but using long Gold codes or codes derived from them
will in general approximate the infinite code reasonably well. In the case of the GPS C/A
codes where the code length is only 1.023, this approximation is for most purposes very
good. For other systems it is safe to assume that much longer‘asilldse used and thus

the approximation becomes even better than for the GPS C/A code case.

2.2.3. Base-Band Signal Structures; Infinite Code Length

In this section some properties of the signal structures mentioned above will be derived. A
theory for the signal structures is developed under the assumption that the codes are infi-
nite random sequences. Under this assumption it can be shown that the resulting spectrum
is equivalent to the spectrum of the chip sh&$J.

First we define the chip shapes (i#, (¢)) and the encoding and then we proceed to
establish the corresponding spectral densities. Finally, we write down the auto-correlation
function or cross-correlation functions for the signals. When calculating the correlation
functions, a reference signal of the form

Sret = 2GHEN(t) /1) = GIE(1) [cos(w't + ¢/ (t)) + isin(w't + ¢'(1))]  (2.13)

is used, where the reference frequency and phase are definéd:asw — Aw and
¢ = ¢ — A¢, respectively. The parametefso and A¢ represent the frequency and
phase offset, respectively.

In this formulation the so-called down-mixing in the receiver is implied. The radio signal

is modulated onto a high frequency, typically about 1.5 GHz. This frequency is too high
to be treated directly in the digital part of the receiver. Thus, the signal is multiplied
by a frequency close to the carrier frequencgy i the present analysis) in the analog
section, before it is converted to a digital signal. The result is a signal having frequency
components aroundw and aroundw + Aw. The high frequencies are filtered by a low-
pass filter. The resulting low-frequency signal is called base-band signal and the process
of transforming the radio signal down to base-band is called signal conditioning.

It is mathematically convenient to write the reference carrier signal in complex form,
because the entire correlation process is lihead thus thel and @ channels can be
obtained by simply taking the real or imaginary part of the result. In the next section on
the receiver modeling we shall see the reason for the definition of these two channels.

The correlation process as it is presented in this thesis is simply an integration of the prod-
uct of the reference signal e®.13 and the received signal e®.[2. The integration
interval, T,, defines the pre-detection bandwidth.

4GPS L5, code length: 10,230, GPS L2, code length: c.a. 767,250
SMultiplying a real function with a complex one and integrating the result and then taking the
real/imaginary part is equivalent to treating the real and imaginary part separately
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2.2.4. General Comments on the Pre-Detection Integral

Before we proceed, we would like to establish a general expression for the correlation
function of two codes modulated with arbitrary chip shapes.

Consider the two functions

s(t) ::chgs(t+ch)f(t) and  r(t) =) ot +kT)A()  (2.14)

J

Where{cj};\’;1 is a common bit sequence defining the cogeandgy, are the chip shapes
of the signals. The functionsandh are arbitrary functions that vary slowly compared to
the chip duratior¥...

Assume we want to perform a correlation between these two functions, as usual we then
have (inserting eq2(14))

I(r) = /_T S()r(t — 7)dt
L (2.15)

~
~

>S9t + T gt + §Te — 7) f(E)A(t — 7)dt’

t
=T

whereT,, is the integration time and we assumed that the sum of the off-diagonal terms in
the second equation are negligible. That assumption is only valid because it is assumed
that the chip shapeg{andg,) are substantiabnly in the region|—7,/2..T../2]. Outside

this regiong, andg, fall off sufficiently fast to justify the assumption. For infinite band-
width rectangular chips this is strictly true and the approximation is actually and equation.
For the raised cosine the chips fall off faster than

If the functionsf andh in eq. .15 vary slowly compared to the entire integration in-
terval, 7, in eq. .19 they can be pulled in front of the integral and the integral is easily
evaluated to

t

I(t,7) =~ f(t)h(t — 7')/ gs(t) g (t' — 7)dt' = f(t)h(t — T) R (7) (2.16)

t—T,

whereR,,.(7) is the cross-correlation function betweet-) andg,(-). It was also used
that the square of the code bit is 1. This is the assumption and approximation that is
usually applied when calculating the auto-correlation functions for sigg&ST, Die9q.

If the functionsf andh (or more accurately the factgi(¢')h (¢’ — 7)) do notvary slowly
compared to the integration tin¥e, butdo vary slowly compared:, all is not lost. The
fact that the support of the chip shape is very small (i.e. in the order of the chip duration)
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can be used in a more efficient manner. Starting with[2d5 we can write

1= Y [ ol + et + 7T = FO(E = e

t+5Te

-y /t 95(w) gy (= 7) f(u + T h(u + §T, — 7)du (2.17)

j +jTe—Tp

3T,/2
~ Z/ 05(W) g (= 7) F(u + JT)h(u + §Ts — 7)du
= J-31./2

where a change of variable— t — T, was made. In the last equation the assumption on
the support of the chip shape was usedhankthe integration interval. The integrand is
substantial only close to zero in this new variabléAs before the approximation is exact
in the case of rectangular chips and for infinite random codes it also becomes exact.

Now, the integration interval in the last equation in &1{) is only 3 chip lengths wide
instead of over the entire code. Thus we must only assume the féetor j7.)h(u +

jT. — 7) to be constant for a duration e¢ 37, for each of the arguments + ;T..
Using the weighted mean value theorem for integrals[Bd) (ve can pull the functions
f(u+jT.)h(u+ 5T, — 7) in front of the integral, where the functions are evaluated in the
middle of the interval (i.e. for, = 0). Thus eq.2.17) becomes

3T, /2
I(1) = Z fUT)R(GT, — 7) /3T , 9s(u) g, (u — 7)du
~ Tic Z fUT)R(GT, — 7)T., /_Z gs(u)gr(u — 7)du (2.18)
R RST(T) . f(tl)h(t/ — T)dt/

In the first equation the bar ovgrand h symbolizes a mean value of the functions in
the corresponding integration interval. Then the sum is approximated with an integral,
where the integration interval corresponds to the integration interval of the code or more
precisely the pre-detection bandwidth.

We see that the integral e@.15 can be written as a factor of two integrals, one represent-
ing the correlation function of the two chip shapes and the other is simply a correlation
betweenf andh. This result will be used extensively in this chapter.

2.2.5. Rectangular Chip Shape

The simplest chip-shape considered here is the rectangular pulse-shape, defined by

Grect(t) := Rect(t/T) . (2.19)
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4 One code-hit

-T /2 T./2

Figure 2.6.: Chip shape of a rectangular bit

Its shape is shown in figur{@) and the definition oRect(-) can be found in appendix
[Al

The spectrum for the rectangular chip is the well-known sinc-function (see any textbook
on signals, e.g/3pi731LS73)

Srectl(w) = /e_i“’t grect(t)dt = T, sinc(wT,/2). (2.20)

In base-band the autocorrelation function of the rectangular bit is simply the triangular
function (see eqlA.4) in appendiXA):

RRec(7) = Tri(7/T.) (2.22)
Sui(w) = / o~ Tri(t/T)dt = T2 sinc(wT,/2) (2.22)

The spectra of both thRect(¢) andTri(¢) are shown in figurd. 7).

If the frequency of the correlating function is a bit off, i.e. if the oscillator in the receiver
is not exactly tuned onto the carrier of the received signal, we can describe the correlation
process in the following way:

§ 1 [Te? s
R*(1,Aw) = T/ / Grect(t — T) grect(t) €17 sin(wt + ¢)dt
pJ-T,/2

1 2 nurving (2.23)
~———R AR -
oi, Treel™) /_Tp/Qe

i 1Ag
~ Rrect<7'>

sinc [AwT),/2]

where eq.[Z.18 was used and the high frequency terms were dropped in the second
equation. A¢ and Aw are the phase and frequency error respectively. In2g83(we
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Figure 2.7.: Spectrum of a rectangular bi¢ct(t)) and its autocorrelation functiof’{i(t)). For
reference the band limiting parameteis shown for the values and2.

see that the longer the integration tin¥% ), the more sensitive to frequency errors will

the ACF become. In the last approximation it was assumed that the phaseé\exror

and the frequency errakw were assumed constant over the integration interval. For the
single path case, which we are currently investigating, this is a good approximation. For
the multipath case, however, this is not necessarily so and the integral over the phase
error can significantly reduce the multipath error. This will be investigated in detail in the
chapter on receiver modeling.

There is a simple correspondence between the complex notation used hereZi28q. (

and throughout this chapter) and the in-phase and quadrature phase channel. The real part
of the complex correlation function is equal to the quadrature-phase channel and the imag-
inary part is corresponds to the in-phase channel. Further this is related to the two most
common type of tracking loops: the coherent and the non-coherent delay-lock loop. The
discriminator of the coherent delay-lock loop is constructed from the quadrature-phase
components of the correlation function, whereas the non-coherent type is constructed
from the sum of the squares of th@nd(@ componentsi? + (?), which corresponds to
multiplying the correlation function with the complex conjugate of itself.

Assuming the phase error to be zero () = 0) and taking the real part of ed@2.23),
we obtain the signal model for quadra-phase channel in the receiver. This operation cor-
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responds to what is done in a coherent receiver.

1
R{ect(Ta Aw, Ap =0) = éRrect(T) sinc [AwT), /2] (2.24)

0.5
0.4
0.3
0.2

0.1

-0.1

-0.2

0

Delay [chips]

Figure 2.8.:ACF of the usual rectangular chip shape for the coherent case. The familiar triangle
function is clearly seen for zero frequency error. Along= 0 the amplitude of the ACF is
proportional to theinc(Aw) function.

This, plotted as a function aof and Aw, is shown in figurelZ.8). In the figure the usual
triangular form of the ACF foAw = 0 is clearly recognized. In this limit (i.eAw — 0)

the sinc function approaches unity and we obtain the usual triangular ACF. This is the
same result obtained iDje94.

Forr = 0 we have )
R(t=0,Aw,p =0) = 5 sinc [AwT, /2] (2.25)

This means that there are maxima, other than those corresponding to the correct carrier
frequency. If we consider the non-coherent receiver we are effectively looking at the
I? + @2, which amounts to multiplying eg2(Z3 with the complex conjugate of itself.

We then obtain:

1
R* (1, Aw)R*(T, Aw) = Zerect(T) sinc® [AwT, /2] . (2.26)

As expected the dependence on the phase error is gone. The impact of all this can be seen
in figure [2.9. Comparing with figureZ.8) we see that as a consequence of the squaring,
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2.2. Signal Model

the ripples in the\w direction are by far not as pronounced. We shall be referring to these
results, when considering the SOC and BOC signals later in this section.

0.25
0.2
0.15
0.1

0.05

-0.05;

0

Delay [chips]

Figure 2.9.. ACF of the usual rectangular chip shape in the non-coherent case. The familiar
triangle function is clearly seen for zero frequency error. Aleng 0 the amplitude of the ACF
is proportional to theinc?(Aw) function.

Band-limited rectangular chip shape. Usually the signal cannot be emitted in
infinite bandwidth. For example the entire spectrum of the GPS P(Y)-code is not emitted,
or at least not received, but only the first main-lobe. Basically the C/A code is emitted
through the same filter as the P(Y)-code, and as it onlyli&$ the chip rate of the P(Y)-

code, 10 side-lobes of its spectrum may be received and the chip-shape is practically
rectangular.

How the spectrum is limited to a certain band of frequency depends on the filter used.
Mostly the goal of a good band-limiting filter is to cut off the signal abruptly in fre-
guency without distorting the phase. The most common filters types are the Butterworth-,
Chebyshev-, Bessel- and Legendre-filtdtST3 [Spi73. In this thesis it will suffice to
describe band limiting with an ideal band-limiting filter, which is simply described by the
rectangular function in frequency. The band-limited rectangular signal is thus obtained
by cutting off the spectrum symmetrically &Rxb/T..

Svsl) = 020/ ]~ ) | [ € estt/ T

[

= sinc(wT,/2)0(|27b/T.| — w)

(2.27)
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The location of the cut-off is described by the paramétevhich is related to the band-
width Bgy, through the relation:

2
Thus forb = 1 exactly the first main-lobe of the spectrum is emitted and fer oo, the
entire spectrum is broadcasted ag (¢) approaches the rectangular bit-shape. In figure
(2.0) the values$ = 1 andb = 2 are shown.

Transforming the band-limited spectrum €8.237) back into the time domain yields the
chip-shape for the band-limited rectangular signal (normalized to 1):

1
BL (t) - 7T,

c

[Si(2mb[t/T, + 1/2]) — Si(2mb[t/T, — 1/2))] (2.29)

whereSi(+) is the sine integral (see e@.F)). The band limited chip shapes are shown in

figure 210
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Figure 2.10.:Chip shape of a band limited rectangular chip for the vatuesl, 3, 10 and10000
side-lobes

Assuming that the (P-code) receiver correlates the incoming signal with a code consisting

of rectangular pulses, the correlation function can be approximated by:

z+1/2

Rpy(r) = / enp (et — ) dt = / epn(t) dt (2.30)

z—1/2
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2.2. Signal Model

Using a symbolic algebra tool (e.g. Mathematica or Maple V) this can be evaluated to:

Riw(r) = %(T F1)SIRAb(r + 1) + 5 cosf2mb(r + 1)
+ %(T —1)Si[2nb(T — 1)] + % cos[2mb(T — 1)] (2.31)
2T

1
- Si[2mbT| — 5 cos[2mhT]
As before the functiot®i(-) is the sine integral. The first two derivatives of this function
are generally of interest. The first derivative is needed for the implementation of the
simulation and the second derivative is a dominating factor in the so-called Cramer—Rao
bound.

Analogous to eqld.23 we now obtain the expression for the correlation function for the
band-limited correlation process

. iel?
RBL(T7 AW) = RBL(T) 9

sinc [AwT),/2] (2.32)

ACF(t1l) ———
ACF(t10) -weeer

Normalized Amplitude

-1.5 -1 -0.5 0 0.5 1 15
Delay [Chips]

Figure 2.11.:The autocorrelation function of the band limited chip shape for valuesl, 3 and
10.

The first derivativeRz; (1) in eq. 23] is

() = }T Si[2mb(r + 1)] + Si[2mb(r — 1)] — 2Si[27br]] (2.33)
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and the second derivative is given by

"5 (1) = 20 [sinc[27b(7 + 1)] + sinc[27b(7 — 1)] — 2 sinc[27b7]] (2.34)

2.2.6. The Raised Cosine Chip Shape

Raised cosine pulse shaping, a well-known pulse shaping scheme in communications,
is also considered here. The raised-cosine pulse-shaped bit stream in base-band can be
written as/GLV93]
sin(wt/T.) cos(nt/T.[3)
gro(t) = 5
7t/ T.(1 — (2t/T.5)?)

The limits corresponding to the roots of the denominator in2@H exist.

(2.35)

The chip shape in ed2(35) is shown in figureZ.12). Looking at figure[Z.12 we see that

' f f AN f oy —

3 ] g(t05)  -eeeeee-

Normalized Amplitude

Delay [Chips]

Figure 2.12.:The shapes of the raised cosine chips in time domain. The curves correspond to the
following values for the roll-off factos = 0.1, 0.2, 0.5 and0.9.

the symbol is not zero for < —1 and7 > 1, as is the case for rectangular chips. This
means that neighboring bits will interfere with the current bit. This effect becomes more
pronounced for low values of the roll-off parametér For navigation this has serious
consequences, in particular concerning multipath performance, as we shall see later.
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2.2. Signal Model

The spectrum of the raised cosine chip shape is given by the following expression:
= w e |[-m+7np,m— 7]
Spe(w) = { mcosllwmQ4M)/N ) ¢ [ — 7B, 7+ 70 (2.36)

4
cosl(wtn WM, ¢ [ — 1B, — + f]

and this is shown in figur@(13. In the limit 3 — 0 the form of the spectrum approaches
that of a rectangle. Consequently, the chip form approachesitbg) function. In this
sense the raised cosine is the ,inverse" of the rectangular chip shape in this limit, i.e. the
time and frequency domain representation have been interchanged.

0.16

sw0.1) —

SW,0.5)  -eeeeees
S(W,0.9) e i

0.14
0.12
0.1

0.08

Normalized Amplitude

0.06 [

0.04

0.02
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Figure 2.13.: The spectrum of the raised cosine chip shape. The curves correspond to the follow-
ing values for the roll-off factoff = 0.1, 0.2, 0.5 and0.9.

In earlier studies on the signal design of Galileo, a receiver design proposes that, in prin-

ciple, the received raised cosine signal is sampled once per chip for each correlator. This
means that a channel with three correlators, early, late and punctual sample the signal at
t=71—d/2T.,t = T andt = 7 4+ d/2T,, respectively.

Assuming that the received signal has been transformed down to base-band, i.e. the RF
signal has been multiplied by'*+*', then this process can be described mathematically
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in the following way:

Ne
* Z bk/ch (t o k/Tc + T(t)) Sin(wt + ¢> ei(w/t+¢/)

¢ k=1

7(t) = Ni [Z beo(t — KT, — 7)

1
2iN,

Z bebw gz, (k — KT, + 7(t) + 1) piAwi+HiAG

kK

1 Tp/2 . . 1
= g, (T(t) +7)=— / ) (e p—— Z brbwgr, (k — ENT. +7(t) + )
Tp _Tp/2 NC k,k/
k#£k
—— gr.(7(t) + r)i / - eI AWITIAG gy
Ne—oo ’ Tp —Tp/2 7

(2.37)

wherer is a constant valueH{dT,, 0 or dT,), depending on whether the early, punctual
or late channel is meant. The sta) §ymbolizes convolution. In the last equation it was
used that there ar®'’. identical terms fork = k', which were separated from the main
sum. Further we also havgb,, = 1, for k = k’. The rest of the sum is bounded by

an alternating sum of the for, % which converges. In the limit of infinite code

length (i.e.N. — oo) the last sum in eqlX( 3% vanishes.

2.2.7. Sinusoidal Offset Carrier Chips

In the previous section we have examined chip shapes due to filtering. However, it is
also possible to shape the chip by modulation. In this and the next section such chip
shapes are considered. In this section we examine a family of signals, which are generated
by modulating each code-bit with a sinusoidal function. Such a signal was suggested
in [Bet99 as an alternative to the BOC modulation (see sedg@h8, but no analysis
regarding it were found. In this thesis such a signal will be called a Sinusoidal Offset
Carrier signal or SOC for short.

The base-band description of such a signal is given by:
gsod(t) 1= V2sin(%=t)C(t) (2.38)

where the sine modulates the co@ét). The integern corresponds to the number of
periods of the sine wave that are contained in each code bit. The f42twas introduced
in order to have the energy of the bit normalized tén figure .14 the relation between
the code bit and the modulating sub carrier is shown.

SOC Spectrum In deriving the spectrum of the signal in e®.39 it is more con-
venient to use the convolution theorem than viewing the code gjgt) as a single
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BT
VYV

Figure 2.14.: Sinusoidal Offset Carrier. Each code bit is modulated with a sine wave with fre-
quencym;—cﬂ. The overshoot of the sine reflects the normalization fagt®r

chip shape. According to the convolution theorem, the Fourier transform of the code chip
can be expressed in terms of a convolution between the modulating carrier and the code
bit and thus the problem is reduced to calculating the Fourier transforms for each signal
separately, i.e. we have:

Ssodw) = Flgsodt)} = F{V2sin(3=1)} « F{C(1)} (2.39)
as before the stax) means convolution. We therefore have:
F{gsodt)} = iV2 [(5(w + 2T) — d(w — 2”“)] * T, sinc(wT,/2)
— iV/2T,, [sinc(wT,/2 + nr) — sinc(wT,/2 — n)]

The role ofn now becomes evident: The highers chosen, the further apart the peaks
are separated.

(2.40)

Looking at eq.[2.40 we see that the modulation with a sine as a sub-carrier is equivalent
to transmitting two absolutely synchronized signals on the carrier frequencies .
wherew. := +n27/T,. The fact that the two signals have different signs can be inter-
preted as a phase differencemobetween the two carriers.

The spectrum of the SOC signal is shown in figEelB)
The power spectrum of this signal is simply obtained by:
Psoc(w) := [Ssoc(w)|” = Sgodw)Ssoc(w)
= 272 [sinc(wT,/2 4 nw) — sinc(wT,/2 — nx)]?

= 277 |sinc®(wT,/2 + nn) + sinc*(wT,./2 — nx) (2.41)

— 2sinc(wT,./2 — n7) sinc(wT,./2 + nw)
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15 T T T T
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Figure 2.15.: The spectrum of a Sinusoidal Offset Carrier signal. The curves shown represent the
valuesn = 1, 2, 4 and6.

The power spectrum (logarithmic scale) is shown in figiZrd®)

SOC Spectrum Maxima  As was mentioned earlier, the SOC signal can be considered
as two coherent normal rectangular chips with a relative phase difference @his
suggest that it may be possible to track those ,virtual” signals individually. The first
guestion that comes to mind is: Where are the maxima of the spectra @.492?(This
is in principle easily answered, but the answer cannot be given in a closed form. To find
the maxima, eqlZ.40 is differentiated and the result is set equabtoPerforming the
analysis in base-band (i.e.= 0), the result is:

0Ssoc(w)  cos(wle/2 —nm)  sin(wl/2 — nm)

Ow wl./2 —nm (WT./2 — nm)?
_cos(wTi/2 +nm) | sin(wTe/2 +nm) 0 (2.42)
wl./2 +nm (WT,/2 4 nm)?
= ﬁuﬂ —n*r? — wT.tan(wT,./2) = 0.

Expanding the tangens to third order arotind}./2 = n7 we obtain the roots'T,. = 2nm
andwT, = nm + v/n?72 — 6 of which only the second with the sign is usable. If we

5We expand the tangens here because we are interested in the maximum closeterT,. tan(z) ~
x + 23 /3, because thean(z) has a period of this expansion is also valid around+ nr
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Figure 2.16.The power spectrum of the SOC signal foe 1, 2,4 and6.

now define the maximum frequency as

8830(;(0))

— 2.43
o 0 (2.43)
W=Wmaxt
then using the third order approximation of the tangens we have:
2.2
s & £ L 0 (2.44)

So the maximum of the spectrumnst located atu7, = n2w, but somewhere near the
frequency given by eq2(43). Later in this section we will explore the possibility to track
“half” the spectrum in eqld.40. We will see that the maximum of the cross correlation
functions will be located ab = n27 and not atumaxe as the form of eq2.40 might
suggest.

The SOC autocorrelation function Assuming a frequency offset dkw we can
calculate the ACF in a similar way as for the usual GPS-like signal infZ83(using

eq. 2.19. We then get:
1 Tp/2 . .
Rioolr Aw) = — / gsoclt — 7)gsoclt) TN i ()t
DR (2.45)
iei®
~ Rsoc(T) B

sinc [AwT),/2]
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The auto correlation functioRsoc(7) above can be obtained directly by a convolution in
time domain: the ACF is simply a convolution of the signal with a time-reversed version
of itself. It can also be calculated by an inverse Fourier transform of the power spectrum.
We then get:

Rsod(T) := /gsoc(t — 7)gsoc(t)dt = F ' F{gsod(t) * gsoc(—1)}

= F {F{gsoc(t)} F{gsoc(—t)}} = F{gsodw)gsoc (w)}

If we take a closer look at ed2{40), we can identify the terms and factors needed to per-
form the inverse Fourier transform implied in €8.46). The first two terms in eq2(40

can be transformed by looking them up directly, but the last term needs some more con-
sideration. The first two terms are of the form

(2.46)

Flfw)=F1 {w} - 2Tri(t/a) ginmt/a (2.47)

(aw + nm)?

whereTri(x) is the triangular function with support in the interyal2, 2] and maximum
amplitudel /2 (see eq.A.4) and eq.[B.9)).

The last term in eqX.4]) can be written as:
sinc(wT,./2 — nm) sinc(wT,./2 + n)

sin(wT,./2 — nr) sin(wT./2 + n)
wl./2 —nm wl./2 4+ nm

B sin?(wT,/2) (2.48)
-~ (WT./2 — nm)(wT,/2 + nT)

_ sin®*(wT./2) 1 1

- 2nr (wTC/Q—mr a wTC/2—|—n7r) '

The second equation is valid because gif\(z+n) sin(z—nm) = cos(n2m)—cos(2z) =
1 — cos(2r) = 2sin*(x). Now the critical term in eq[Z4]) has been expanded using
partial fractions and the resulting terms can now be evaluated:

F-1 {szﬂ} _ ﬂ [0(t — 2a) + O(t + 2a) — 26(t)] (2.49)

aw = nw 4a

whered(-) is the Heaviside step function. The construction in the parenthesis is simply a
square wave. The entire term is then given by:

7 {ZZIZ)ECL:; N ngia:;} = W [0(t — 2a) + 0(t + 2a) — 20(t)]  (2.50)
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Scaling the above equation correctly and putting it all together, we get:

2

;Tc Rsoc(T) =Tri(27/T,) [eiMTC/Q + e_imnﬂ}
— W 0(r —T,) + 0(r + T¢.) — 20(7)] (2.51)
=Tri(27/T,) cos(ntT./2)
_ W O(r —T.)+0(r +T.) — 20(7)]

The ACF in eq.[2.48) is drawn in figure[Z.17).

1 ; i ;
-1 -0.5 0 0.5 1
Delay [chips]

Figure 2.17.: ACF of the Sinusoidal Offset Carrier (SOC) for= 1, 2 and4. n = 1 corresponds
to Manchester coding (if the modulating wave were square). The graph was done ushd@g. (
As in the previous figure the frequency is measured in inverse chip lengths.

Correlation of the SOC Signal with the Code In this section the possibility is
considered to track just one peak of the spectrum in2dQ(. This has been suggested
in various places in the literatur€B0G [BBC 0], but to my knowledge no analysis has

been presented. This has been discussed as a possible means to acquire the BOC signal

"Here we are considering the SOC signal, but the same arguments apply. In the next section we will

concentrate on the BOC signal.

43



2. Models

However, the procedure described [FBOG, involves filtering the side-bands
and then acquiring them. In this section a correlation function is derived that effectively
correlates (mainly) with one of the side bands.

Looking at the form of eq[d.40 we notice that the spectrum is basically a linear combi-
nation of the original code({(¢)) modulated onto two different carriers. If one is filtered

out with a band-pass filter in the receiver, then the situation is very similar to the case of
rectangular chips. However, the frequency response may be different with and without
the side-band filter (i.e. the filter picking out the appropriate side-band.). Thus, after the
acquisition when the side-band filter is turned off, the transition from the side-band acqui-
sition (or tracking) may be more complicated due to the difference in frequency response.
Therefore, we suggest to correlate the unfiltered, received (split spectrum) signal with a
reference signal consisting only of the code. It is important to note that as the code alone
and the code modulated with the splitting wave (square or sinusoidal) are perpendicular,
this cannot happen on the central carrier frequendyowever, the spectrum suggest that
there may be the possibility to track the signal arountl nwT,. Or wmax.-
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04 1 il ““x,
i
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-0.1
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Delay [chips] Frequency Offset [2pi/T p]

15

Figure 2.18.: 3-D plot of the coherent CF for = 2. The delay is measured in chip durations,
while the frequency offset is measured in pre-detection bandwidths. The plotis based@b#g. (
Note that forn we get different signs of the peaks of the CF. This reflects the phase difference
of m between the side-bands mentioned in the text.

Unfortunately, we can't use the same base-band approach as we did for the other signals,
because we are not correlating on the central carrier frequency. Furthermore it is not
obvious what the carrier frequency is; iSdf, £ nm oOr is it w % wy,., +? Therefore we
choose to carry out the analysis around Aw and start with the RF signal.
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Figure 2.19.:3-D plot of the non-coherent CF far= 2. The delay is measured in chip durations,
while the frequency offset is measured in pre-detection bandwidths. The plotis based@b&g. (
Note that for+n we get different signs of the peaks of the CF. This reflects the phase difference
of = between the side-bands mentioned in the text.

Let’'s now assume we modulate the code with a sine wave and that the RF signal is a sine
wave as well. The RF signal could just as well be placed on a cosine and that would corre-
spond to the channelmittedin quadrature. We choose a sine (without loss of generality)
for mathematical convenience, the quadrature channel can be obtained by multiplying
with a phase factor.

S*(t) := V2sin(nwr, t)C(t) sin(wt + ¢) = =) [einwrel _ gminwrel|[oiwite _ gmiwt=d]
2v/2
C(t)
=5 {cos[(w — nwr, )t + ¢] — cos|[(w + nwr, )t + @]}
I oo
=7 S, (t) = Sy (t)]
(2.52)
wherewr, := 7 andT is measured in time units. This simple math reveals an interesting

result. We already knew that the ,virtual” signals had a relative phase shiftlmit they
are further:-7[rad] out of phase relative to the composite signal.

Now let us take a look at how a correlation with a single sub-carrier can be realized.
Assuming we want to track the signal on carri€r := w + Aw. In the receiver we
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generate a carrier with the frequencyand modulate it with the spreading code only.
Then using eqld.52 we get:

Clt—71)[S, (t) = St (t)] (2.53)

here the functionr*(-) is the integrand of the correlation function. The star means that
both 7- and ()-channels are contained in the expression. Dropping all high frequency
terms, we have:

qub

\/_
cod

T*(t, T, Aw, TL) ( )C(t . 7_) [ei(Aeranc)t . ei(Awfanc)t}

(2.54)
. 7T) [ i(Aw)t _ (Awft)} :
whereAw; := Aw £ nwr, IS a small frequency deviation from+ nwr, rather than the
carrier frequency itself. Before we can proceed to integraté2e84)( the integrand must
be rearranged because #&*“+)' can not be assumed to vary slowly within an interval
[kT.,(k + 1)T.]. This was an assumption needed for the approximation inZZH8)(
Therefore we start with the full expression of the integral

R(T,A(.Ui, ¢)
T,/2
- / > C(t = kT.)C(t — kT. — 7)V2sin(nwr,t) sin(wt + ¢) € dt
~1,/2 5,
Tp/z
/ _RT)C(t — KT, — 7) sin(nwn. ) 61589 gy
\/_ T,/2 7
T,,/2
/ — kT,)C(t — kT, — 7) sin(nwy,t) e t=Fe) gifwxt+ide gy
\/_ T,/2 5
; B2 A 1+iAg
_ ln 'LTLUJTCU 1AW+ (2
\/_/ C(u — 7) sin(nwr,u)e du /_TP/Q e dt

(2.55)

In the second equation the high frequency terms were thrown away and in the third equa-
tion Aw, from above was substituted. Thus the variation of the t€fy! can be con-
sidered slow compared .. With this trick the rapid variations in the oscillating term is
written as a factor periodic iff,. and a factor which now varies slowly comparedito
Further the integrand was multiplied with= e*"*»7.7 |n the last equation a change of
variable was made and the same approximation applied as i@.&8). (

We see that there is a kind of ,resonance frequency” where the side band can be tracked
and this happens when the reference frequency is a multiple phot just athwr, .

8The off-diagonal terms in the sum are suppressed
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In the standard situation for rectangular chips there are also similar kinds of ,resonance
frequencies” atv + k2w /T, corresponding to the maximums of thiec(-) factor. This

effect is also present here in the second integral in the last equation A€%). There is

a fundamental difference between these two phenomena: one depends on the integration
time, which is generated in thieceiverand is thus not very stable and the second depends

on the chip rate of the signal generated inshéelliteand is therefore just as stable as the
carrier frequency itself.

One might have expected that the ,resonance frequency” would correspond to the maxi-
mum of the spectrum (i.eumaxs in €q. R.43), but that is not the case.

Integrating the last equation in e@.%9 and assuming the phase error to be constant in

the integration interval, we get:
Rg%dg(Ta AW:ﬁ:a TL) =
AT, e

=t

Taking the real part, we get the expression for the coherent receiver.

Finwr, T

(2.56)

sinc(AwyT,/2) {Tri(T/Tc) ¥ sin[nwr, (T, — ’TD]}

nwr,

R(T, Aws,n) =

4T, i

V2

cos\nwrt,. T
- cos(nwr.7)

sinc(AwyT,/2) |:TIi(T/TC) sin[nwr, (T, — |T|)]}

(2.57)

nwr

c

Setting Aw; = 0 results in a positive or negative triangular CF with a ,disturbance”
due to the other side-band. Furthermore, the absolute extrema &.6@. i6 located
at (7, Aw) = (0,n7mwr,) and not at the corresponding maximum frequency defined in

eq. 2.43.

Comparing the equation above to €223 we see similarities. However, it is not straight
forward to view eq.[2.57) as a generalization of ed2.23); settingn = 0 in eq. .59
doesnotyield eq. 2.23. As the separation between the peaks in the spectrum increases,
the mutual influence decreases, so the limit~ oo would in this sense correspond to

eq. 2.23.

As before the non-coherent expression is obtained by multiplying the correlation function
by the complex conjugate of itself:

RESA(T, Aws, n) REZE(T, Awy, n) =

2
L sinc?(Aw.T,/2) | Tri*(7/T,) —
2 P c

o, costnwr.T)sinfnwr (T = [7)] (2 5g)

1
+ nQ—w%c sin2[anc (T. — |7])]
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Delay [chips]

Figure 2.20.: Coherent correlation function of the sub-carrier foe=1, 2, 3 and 4. The strange
wavy structure is due to the cross-talk from the other side-band. A look at the equations reveals
that immediately.

As expected, the non-coherent expression of the correlation function is independent on
the phase error.

In figure .20 the coherent correlation function e@.%4) is shown for the maximum
carrier frequency fow, = 0. In figure 2.2]) the corresponding results for the non-
coherent correlation function are shown.

We notice the wavy structure of the correlation functions in figrg1) and figure2.20).
These are due to the cross-talk from the coherent signal on the other side band.

When constructing a discriminator for the receiercurve, care must be taken when
choosing the correlator spacing, because if chosen badly, the tracking point of the dis-
criminator may be located on one of the flat regions of the correlation function. We will
go further into that in the chapter on the receiver model.

2.2.8. Binary Offset Carrier Chips

The new military signals of the GPS system will feature a so-called split spectrum signal,
also called binary offset carrier (BOC) signal. For the European Galileo system such
modulations are also under consideration.
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Delay [chips]

Figure 2.21.: Non-coherent correlation function of the sub-carrier fioe=1, 2, 3 and 4. The
strange wavy structure is due to the cross-talk from the other side-band. A look at the equations
reveals that immediately.

This signal can be considered a generalization of the Manchester encoded signal. The
splitting of the spectrum is implemented by modulating the spreading-code onto a square
wave, replacing the sine wave of the SOC signal from the previous section. The square
wave has a very short period, namely one chip length in the case of Manchester coding
and if the spectrum is to be split farther apart, the square wave has an even shorter period.
Due to the short period, the spectrum of the square wave is discrete and the first delta-
peaks are located at27/7T.. The other peaks themselves are outside of the spectrum,
but in conjunction with the spectrum of the spreading code they will contribute to the
over-all spectrum. The spectrum of the combined signal can now be calculated using the
convolution theorem.

Another way of looking at it is simply to say that each symbol has the shape of a square-
wave. The spectrum in the limit of infinite code-length is then simply the spectrum of one
symbol.

Let us now consider a general BOC-signal, where each symbol is given by the square-
wave:

n—1

Sar,(t) = (=1)"[0(x + T/2) + 0(x = To/2)] +2 > 6(t+kT/2n).  (2.59)
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Square wave One code-hit

-T./2 T./2

Figure 2.22.: Modulating square wave for splitting up the spectrum

Forn even the square wave can be written as

1 te[(2k—n)te (2 —n+ 1)t
Sqr”(t)_{—1 te (2 —nt )t @+ 1) —ny O K€L=

(2.60)
wheret. := T, /n. The number counts the number of periods of the square wave within
one chip. The notation used here and the notation, which has established itself in the
literature are then related by BOZ( 7%6) (see for exampleBBC 00, Bet00H).

Then the Fourier transform corresponding to 8060Q) can be written as

n—1 (2k—n+1)te 2(k+1)-n)te
Ssoc(w) = F {Sar,(t)} = / e dt — / e di
( (

k=0 2k—n)t. 2k—n+1)t.

Z'eiw(n—l)tc n—1

_ Asin?(wt, /2 —i2kwte
- sin”(wt../ )Ze

k=0
Identifying the sum in the eg2(6]) as a geometric series (see @8.24) we have

ieiw(n—l)tc
Seoc(w) = T4 sin2(wtc/2)

(2.61)

1 _ e—iantC
_ e—i2wtc

4i sin(nwt, )

== sin?(wt,/2) ——— (2.62)

sin(wt,)
sin(nwt.)
cos(wt./2)’
where the last equation is true becauseinfwt.) = 2sin(wt./2) cos(wt./2). This is the
form usually seen in the literature. The spectrum of the BOC signal is purely imagjinary

21
= = sin(wt, /2
- sin(wt./2)

%0One could of course shift the chip shape to the left or to the right which would result in a global phase
factor. For the discussion to follow this global factor is irrelevant.
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and an odd function ab. In figure .23 the imaginary part of the spectrum is shown.
The power spectrunfzoc(w) for the BOC wave-form is obtained, as usual through

15 T T T T T T X T T T
: : : Spegum of BOC(n=1) (imaginary part) —
2 Speftrim of BOC(n=2) (imaginary part) ~ =======
; ‘Spgctrdm of BOC(n=4) (imaginary part) ~  ==eeeeee
! Bp ctrdm of BOC(n=6) (imaginary part) s

Im(Amplitude BOC-spectrum)

Frequency

Figure 2.23.: Imaginary part of the BOC spectrum far= 2,4 and6. The real part is zero (see

eq. 2.63)

Peoc(w) = [Ssoc(w)|* = Sgoc(w)Ssoc(w)

2.63
= % tan®(wt./2) sin®(nwt.) . (2.63)

The power spectrum (logarithmic scale) is shown in figZg4)

To obtain the auto-correlation function from the spectrum it is most convenient to start
with the last equation in ed2(61):

n—1
16 sin? wt 2) %k
PBOC(W) — / (E :ez2lwtc> <§ e 2k tc>
k=0

_ 16 sin? (u)tc/z) [ Z (TL . |k|>ei2kwtc] :

w2
k=—n+1

(2.64)

where eq.[B.1) was used. The trick is to writén?(wt./2) in complex form and multiply
it with the sum. The inverse Fourier transform of the remainiimg?®(wt./2) is then a
triangular function. We then end up with a squared sinc-function multiplied with a sum
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Figure 2.24.: The power spectrum of the BOC signal for= 2,4 and6.

of complex phases. Transforming back into time domain, we use the convolution theorem
and the result is a convolution of the triangle function with a sum of delta-distributions:

Peoc(w) = 2t sinc?(wt./2) [1 (oo 4 giwte) /2}

n—1
> Z (n _ |]€D eikatc
k=—n+1
2.65
= 2t,sinc?(wt./2) (2.69)

n—1
> Z (n _ |]€|) [eikatC _(e(2k+1)wtc —i—e(%_l)“’tc)/ﬂ

k=—n+1
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The inverse Fourier transform is then simply given by

AC Faoc(t) = F { Paoc(w)}
= Tri(t/t.)

X Zl (n — |k|) [26(t — 2kt.) — [t — (2k + 1)t] — 6]t — (2k — 1)t]]

n—1

= 5 (k) [2Tri(t/tc—2k:)

k=—n+1
~Tri(t/t, — 2k — 1) — Tri(t/t. — 2k + 1)

(2.66)
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Figure 2.25.: A ’movie’ of two correlating Manchester bits. The bottom right plot is the resulting

ACF. (See text for explanations)

It is also possible to obtain the ACF directly by inspection. To do so we simply imag-
ine shifting two copies of the ACF in time domain over each other. Let’s first consider

two Manchester coded bits that we shift into each other. In fig2i&) this process is
demonstrated. To completely construct the ACF we notice two things:

e We are integrating a function which is piece-wise constant and thus the result must

be a piece-wise linear function
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e As we shift the curves over each other we see that the extrema of the ACF are
located where discontinuities of the two copies meet

Thus, the only thing we need to do is locate and calculate the extrema. The snapshots in
figure [2.25 are exactly the extrema of the ACF. With that information we can construct

the ACF using (figure4.29))

The first plot in figure[2.25 shows the two Manchester encoded bits just before they
overlap. At that moment the auto-correlation function is zero. The second plot shows the
two bits as the overlap is exactlyl /2 and the second discontinuities meet. The third plot
shows a perfect overlap of the two bits. The value of the auto-correlation function here is
1. The fourth and the fifth plot correspond to the second and first plot, respectively, as the
auto-correlation function is symmetric.

1

0.5

-0.5

Figure 2.26.: The ACF of the BOC signal as a function of delay. The curves are plotted for
1, 2 and 4n = 2 corresponds to the GPS M-code. For reference the ACF of the rectangular signal
is shown.

For the general case efwe obtain analytical values for the extrema and simply say that
they are connected with straight lines. The extrema of the ACF in the general case are
given by:

Ry = R(Ey = (—1)*(1 - &) for k=0,...,2n (2.67)
and they are located at = +k/2n, i.e. every time the modulating code flips, a new
extreme has been reached. The units are in chip lengths and the amplitude of the bits is

normalized tot-1 so that the maximum of the ACF will be
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In figure [2.26) the ACF was plotted for infinite bandwidth for the cases- 1, 2 and 4
using eq.2.69).

Band-limited BOC signals It is relatively easy to obtain a band-limited version of
the auto-correlation function of the BOC signal. Looking at Bggb) we see that the fac-

tor in front of the sum is the inverse Fourier transform ofthé-) function, which in turn
happens to be the auto-correlation function of the rectangular chip in infinite bandwidth.
In section2.2.5the band-limited version of that signal was derived. The B was
obtained using the convolution theorem, thus we simply have to replacg&ithgin the

first equation in eq[d.66) with the corresponding expression for the band-limited version
of Tri(-). Thus we have

n—1

AC Fgpe(t) = Z (n — |k[) [2ReL (t/t. — 2k)

(2.68)
— RpL(t/t. — 2k — 1) — Rg(t/t. — 2k +1)]

whereRg_ is given by eq.[Z.3]) and the bandwidth parametehas the same interpreta-
tion as before. The band limiting parametedefined in eq.Z.279) is normalized to the
rate of the square wave, not the chip-rate. The paramgterfers to the period of the
square-wave, but. replacesl.. in the equation above. Therefore the relation between the
bandwidth limiting parametéris:

4 I,
Bpw = b—n or b= Bpy— (269)
T, 4n

whereBgyy is expressed in Hz.
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Figure 2.27.: Normalized auto correlation functions of the band-limited BOC signal. In the left
plotn = 1, corresponding to Manchester encoding and the right plohhas corresponding to
the GPS M-code signal structure. The values of the band limiting parametebwddes, 1 and

Q.

In figure .27 and figure B.29 the auto correlation functions for band limited BOC

BOC(x,x) Infinite band width ——
BOC(X,X) b=1 =======

BOC(x,x) b=0.5 ==+==+=+

-1.5

-1 -0.5 0 0.5 1 15 2
Normalized code delay [-]
|

BOC(2x.x) Infinite band width ——
BOC(2x,X) b=1 =======

BOC(2X,X) b=0.5 ==eseeer |

-1.5

-1 -0.5 0 0.5 1 1.5 2
Normalized code delay [-]
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signals are shown. The left figure of figul2Z17) corresponds to a Manchester encoded
signal and the right has the same structure as the GPS M-code. Note that although the
ACF are termed as normalized the peak value is not equal to one. This reflects the fact
that not all the power of the signal is available; some of the power is blocked by the
band-limiting.

For b=1 the only effect of the band-limiting is the slight rounding off of the edges of
the ACF. For a band-limiting a#=0.5, frequencies lower than the twice the square wave
frequency are not let through by the filter. The result are the oscillations outside of the one
chip length region. This would lead to undesirable side-lobe effects in case of multipath.

1 T T

BOC(7x.x) Infinite band width ——
BOC(7X,X) b=0.5 +++seex- i

0.8
0.6
0.4
0.2

0

-0.2

Normalized apmlitude [-]

-0.4

-0.6

-0.8

1 I I I I I
0 0.25 0.5 0.75 1 1.25 1.5

Normalized code delay [-]

Figure 2.28.: Normalized auto correlation functions of the band-limited BOC signahfer 7.
This corresponds to a BOC(14,2). The values of the band limiting parametebwedes, 1 and
Q0.

In figure [2.28 the band limited version of the BOC(7x,x) signal is shown. This is the
same signal structure as the overlay on L1 (BOC(14,2)), which has been suggested for
Galileo. For clarity, only the right side of the ACF is shown.

We also notice that with decreasing bandwidth, the side-lobes of the auto-correlation func-
tions are shifted apart.

All the effects pointed out here coincide with the observations madBatODl}. Except
that here we have a closed form of the correlation process vi@&® .

57



2. Models

Correlation of the BOC signal with the Code For the SOC signal it was possible

to correlate the signal with the code alone. This procedure resulted in a cross-correlation
function with one maximum. The only difference between BOC and SOC is that the
modulated sub-carrier is a square wave rather than a sine. Therefore one might think that
a similar approach would be feasible for the BOC signal.

We proceed in the same manner as in the SOC case iR &).(The same arguments
hold (the period of the square wave is the same as the modulating sine). We end up with an
expression analog to the last equation in Bg®) with thesin(-) replaced by the square
wave:

Tp/2

R(1, Awy, ¢) ~ /C(U)C(u —7) Sqrn(u)emwTC“du/ QAWEIHIAG gt (2,70)

~Tp/2

The cross correlation function fakw. = 0 and¢ = 0 is now given by the following
integral:

R(t,n) = /ei”“’TCU C(u —71)C(u) Sqr, (u)du = / e et Sar, (u)du (2.71)
Qr

where(2, was defined as:

(2.72)

O [r—1T./2, T./2] for 0<7<T,
T -TL/2, T+ T.2] for —T.<7T<0

A

Received code-hit Generated code-bit

X - — _—_—— _——_———1
= :

>

A
A\ 74

JARN /
> T /2

c c

—>\ / >

T-T2 kT /2n

Figure 2.29.: lllustrating the integration in eg2(7J).

When we were dealing with the SOC signal we had-) in the integral and the sine
could easily be integrated ové€.. Here on the other hand we have this square wave,
which effectively divides the regiof, into intervals with alternating signs. The situation
for positiver is sketched in figurd229. In order to simplify the following discussion,
we would like to define the set of integers corresponding to the stars in flg2@:(

| 2
Q= {k|k € Z A ?”(T ~T,/2) <k <n} (2.73)

[
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Note thatk = n is nota member of the set. With these definitions we can easily calculate
the integral in eq4.77):

R*(T,n):/ et Sqr, (t)dt
Qr

(k+1)Tc

2n . kmin .
— E (_1)k emwTCt dt + (_1)kmm71 emw,]b t dt
keQint T T—Te/2
, (2.74)
_ —1 § : (_1)k [einwn% _eianC k;;f]
WL keQint

4 (—1)kmn—1 [emwn% _ eianc(’T—Tc/2)i| }

The coloring of the terms in the second equation refers to the colors in f[@9 and
shows the integration intervals. The terms in the sum are constanekcept when the
set(" changes. The variablg,, is defined agm, := min{QM™"}. The equation above
is only valid for positiver, but if we look at the first integral, we see that

R*(—7,n) = /emcht Sqr, (H)C(t+7)C(t)dt
_ / et Sar (—¢)C(—t' + 7)C(—t)dt (2.75)
_ / eiment Sqr (Ot — 1)O()dt = T (romiom)

where the bar oveR means complex conjugation. In the second equation the substitution
t — —t’ was made and it was used that the square wave is an odd function ait(that
is an even function.

Inserting the value fow;, = ?F—” in eq. @79 and using the fact that™ = —1 we get:

x —iT, __ _ ind(r/Toe
R*(r,n) = m{ > =2 | + (=1t [(—1)fmn — ginen(r/Te 1/2>}}
rear (2.76)
—iT. | | 2n(r —T¢) A . - -
= _ 1 min _1 min __ A W(T/TC 1/2)
n2m { L T. J +(=1) [(=1) ¢ ]

The sum ovef2™ basically counts the number of transitions of the square wave within
the integration region (corresponds to the number of stars in fi@Qu2&). This is for-
mulated in the second equation of €8.46 where| -] represents the integral part of the
argument.

Ve (49| =4and|4.1| =4
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As usually the correlation function in time and frequency becomes:

n2w T,
x e sinc [Aw. T, /2]

R (r, Awy) = TpTC{ {Qn(T — TC)J (1)t [(_1)kmin _ einQﬂ'(r/Tcl/Q)}}

2.77)

under the assumption that the carrier frequency offset and the phase errgrdoes not
vary considerably during the integration inter3!

Now we can look at coherent and non-coherent versions of2efg) (by taking the real
and imaginary part and the squared amplitude of the cross correlation function.

Taking the real part of e2(76) we obtain the correlation function corresponding to the
in-phase channel (I-channel) of the receiver:

o) (T, Aws,n) = R{R"(7, Aws, n)}
TpTC 2n(7‘ - Tc)
T norn { { T, J
+ (= 1)kmn=L [(—1)kmin — cos(n2r(7/T. — 1/2))] }

x cos(A¢) sinc [Awy T, /2]

(2.78)

This is plotted in figurelZ.30. Comparing to figureld.18 we see that the surfaces are
very similar as one would expect. Intuitively the influence from the “other” side-band
should be minimal; it manifests itself in the wavy structure seen in the curves. Further,
the only difference is that a sine is used for the modulation instead of a square wave.
Therefore it is plausible that there is very little difference between the two.

Usually, the difference between ttie and theQ-channels is only the phase factoy?,
butin eq. 2. 78 the correlation function has an imaginary part. Thus, for zero phase error
(A¢ = 0) the I-channel is not zero and is given by

g%C(T, Awy,n) =T{R*(1, Awy,n)} (2.79)
= —sin (n2n(7/T, — 1/2)) sin(A¢) sinc (AwrT,/2) '

In figure .32 the CF is plotted for four values of. The similarity with figure[2.20)

is evident. The maximum in frequency for both correlation functions (BOC and SOC) is

Awy = 0, which means that the carrier frequency in the receiver wilbbe w + nwr..

This is a result of the frequency of the modulating wave.

One might think that the point on the correlation function where the slope is zero would
cause problems when tracking the signal, because the correlator spacing can be chosen
such that the slope of the S-curve at the tracking point is zero. This is exactly what
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Delay [chi ps]o

Figure 2.30.:3-D plot of the coherent CF for a BOC signal, correlated with a reference signal
consisting of the code alone far= 2. The delay is measured in chip durations, while the frequency
offset is measured in pre-detection bandwidths. The plot is based dA €4). (

happens if a correlator spacing@if is chosen, which is the standard value for GPS C/A
code receivers. By narrowing the correlator spacing such that the slope is maximized, a
larger slope at the tracking point can be achieved than one would have obtained if there
were only one side-band (i.e. only a normal rectangular chip were transmitted by the
satellite).

In figure 2.39 this is shown. We see that for a correlator spacin@fif/3 the slope

at the tracking point is increased, and in fact larger than for a rectangular chip shape.
Provided the correlator spacing is chosen sensibly it is still theoretically possible that the
tracking loop be “caught” on one of the plateaus. This, however, is not a stable state as
the magnitude of the S-curve at that point is large and it is the magnitude of the S-curve
that drives the tracking loops at this point.

2.2.9. Relation Between the SOC and BOC Signals

In the previous section it was implied that there is a relationship between the BOC and the
SOC signal. To see exactly how they are related we expand the square wave in a Fourier

series: .
Sara(t) ==Y o2
k=1

W

sm [(2k — 1)nwr, t] (2.80)

>]
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Figure 2.31.:3-D plot of the coherent CF for a BOC signal, correlated with a reference signal
consisting of the code alone far=2. The delay is measured in chip durations, while the frequency
offset is measured in pre-detection bandwidths. The plot is based dA €4). (

The first term in the expansion is proportionakto(nwr, t), which is the sine in the SOC
signal. We recall that both the SOC and BOC signals were normalized so that the power
of each bit isl[arbitrary units]. The power due to the first term in the expansion above is
thus W% ~ 81%

In this sense the SOC signal can be viewed as a first order BOC signal. However, the SOC
signal isnot a band-limited version of the BOC signal; the bandwidth of the modulating
carrier of the SOC signal is band limited (i.e. the sine wave), but the rectangular chip has
an infinite bandwidth. So band-limiting a BOC signal will not result in a SOC signal.

Looking at eq.[2.80 we see that the square wave is a series of sine waves. These in turn
are delta distributions in frequency domain. The spectrum of the rectangular pulse is a
sinc(+) function. So when the convolution of the two is formed (i.e. ¢he:(-) and the
series of delta distributions), we have contributions from the higher ena€r) functions

within the frequency band of interest (i.e. close to the carrier frequency). ddu®f the

higher order terms will contribute to the spectrum at the carrier frequency.

If the bandwidth limited versions of the BOC-signals in figuBe2[)) and figure [£.29

are compared to the SOC-signals in figuell) we see that the SOC signal has zero
derivative atT, and the bandwidth limited BOC doesn't. Outside[efl,, T,| the auto-
correlation function of the SOC-signal is zero, whereas for the bandwidth limited BOC
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signal there are side-lobes outside of this region.
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Figure 2.32.: The coherent CF on the left and the non-coherent CF on the right between the code
and the BOC signal as a functionof
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Figure 2.33.: The S-curve of the coherent correlation function #s2. Correlator spacing was
choserl, and27,/3. Note the slope at the tracking point £ 0).
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2.3. Modeling Signal Propagation

In this section a model for the propagation of the signal is developed. The modelling
refers to the signal propagation from the satellite to the receiver taking reflections from
physical objects into account. No dispersive effects are considered (ionosphere) and the
medium is assumed to be vacuum (no additional delays or signal attenuation caused by
the troposphere.)

The main requirement for this model is that it must yield a set of parameters, suitable to
describe the signal in terms of the signal model in the receiver. Effectively, this means
that the output of the signal propagation model must consist of

e Signal-to-noise ratio

e A set of geometric delays (on code and phase), representing the individual multi-
paths

e A set of damping parameter describing the relative signal-strength among the mul-
tipaths

All these parameters are functions of time.

To achieve this, a detailed physical model of the signal propagation must be analyzed and
implemented, including a power budget model, geometric ray-tracing and an electromag-
netic analysis of the signal paths.

2.3.1. Power Budget of the Propagation Channel

For reference the so-called communications equation (see for exab®ilé]] will be
written down and explained. Given a transmitter, emitting a signal with total power of
W, the signal-to-noise ratio (SNR) can be expressed by:

Prec
No

A

1
drd

kT

2
= PG, < ) LyL,G, (2.812)
whereG,; andG, are the antenna gains of the transmitting and receiving antenna, respec-
tively. The distance between receiver and transmitter is denoteldalogl \ is the wave
length of the signal. The factor in the parenthesis is called the space loss. Its definition is
connected to the definition of the antenna gain paraméteexdG,. The antenna gain

is defined by
47TAZ‘
Gz’ = )\2
where the subscriptis eitherr or ¢t and the antenna capture area is defined asrhus
an antenna with gaih has a capture area af, = \?/4x. This reflects the physical fact

(2.82)
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that the capture area of a particular type of antenna, say a dipole antenna, scalés with
The power available at the receiving antenna emitted from an isotropic antenna is equal
to the ratio between the capture area of the receiving antenna and a sphere witll radius
times the power emitted:

A, A2 A\
Pr = Wﬂo = Gr <m) -F)to - GrGt (m) -Pt (283)

The factorkT in eq. 2.8]) is Boltzmann’s constant; = 1.38 - 10~23 JPK times the noise
temperature. The poweF,, = G.F,, is called the equivalent isotropic radiated power
(EIRP) and corresponds to the power an isotropic antenna at the satellite would have to
emit if the powerP,, were to be emitted in all directions. This is of course not the case
and the antennas on the satellites are designed such that the main part of the power is
concentrated in a beam that covers the earth. Thus the@ailepends on the orientation

of the antenna.

The simulator will use eq2(87) to simulate the signal-to-noise ratio at the receiver.

2.3.2. Geometric Ray-Tracing

In this section the ideas for the ray-tracing3nss are discussed. IBNSSwe want a
general, exact 3-D ray-tracing algorithm.

Basic operations and tests needed for ray-tracing In the following a face means

a piece of a plane which is defined by 3 or more points in 3-D. The face is also oriented and
its orientation is defined by a normal vector pointing in the (so defined) positive direction.
Further the face is required to be flat, i.e. all the vertexes of the face must lie in the same
plane.

Face -
Ay o _

Definition 2.3.2.1. A face is a set ofV vec-
tors, which all lie in the same plane. Lﬂ_i;

i = 0,...,N — 1 be vectors in the plane
defining the vertexes of the face andjet=
A — A}_l, (zis cyclic in N). The normal vec-
tor of the face is

Ts

o

= A,

> - 1 Normal pointing

5 o— T X Giv1 (2.84) out of the ;Ialalne
|qi| |Qi+1|

) Figure 2.34.: Definition of a face

for all 7.
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It is a consequence of the assumption that the vertexes of the face are all in the same
plane that the equation above holds for:allThe region connecting the vectafs must
be convex. The definition is illustrated in figuf234).

The algorithm is formulated in a coordinate-system independent way. The main ingredi-
ents for the ray-tracing engine are:
e Operations

— Project a point onto a plane
— Mirror a point in 3-D about a plane
— Intersect a ray with a plane

e Tests

— Determine if a point lies on a face
— Determine if planes are facing each other
— Determine if a point is in the positive half-space of a plane

Projecting a point onto a plane Let the planeP be defined by two non-parallel
vectorsp andq and a pointﬁ lying in that plane. The vectors and ¢ need not to be
normalized or perpendicular. Consider a p(@dﬂqat we want to project ontd. A vector
in the plane can be expressed as a linear combinatiprantlq:

R, := R+t{+ sp. (2.85)
Forﬁp to be the projection point af onto P, We must have:
(@—-FR,) ¢=0 and (@—R,)-p=0 (2.86)

that is, the vecto(@ — ﬁp) must be perpendicular to boffandp. These two equations
can be solved fog andt:

G rE '
and D@D - P
o

wherer := B — Q. If andpin eq. 2287 and eq.2.89 are perpendiculag andt can
be written as: . .
("0 ang 5= 'f) (2.89)

t =
q? p
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The factorss andt can be calculated using relatively little processing power. There are no
sines or cosines involved, only some multiplications and one division (the denominator is
the same irt ands). In an object-oriented implementation, where the vectors are defined
as vectors in the mathematical sense, this method is independent of the coordinate-system
(and could in a straight-forward manner be extendel imensions, although that is of

no value in this context).

Mirroring a point about a plane An important part of the ray-tracing (as it is done
here) is to mirror a point) about a plane. This can easily be achieved after we have
calculated the projection poitft, (see eq.Z.859). If we denote by(); the mirrored point,

we have:

I =Q-2Q-R
Uri=@- (Cf a8 (2.90)
=2(R+tqd+ sp) — Q.
Intersection point of a ray with a plane The reflection point of a ray going from

Rto Q reflected by a plan®, is the same as the intersection point of a ray going from
R to Q; with the same plan®. Therefore we must be able to find intersection points of
rays with planes.

The question is: given two pointg and B, where is the intersection point of the line
defined by these two vectors with the plai@

A point 7 lying in a plane containing?, with normalf must satisfy
(Ry—7)-7=0 (2.91)
A line that goes throughl and B is given by:
S:=A+t(B— A) (2.92)

Inserting into eq.[2.92) into eq. £.93) and solving fort, we get:

Ry— A) -t
po P =) i (2.93)
(B—A)-n
If 0 <t < 1the line-segment betweehand B intersects the plane.
Determine if a point lies on a face In the previous section we calculated the inter-

section point of a ray with a plane. Now we want to know if that pdinis on a given
face, or more generally we want to know if a pofdin the plane is also on the face.

Let ffiﬁ' =0,...,N — 1 be the vectors in the plane defining the face and define-
A; — A;_1, (@is cyclic in N). First we construct a vector

-

bi = Cﬁ — t(j;'_l s (294)
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wheret has to be determined such thais perpendicular tq;, i.e.b; -q; = 0. That yields:

q?
t= —"-"—. (2.95)
(Qi : Qi—l)

Now, because the face is convex, we always have( and thush; points into the face.
Thus if (R — A;) - b; < 0 thenR doesnotlie on the face.

With this test it can only be determined if the pointiston the face. That means it must
be continued until it is known that the point is not on the face or wiltib;’'s have been
tested.

If ¢; andg;_, are perpendicular, we simply det:= g._;.

Determine if a point is in the positive half-space of a plane The implementa-
tion of this test is straight-forward:

(F—Ro) -7 >0 (2.96)

If eq. (2.99) is fulfilled, is in the positive half-space.

Determine if faces are facing each other This is also straight-forward: if
ﬁl : ﬁg >0 (297)

then the faces are facing each other. However, this does not mean that the faces are
opposite and facing each other. It could happen that they are facing each other, but are
not opposite (i.e. they don’t “see” each other, like two people standing back-to-back, they
would be facing each other in the sense of BR1).).

2.3.3. Electromagnetic Ray-Tracing

In the previous section the geometry of the signal propagation was discussed, but in order
to describe the navigation signal adequately and its interaction with the environment, the
electromagnetic properties of the signal must be considered. In this section the classical
electrodynamics of reflection, refraction and diffraction needed for this work are sum-
marized. For a detailed analysis the reader is refered to the excellent literature cited in
the following sections. In the following discussion the spread spectrum character of the
GNSS signal is ignored and it is treated as a monochromatic electromagnetic plane wave
with frequency equal to the carrier frequency of the signal. However, the polarization of
the signal will be treated in a rigorous way.
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2.3.3.1. Specular Reflection

The propagation of a plane electromagnetic wave can be described in terms of two per-
pendicular electric vectors of the for@dc82 and [KC73):

—

E = a; @) % 4 ay @02 g (2.98)

wherea; andd; are realx andy are orthogonal and parallel unit vectors to the plane of
incidence respectively (see figul235). Referring to the figuré 35 the electric field
vector of the incident and reflected wave can be written as:

E"z’ — ali ei(wtﬂsi) %+ aé ei(thrag) yz
and (2.99)
Er — CL; ei(wt+(5{) X+ CL; ei(wt+5’2") yr
The polarization of the signal is accounted for by the magnitudes ahda, and the

*

Reflected /
wave

Incident
wave

.Q

media 1

media 2

Figure 2.35.: Electric field components reflected off a more dense medium

phase shift$; andd,. For example when,; = a; andéd; = J,, then the wave is linearly
polarized in the direction ot + y. Whena, = a, andd; = d, £+ /2, then the wave is
left/right hand circularly polarized.

Fresnel Equations  When a plane wave hits a boundary between two media (figure
(2.39), a part of the energy is reflected while the rest is refracted. In this work we are only
concerned about the reflected part of the wave. The state of the wave after a reflection off
a surface is completely described by the following two complex quantities:

al e al, e'%

m = N2 1= (2.100)

r A10T T A100

It is clear that the);’s will depend upon the properties of the medias. In particular the
dielectric constant the magnetic permeability and the conductivityy of the media
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are of importance. By imposing the usual boundary conditi&373], [Jac82 on the
electric and magnetic vector of the incident, reflected and refracted wave, the Fresnel
eqguations are obtained:

cosf; — /Y2 — sin?¥, Y2cosh;, — /Y2 —sin?6;
T = = N2 = — (2.101)
cost; + v Y?2 —sin” 0, Y2cosb; +Y? —sin” 0,
whered; is the angle of incidence (see figukg39), ¢, is the relative dielectricity of the

media, u, is the relative magnetic permeability,is the conductivity in {i)/m] and \ is
the wave length. The normalized effective conductivitys defined asBS87:

y .= St 100AT (2.102)
[ir

For most substances the magnetic permeability can be assumed te bei.e. the mate-

rials are assumed to be non-magnetic. Furthermore we note that the effective conductivity
is a complex quantity and thus it affects not only the magnitude of the field, but also the
phase.

2.3.3.2. Stokes Parameters

The polarization state of a propagating electromagnetic plane wave can be described with
4 parameters; the magnitude of both electric vectors as well as their phase. A suitable set
of parameters are the so-called Stokes parameters. Defining the magnitude and phase of
the electric vectors by:

Fy:=a e and E,:=aye'® (2.103)
then the four Stokes parameters are given by:

S[) = a% + Clg
S, =a?—a3

2.104
SQ = 1G9 COS(52 — 51) ( )
Sg = a10a2 sin((52 — 51)

With these definitions a linear polarized wave, polarized along the first axis is described
by the parameters = [1,1,0,0]. Similarly a right-hand circular polarized wave (negative
helicity) has the stokes parametérs- [1,0,0,—1]. The behavior of the antenna can also

be described by the Stokes parameters. The coupling between the incident wave and the

antenna is then given bKC73]
1= "
S = ZLSantenna' Ssignal (2-105)

The parameters; andd; can be found from the Fresnel equation €5107).

All these things are relative to the orientation of the propagating vector of the wave. In
the case of the antenna, the Stokes parameters are relative to some predefined orientation
vector of the antenna.
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2.3.4. Reflection of Rough Surfaces

The simplest case of reflections are the smooth reflections. Here Snell’s law is valid and
the reflection can easily be calculated using the Fresnel equatiofis Hdfl) @nd the po-
larization is accounted for by the Stokes parameters. However, when the surfaces are not

10 T T T T T T T

Region of rough reflections

Roughness, h [cm]

TransjtionYegion

ot
.......................

0 10 20 30 40 50 60 70 80 90
Incident angle [degrees]

Figure 2.36.: The Rayleigh criterion for rough surfaces as a function incident angle for a wave
lengthA = 20 cm. On they-axis the characteristic dimension of the roughness is shown. Indicated
are the regions of rough/smooth reflections. The three curves corresponrd 816 and 32. See

eq. and discussion threafter for explanations.

smooth, then the analysis becomes increasingly more complex. In this work two cases of
roughness will be considered. In the first case surfaces are considered that have a charac-
teristic roughness comparable to the carrier wave length. The second case reflector with
a roughness considerably larger than the carrier wave length are considered. Basically,
these reflectors are composed of a number of smaller reflectors.

The classical measure of whether a surface is rough or not, is given by the Rayleigh
criterion: \

>~
~ Tcos(6y)’

where \ is the wave length of the carrieff; the incident angle of the wave ardis a
measure of the roughness of the reflector. The fat@ an arbitrary factor, which is
conventionally chosen to de = 8. This value corresponds to a phase difference /af
between a wave reflected@at= 0 and¢ = h. Itturns out that this value is rather optimistic

h (2.106)
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(i.e. a surface is considered smooth, when it should in fact be considered BS8H))[
More realistic values would be = 16 or I' = 32, corresponding to a phase difference of
/4 andr /8, respectively.

For L-band signals we have~ 20 cm. The Rayleigh criterion is shown in figui2.86).

As pointed out by various authors the Rayleigh criterion should not be considered a hard
measure whether a surface is rough or not. It only gives the order of magnitude. A
comparison with the specular scattering coefficient in the next section will show this (see

figure 2.39).

Looking at figure[2.36) we see that the region above the upper-most curve (red, solid one)
can be considered as a rough surface and in the region below the lowest curve (the blue
dotted one) the reflector can be considered smooth. Obviously, surfaces with a character-
istic dimension of roughness more than= 2.5 cm will always?! qualify as rough for
signals in L-band. On the other hand, it is reasonable to assume surfaces with a roughness
less thar, = 0.62 cm to be smooth.

Therefore most man-made surfaces (walls, roads etc.) are either in the transition region
or can be considered smooth. For natural terrain, however, this does not necessarily hold.

In the following two sections models will be developed for the moderate roughness and
the very rough case.

2.3.4.1. Roughness in the Order of the Carrier Wave Length

In this section a very brief summary of the scattering from rough, random surfaces is
given. This re-cap is by no means meant to be complete and the reader is refered to
the very excellent book by P. Beckmann and A. SpizzichB8§7] for further reading.

For the reader’s convenience the corresponding pages and sections of this reference are
sometimes given.

As the scattering theory of rough surfaces involves many subtle assumptions and approx-
imations, it is useful to briefly outline the theory and thus point out the limitations of the
theory in context.

The Kirchoff Solution The starting point for the well-known Kirchoff solutioBE87]
is the Helmholtz equation:

[ L

eikgR’
b= (2.108)

with

73



2. Models

4
A~ >‘ r B
/ E(xY) \9"\/

Figure 2.37.: Definition of the coordinate system used in €109

A

e

whereF is the electric fieldS is the surface described by the functigia, y), indicated

in figure 2.3%). The coordinate system has its originatand the point of observation

is denoted byP. Points on the surfacg(z,y) are denoted by3. The parameter?’ is
defined as the distance between the point of observdti@md a point on the surface

B. The point of observatio® is assumed to be ,far away” from the reflecting surface,
thusOP and BP can be assumed to be parallel. The wave vectors of the incident and
reflected wave arg, andks, respectively. The position vector of a point on the surface,
7= zé, + £(x)é, for a one-dimensional surface, whereandeé, are the basis vectors of
the coordinate system indicated in figuge3d).

The extension to a two-dimensional surface is straight forward and can be found in
[BS87. However, in order to keep the notation as simple as possible only the one-
dimensional analysis is shown here. The corresponding expressions for two-dimensional
surfaces will be written down in the end.

Inserting the electric fields and its surface derivatives and assuming the Fresnel equations

eq. 2109, we find2:

ekRO o
E, = T
> = ke //(Rgv D) - nee S
S

. (2.109)
/(af’(x) o b) eivmz—&-ivz&(z) dr

—L

ekRo

- 47TRO

where the sub-script in the first equation indicates dependence on the shape of the surface.
The factorR in eq. 2.109 is the reflection coefficient, obtained by the Fresnel equations

L.e. for all incident angles
2This is done in[BS87 in section 3.1 on p. 20.
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eq. 2.10)). The vectors/ andp are defined as

—

Ti=k —ky and 7:=Fk; + ko. (2.110)

The normal vectof,, = n¢(x,y) is the ,local” normal vector of the surfacgx, y). The
factorsa andb can be shown to be:

a=(1—R)sin(6;) + (1 + R) sin(6,)

b= (1+ R)cos(fy) — (1 — R)cos(t) (2.111)

wheref; andé, are the incident and reflection angles, respectively. It is important to
realize that at this point it has been assumed that the Fresnel equationd2rl6d). 4re

valid ateach local poinbf reflection on the surface. This means that the curvature of the
surface must be small compared to the wave length. This is the most serious limitation of
the Kirchoff solution for frequencies in L-band. The curvature is proportionél\mhere

7 is a measure of the ,wave length” of the surface or the correlation length in the case of
random surfaces (see discussion later in this section).

Intuitively we can identify the various terms of eg8.109. The phase factor in the integral
actually describes the phase difference between the locally reflected wave and the one
reflected at the origin(§). The vectors is perpendicular to the reference plane ahd

parallel to it. Thus, in the case of a smooth surface the first term in the second equation in
eq. 2.109 will vanish and the second term is finite. When the normal vegtas tilted
relatively to the smooth surface, the second term yields a contribution to the electric field
at the expense of the first one.

In the following it is convenient to define the so-called scattering coeffigiertet the
electric field scattered by a perfect smooth, infinitely large conductor be denotgg by
then the scattering coefficient is defined as

Esy

1 Lo .
— —b W T+102€ d
4L cos(6q) /_L(a§ Je ’

p:
(2.112)

This is the general formula for the scattering off a one-dimensional rough surface, with
finite conductivity. The integral, however, is not as trivial as it looks, becaused b
depend ornx in a complicated way. Therefore, it is necessary to make some assumptions
and simplify the expression ed@.012. In the following the case of infinite conductiv-

ity (i,e. Y — oo in eq. .103) is considered. In this case the reflection coefficiBnt
becomed for horizontal polarization ane 1 for the vertical polarization.

At first this may appear as a severely limiting assumption, but as we shall see later, in
the case of random surfaces with additional approximations the resulting scattering co-
efficient can be generalized to the finite conductivity case in a simple manner. Setting

3corresponding to the horizontal and vertical polarizations
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R = +1 and integrating by partg, can be expressed as

Ef Fy [* ..
== =4 T 2.113
P+ Fap 5L 7L€ T ( )

where + stands for horizontal and vertical polarization, respectively. The fa€ias

defined as:

o 1+ cos(0; + 05)
= cos(6y)[cos(61) + cos(62)] (2.114)

The important thing about ed2.L1J is that the only dependence ons contained in the
exponent.

Random Surfaces In principle the expression e@.(L1J is valid for any surface de-
scribed by¢(z,y). The surface can be periodical or random. In this thesis only random
surfaces are considered. In figuBe38d a random surface is shown schematically. Let us
now assume the surface to be generated by a Gaul3-ian, stationary process, i.e. the diver-
gence from the planar smooth surface has a GauR distribution with varidan&airther
assume the autocorrelation function of the process to be exponential with a correlation
length. Both curves in figured.38 have the same variance, but the blue one (upper)
has a much shorter correlation length than the red one (lower).

&1(%) L

&2(%) /\‘EZ . /\
2
< /\v/\ v/ l ( l AN >
/ N l NV
Figure 2.38.: The two characteristic parameters for Gaul3-ian random surfaces. Both surfaces in
the figure have the same varianeé); but different correlation lengths?.

The quantity of interest here is the reflecigalverand not the electric field. Therefore
we are interested ifpp*) rather thanp). Inserting the Gauf3-ian surface into é8.113
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and performing the average, we get

_ \/%F;T > gk 0272 /4k . .
(pp*) =79 (pﬁ + e v/ for one dimension  (2.115)
2L = Wk

o k
(pp*) = e™* (Pg Ty AP e‘”3y72/4’“> for two dimensions  (2.116)

where the first equation is valid for a one-dimensional surface. In this section only 1-
dimensional surfaces were considered, but the expression for the two-dimensional surface
is obtained in an analogous manner. The interested reader is referi@88d,[section

3.2 and section 5.3.

The parametep, in eq. .119 and eq.2.11§ is the scattering coefficient for a finite,
smooth, perfectly conducting reflector. It is given by

po = sinc(v, L) one-dimension (2.117)
po = sinc(v, L) sinc(v, L) two-dimensions (2.118)
wherev, andv, are ther andy components of the vectotin eq. £.110. The dimensions

of the reflector is giverd. in one dimension and x L = A in two dimensions. The factor
g is short hand for

V9 = 27‘(‘% [cos(01) + cos(6s)] (2.119)
The factorF;, in eq. .11 is given by eq.Z.119 for one dimension and by

o= 1 4 cos () cos(6;) — sin(6,) sin(6s) cos(f3)
i cos(0;)[cos(0y) + cos(6s)]

(2.120)

for two dimensions (eq2(118).

In figure (2.39 the specular reflection coefficient is plotted as a function of incident angle.
The values ot are the same that were obtained using the Rayleigh criterion at normal
incidence, i.e. 2.5, 1.25 and 0.625 cm. (see2d.16 and figure[2.36). We see that for
normal incidence the scattered power in the specular direction is considerably reduced.
For o = 2.5 cm the scattered power is reduced by an order of magnitude for normal
incidence! For oblique incidence the situation is better.

In figure .40 the factorg in eq. .119 is shown. We see that for a roughness of more
thano = 1.25 cm we find ourselves in the region of a moderately rough surface.

For the purposes of this work, we shall consider surfaces thathaver < L whereL

is the linear dimension of the reflector. Then the dependence on the correlation length can
be ignored and the main contribution of the scattered power is due to the specular term in
eg. 2.119. Thus in this approximation we have

« . — Ao cos(r)
(pp*) = (pp*)spec € 7 |p,=9, = exPp | — N (2.121)
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Figure 2.39.: The specular scattering coefficient for the scattering of an electromagnetic wave
of a wave lengthA = 20 cm as a function of incident angle. The three curves correspond to a
roughness of = 2.5, 1.25 and 0.75 cm respectively. These are exactly the values of the parameter
h in eq. 10§ for normal incidence anl = 8, 16 and 32 (see figur®{36 and eq.[Z.108§)

Considering the surfaces of most buildings, this approximation seems sufficient. To ac-
count for natural terrain, these approximations are probably not valid. For radio waves
with wave length of c.a. 20 cm one has to ask oneself if the Kirchoff solution is valid in
that case at all. Considering natural surfaces like grass, regions with gravel, were each
stone has a typical diameter of, say, 1-5 cm. It is questionable whether the Fresnel equa-
tions can be applied locally on those surfaces for this wave length.

Finite Conductivity = The analysis above assumes a perfectly conducting reflector.
However the effect of the roughness is found to depend mainly uposhéyeeof the
surface and not the electric properties.

Basically, the problem with finite conductivity involves the dependeneeaidd oné(x)
ineq. 2.112. Ifitis assumed that

(ag’) ~ (a)(£') (2.122)

then it can be shownBS87], section 5.4, p. 97) that the scattering coefficient for finite
conductivity is given by
(pp" Yinite = (RR"){pp™) oo (2.123)
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10 T T T T T T T T

9 [ L= i B § e

Incident angle [degrees]

Figure 2.40.: The g factor in eq.[2.119 as a function of incident angle. The wave length of the
scattered wave was = 20 cm. The four curves correspond to a roughness of 5, 2.5, 1.25
and 0.625 cm respectively.

where the sub-scripts and finite denote the scattering coefficient for infinite and finite
conductivity, respectively. It is therefore justified to calculate the scattering coefficient for
an infinite conductor and then ,correct” the result with the reflection coefficient evaluated
for the reference plane (i.e. fgfx) = 0).

2.3.4.2. Roughness Larger Than the Carrier Wave Length

It would now be possible to use the equations of the previous section to obtain an expres-
sion for the scattering when the surface is very rough. Such an approach would, however,
not fit into the overall scheme of things in the modeling and implementatiddnsf .

The main reason is that the geometric ray-tracing only yields the specular reflections and
the geometric information to sum up the fields from reflectors that ,nearly” fulfill Snell’s
law simply isn’t there.

A more straight-forward approach, from an implementation point of view, is to generate
a random number of virtual reflectors around a real one. The target application here are
oceanic surfaces. A similar idea is discussedB881, section 6.4, where the surface is
explicitly generated by a Markov process.

The idea used here is illustrated in figuged)
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Source

Vitual reflectors

Real reflector

Receiver

Figure 2.41.: After the geometric ray-tracing has successfully found all specular reflectors, virtual
reflectors are generated as illustrated in the figure.

Etotal = Z Eje N L tr Z E;e ik (7HAT) (2.124)

7j=1

whereF) is the electric field as it is obtained from the procedures in the previous sections.
E; for j > 1 is the amplitude of the virtual field and7j, corresponds to the phase of

the virtual signal. N is the number of virtual reflectors and is a normalization. It

is assumed that the reflectors are far away from the receiver, so that the unité/ector
pointing from the specular reflection point to the receiver, can be considered the same for
all virtual reflectors.

The normalizationV/” is chosen such that the power of the virtual scatterers can be ad-
justed with the parameter.

=+ Z E? (2.125)

0 k=1
With this normalization the power of the virtual scatterers is scaled relatively to the re-
flected power of the actual specular scatterer. The relative amplitijese diced out
through some statistical distribution, e.g. a Gaul3-ian one with a certain varangg
and mean. The mean value of the distribution is irrelevant, because of the normalization.

As can be seen in eq2.I29 the vectorsA7; are not needed, only the scalar valie=
k- Ar;. Some statistical distribution is also assumed for the phases.
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Usually, when such approaches are made, one wants 19 let co. Here that is not
the case. This construction is very easy to implement in the framewdsk®$ and it is
desiredto chooseV some finite value, sayy = 5, 10 or 100.

In the approach in the previous section the scattering coefficient basically yields an elec-
tric field which collectively represents the field at the antenna. The averaging constitutes
the limit N — oo and all the contributions from the local reflections are summed up into
one single field with, perhaps, a shift in phase. This corresponds to the tap delay line
approach used in communications.

This limitation is exactly what we want to avoid in this model. An important aspect of this
model is that the receiver 'sees’ a finite number of different phases. In the receiver model
the main quantities of the signal is the SNR and the phase. When there is multipath,
i.e. reflections are also received, a linear combination of fields with different phases is
received. When this combination contains a finite number of contributions, the relative
phases between the received signals is relevant andat desired to have that averaged
out. If the phases are averaged out before entering the tracking loops we don’t know how
thetracking loopgeact to the multiple phases. If an average has to be taken, then it cannot
be done independent on the structure of the discriminator and the tracking loop behavior.
Therefore this process is implemented explicitly in the receiver model.
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2.4. Modeling the Receiver

The receiver modeling is one of the most important part of this work. It starts at the
antenna and finishes at the calculated position. The components of the generic receiver
are:

e Antenna
e Down conversion
e Correlation

e Discriminator

Tracking

e Positioning

These modules all have their counterparts in theory as well as in reality. In this chapter we
will establish theoretical models for each of these components and discuss their strengths
and limitations.

2.4.1. Overview of the Generic GNSS Receiver Structure

In this section an overview of the receiver structure is given. The various components of
the receiver hardware are described in general terms.

2.4.1.1. Structure of a Modern GNSS Receiver

Modern GNSS receivers are mostly digital, i.e. the analog-digital conversion is carried
out as early as possible. Usually the first step in the down-convétsodone in the
radio component, after that the signal is digitized. The tracking of code and carrier is
of course also fully digital and is mostly implemented in digital signal processors and/or
RISC processors.

The hardware responsible for correlating and tracking it is called a channel. For each
satellite that is being monitored, a channel is needed. Most earlier receiver had only
one channel and therefore the channel was switched between the satellites in view for
monitoring. This switching is called multiplexing. Modern receivers have an array of
channels, which can be operated in parallel, independent on each other.

A GNSS receiver consists of four sub-systems:

1The transition from high-frequency to base-band.
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Antenna

Radio frequency component (RF-component)

Signal processing component

Data processing component

RF-component The RF-component is composed of an antenna, usually in L-band,

a low noise amplifier (LNA) and the RF component itself. In the RF-component the
conversion to an intermediate frequency is performed. Depending on the implementation
this is done in one or more steps. There exists receiver where the down conversion is done
in one step by ultra fast A/D conversidgtfF"91].

Signal Processing Component The analog radio signal is fed into the A/D con-
verter and the output is a high-frequency data stream. The sampling rate for current
commercial receivers are 6 MHz and 60 MHz for commercial C/A receivers and P(Y)
code receivers respectiveWhar94. However, some high-end C/A code receivers may
have sampling-rates significantly exceeding 6 MHz. Commercial receivers mostly use a
1-bit converter as opposed to multiple bit converidrep4]. After the sampling process,
further down-conversion steps may follow. An effective down-conversion can also be
achieved through an appropriate choice of sampling frequency. The digital data stream is
now inserted into the channels. The signal is then multiplied with the reference code in
each channel and accumulated. This is the correlation process. The instantaneous values
in the accumulation buffers can be read out by the tracking loops for code and carrier
tracking.

Data Processing Component The data processing unit controls the signal proces-
sors, reads out the tracking loops for code and carrier as well as demodulating the navi-
gation messages. Further it calculates the position and synchronizes to the system time.

The reference oscillator plays a fundamental role in the receiver; it delivers the necessary
reference frequency for the down-conversion, the A/D conversion and code-generation.
Further information on GNSS receivers can be foundMai94 and [Blo92]

2.4.2. Receiver Hardware Technology — State-of-the-Art

The principles of the technologies used in GNSS receivers can be found iisen®@l
In this section important technologies are summarized.
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GNSS Antenna  Generally there are two categories of antennas: ones with a constant
antenna diagram and ones with a variable antenna diagram. The gain of an antenna de-
pends on the azimuth and elevation of the incoming signal. For an antenna of the second
type the gain can be changed dynamically. This is implemented using an array of anten-
nas, so-called phased arrays, whose relative delay can be changed. Thus constructive and
destructive interference can be induced, depending on the direction the satellite signal is
coming from. A high gain in the direction of the satellites and a low gain elsewhere can

be achieved. With this technique jamming and multipath can effectively be mitigated.
Compared to the usual constant gain pattern antennas, these are very sophisticated and
expensive devices.

As the GNSS signals are modulated onto an electromagnetic wave with helicity -1 (right
hand circularly polarized) the antenna should have a high gain for a RHC wave. The
three most popular antenna types are: Patch antennas, helix antennas and crossed dipole
antennas. A simple means of multipath mitigation is the so-called choke ring. Basically
this is a ground plate or ring structure mounted at the bottom of the antenna in order to
mask out multipaths incident from negative elevation angles.

RF-Unit  The radio front end is often implemented with ceramic filters and SAW (Sur-
face Acoustic Wave) filter. The low noise amplifier (LNA) is built with GaAS technology
and bi-polar transistors. For the frequency reference VCOs (Voltage Controlled Oscil-
lators) with a PLL (Phase Lock Loop) is used. In recent years the trend goes towards
using high quality RF - ASICs (Application Specific Integrated Circuits) and MMIC (Mi-
crowave Miniaturized Integrated Circuit) technologEisP1].

Oscillator  The reference oscillator is almost exclusively a quartz oscillator (XO). They
are of varying quality and some are computer compensated, temperature compensated or
temperature stabilized (i.e. kept at a constant temperature).

Signal Processing  An important requirement for building a digital GNSS receiver is

a powerful digital signal processor. The currently applied DSP are constructed as ASICs

using CMOS technology. The ASIC consists of an array of channels, each one having

its own code generator, correlator and accumulator. The input is the down-converted and
digitized signal and the output is the raw data (code, carrier and navigation messages). On
current ASICs more than 24 C/A channels can be integrated onto one chip. As an example
of the performance of a DSP in a GPS receiver we take a look at the Texas Instruments
TMS 320 VC33:

e 32 Bit RISC ("Reduced Instruction Set") Architecture
e 150 MFLOPS ("Million Floating Point Operations per Second")

e 75 MIPS ("Million Instructions per Second")
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e 77 MHz processing frequency

The TMS 320 VC33-150 is from the product line of Texas Instruments in 2002-2003.

Data Processing The computation of the position once the raw data is available is
not very difficult and does not require special purpose DSPs. For the navigation data
processing a normal PC-type processor is adequate. The Motorola 68020 CPU is an
example of a microprocessor used in GPS receivers:

e 32 Bit CISC ("Complete Instruction Set") Architecture
e 0.14 MFLOPS

e 25 MHz processing frequency

These figures are from 2002-2003. The performance of the special purpose DSP is thus
roughly 500 times higher than the navigation processor.

2.4.3. GNSS Receiver Signal Flow
2.4.3.1. Introduction

In this section the signal flow in a generic GNSS receiver is described. The block dia-
gram serves as a reference for the mathematical description of the generic GNSS receiver.
Such block diagrams can be found in various references,&p@8(,[DFF9Y, [ICA92],

[War94 and Bec94.

One of the main difficulties in constructing a mathematical model of a GNSS receiver is
to keep the model as general as possible. For some sub-systems this is possible, while
others must be divided into cases. For the code tracking loops the following cases are
considered:

e Coherent DLL

e Non-coherent DLL

The phase locked loop (PLL), which tracks the carrier phase, is often implemented with
the so-called Costas-loop. The two cases considered here are:

e Product (Costas) detector

e Arctan or Tan detector
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The coherent DLL requires the phase locked loop to be in lock, i.e. itis tracking the carrier
phase and that the navigation bit has been de-modulated, i.e. removed from the signal. On
the other hand the non-coherent DLL is able to track the code even with the data bit on
the signal and the PLL is not required to be in lock. As the DLL is much more robust than
the PLL under non-optimal signal condition (high dynamics, low signal-to-noise ratio),
the non-coherent design is the preferred one.

The difference between the Costas and the tan/arctan detector is not as important as be-
tween the coherent and non-coherent DLLs. The tan/arctan detector removes the correla-
tion function dependency by a division of two signals, while the Costas detector depends
on the correlation function.

2.4.3.2. Receiver Block Diagram

In reference to the above mentioned literature the receiver signal model is based on the
block diagram in figureZ.42).

NCO G(p)
Costas detector

antenna _navigation
data  carrier

"phase

[K; carrier

aiding

R ,code
4 phase

[ I l Code |

F(p) f«—
code generator NCO (p)

Figure 2.42.Receiver block diagram. The dashed lines showQkhehannel.

In figure 2.42) the following abbreviation were used:

e LNA: Low Noise Amplifier ate frequency respectively

e w,wrr: GNSS carrier and intermedi- e H(p): Transfer function of the IF-
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filter

@: Signal addition

e A/D: Analog - Digital converter

>t Integration (accumulation)

e [: In-phase component e NCO: Numerical Controlled Oscilla-

tor
e (): Quadra-phase component

G(p): Transfer function of the phase

L: Late channel locked loop

E: Early channel

F(p): Transfer function of the delay
P: Punctual channel lock loop

®: Signal multiplication K. Gain factor for carrier aiding

In the following the signal flow in the diagram in figui2.42 will be described.

IF-Filtering  The signal received at the antenna is first amplified in the LNA (low-noise
amplifier). After that the signal is down-converted by multiplying it with a sine of fre-
guencyw — w;r. The high-frequency2v — w;r) component in each channel are simply
filtered out in a band-pass filter (The filter with the transfer funcfitip) in figure [2.42).

The bandwidth of the filter must be large enough to allow the signal with the code to pass,
taking into account possible Doppler shifts and drifts in the reference oscillator. If the
bandwidth is too small, the entire spectrum of the signal will not enter the channel and
thus information is lost. A smaller bandwidth, on the other hand, will effectively block out
noise, which would otherwise enter the channel. When choosing the bandwidth for the
pre-correlation filter (i.eH (p)) a compromise between these two factors must be found.

A/D Conversion  After the pre-correlation filtering the analog signal is sampled and
converted to a digital data stream. The digital signal now consists of an effective carrier
with frequencyw;» modulated with the spreading code and navigation data. It is then
multiplied with the reference spreading code, modulated onto a carrier sine and a cosine,
to produce thd and(@ channels respectively. Two orthogonal data streams result from
this operation, the in-phasé)(and quadra-phasé)j channels. In the bock diagram in
figure (2.42 this is done in two steps. The actual intermediate frequency (the nominal
1 F-frequency with Doppler shift and phase shift) is achieved with the phase locked loop
(Costas loop). Thé and@ channels are then fed into the correlators.

Correlation  The correlation is simply an integration or more precisely an accumula-
tion of the received signal multiplied with the reference code inftteand Q channels.

The time and phase offset of the reference code relative to the signal can be adjusted. In
most receivers the three copies of the reference code are produced: an early, a punctual
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and a late version. These copies have a fixed, constant offset relative to each other of half
a chip duration. With this configuration a local maximum of the symmetric part of the
correlation function can be tracked. If more information on the shape of the correlation
function is desired, more correlators are needed. Under ideal conditions there is no need
for such information, but when reflections of the direct signal are also received, the corre-
lation function is not symmetric any more and the correct signal delay is not tracked. The
multipath estimating DLL (MEDLL) uses aansatike that.

The accumulation time that the correlators can be set to depends on the signal structure
and what kind of discriminator is used. For the non-coherent discriminator, tracking a
C/A GPS signal the integration tin¥eis usually set to the duration of the navigation bit,

i.e. 0.02s.

Code Discriminator ~ The code discriminator, sometimes called feurve Nee94

is constructed from the output of the correlators to have a zero at the correct code delay
and a well-defined slope at the root. The explicit form of #eurve depends on the
signal structure received and defines the type of receiver.

In the coherent case it is assumed that the unknown navigation bit has been de-modulated
in the phase tracking loop and removed from the signal. The discriminator is then simply
the difference between the early and late correlator signals.

In the non-coherent case the results of the correlators is squared and thus the data bit is
removed. This of course assumes that the data bit did not change during the integration
in the correlators. This explains why the integration times in non-coherent receivers has
to be smaller or equal to the duration of the data bit. After squaring the signals the early
and late correlator signals are subtracted from each other. The results franalo)
channels are then added.

These two implementations have their pros and cons. The non-coherent discriminator has
a higher noise, caused by the squaring of the signal (squaring loss). On the other hand, as
will be shown later, the non-coherent discriminator doesdepend on the tracking error

of the phase locked loop. This is a desirable feature, because the DLL is usually more
stable than the PLL.

Code Tracking Loop  The code tracking loop or the delay lock loop (DLL) has a
transfer function £'(p)) and controls the numerically controlled oscillator (NCO) of the
code generator, where the reference signals are generated. The frequency of the NCO
controlling the code generator is shifted such that an optimal alignment between the re-
ceived signal and the reference code is achieved. This corresponds to the zero of the
discriminator §-curve). The closed loop filter can be described by a differential equation

of the same order as the loop filter.
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Phase Discriminator  Additionally to tracking the code phase of the signal, the car-
rier phase is also tracked. Firstly it is needed to de-modulate the navigation data and
secondly the phase information yields a very precise estimate of the change in distance
to the satellite. This is achieved trough a combination of the pundtaald () signals.

The Costas detector is a multiplication of the punctual signals if thed ) channels,

i.e. IpQ p. Another possibility is to divide the in-phase with the quadra-phase signal. Here
again the zero of the discriminator corresponds to the correct phase of the signal. With
this operation the navigation data can be detected.

Phase Locked Loop (PLL)  The PLL has the transfer functio@(p) and controls

the phase NCO. The role of the phase NCO is to generate the desired frequency from
the reference oscillator. It compensates for Doppler shifts and drifts and shifts in the
reference oscillator. The sine and cosine of the resulting frequency is then used for the
down-conversion and the generation of thend( channels and that closes the tracking
loop. The goal of the phase tracking loop is to achieve a zero phase difference between
the received signal and the reference oscillator. This tracking loop can be described with
a differential equation.

Carrier Aiding  Evidently the code and phase tracking loops are coupled. A further
coupling can be achieved by feeding the tracked carrier phase into the DLL and thus
provide velocity (Doppler) information to the DLL. That enables the DLL to respond
more accurately in dynamic environments. When carrier aiding is used filter bandwidth
of the DLL can be reduced and thus the noise performance enhanced.

2.5. Receiver Model

2.5.1. Correlation

In this section the correlation process in the receiver is discussed. In the chapter on signal
structures some properties of the signals were analyzed. The purpose of that chapter
is firstly to obtain some properties of the signal structures. Secondly, it is a necessary

preparation for this section.

Before we proceed, we need to extend the signal model to accommodate multipaths and
thermal noise. To this end we model the multipath signal as a linear combination of
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signals of the type in eq2(12), with arbitrary delay- and phase-shifts and amplifdde

Sp(7(), B(t)) = Y a;S(t575(8), 65(1)) + n(t)

1M

a;G7 (t + 7;(t)) sin(wt + ¢;(t)) + n(t) (2.126)

M= 104

03 bugr,(t — KT+ 75(8)) sin(wt + (1)) + ()

<.
Il
=)

wherea; is the amplitude of thg-th multipath,w is the carrier frequency ang(¢) and

¢,(t) are the path-delays and phase shifts of thk signal, respectively. As earlier de-
fined (eq.[2.12) the functionGY, () is just a short-hand notation for the sum over the
whole code. Note that the zero-th multipath in €126 corresponds to the direct signal.

The shifts in phase and delay are unknown and it is one of the purposes of the simulation
to calculate them as they are very hard to obtain analytically.

The termn(t) is a Gaul3-ian, white noise process with zero mean and variance 1. For
corrrect normalization the amplitude of the direct signal is seEis97, [Die9g]

ag = ’/QTPNEO for the reflected signalsa; =: n;ao (2.127)

where the parametey; is defined as the signal-to-multipath ratio which describes the
signal amplitude of the reflected signal relative to the direct one.

In communication there exists statistical models, whose parameters are based on mea-
surements made in typical environments. These models have been shown to work very
well for example for cellular phone systems.

Due to the geometry, it can be expected that the number of multipaths in such a system
will be very large and thus the statistical models can be very useful. Furthermore commu-
nication systems receivers have a different architecture; the goal is to ,absorb” as much
signal energy as possible, while the time of arrival is not important. To maximize the
received power the typical design of a communication rec&ivakes advantages of the
reflected signals and tries to integrate the contribution from the multipath signals. This
also has consequences for the assumptions, upon which such statistical models are based.
The typical tap delay-line models bundle up a large number of reflections to produce one
srepresentative” or average for a particular (constant) code phase delay. When such a
model is inserted into a receiver model that is designed to track the time of arrival of the
signal, the effect of the actual signal and the ,representative” could be quite different.

Snote that the phase and the delay can not be be chosen independently, in the multipaflittase
wo;(t).

18Rake receivers
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In satellite navigation systems the geometry is very different; the signal comes from satel-
lites that, in general, are above the user. It can therefore be assumed that the number of
reflections is much smaller than in the communications case. Another important obser-
vation is that in navigation the geometry itself is of primary interest and not the signal
powet’. Thus thetiming of thedirect signal is of primary interest, while influence of the
reflected signals has to be suppressed as much as possible. So a part of the signal power
is actually sacrificed in order to obtain more accurate information on the time of arrival.

For all these reasons we find it natural to assume a deterministic model liK&.E2g) (
for the multipath signal and to implement it in a simulator that generates the multipath
environment.

In the receiver the signal is correlated with a locally generated reference signal. Basically,
three copies of the signal are generated: early, late and punctual. In the first step the
reference signals are multiplied with the received one and then it is integrated over a time
intervalT,,. The correlation process has been implied in the section on the signal model.

That analysis has to be extended to the model inZ426.

Assuming a geometric model for the delays and phase shifts ir2elPq we get the
following

7;(t) = 7(t) + 6;(t)/c ¢j(t) =1 wr(t); = wr(t) +wd;(t)/c (2.128)

here they;(¢) is the difference in geometric path length between the reflected signal and
the direct signal{ = 0). These delays are functions of time and thus Doppler shifts, jerks
and higher order derivatives are implied.

Using the results from the section on signal structures, we can now construct a general,
powerful model for the signal after pre-detection (i.e. after the correlation process).

As already implied, the receiver generates reference signals in-phase and quadra-phase.
That means that there are two reference carriers with a relative phase shift ditr@Ge

two branches are called the in-phase-I(Qrand quadrature- (@p-) channels. Apart from

that, a typical receiver generates an early, punctual and a late signal. Thus a basic receiver
generates six signal streams for each channel (see figu8)( Realizing all this in a

signal model It us define the following function:

-

Y(AT(E) +w.A0(), Aw(t), 5(2).7(1))
——/T Sp(t', 7, 6(t"), (X)) sref(t’ — 7' — u, o', @)t + Euy (£)

P

= 3 Rk 1) + G0 ) [ O 0t
i=0 ?
(2.129)

"Obviously, it is necessary to have signal power to obtain information on the timing and the accuracy of
the timing will, in general, depend directly on the received power
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where the second equation was obtained usind2fid( The code errorA7;(¢) and the
phase errorA¢,(t) are defined as

A;i(t) = ¢j(t) — ¢'(t) = Ag(t) +wi;(t)/c (2.130)

and
ATi(t) = 1;(t) — 7'(t) = AT(t) + 0,(t)/c (2.131)

The expressiorY (+) in eq. 129 is a bit formal, but from it all six (and more) signal
streams can be obtained. Thand@ channels are obtained by taking the real and imagi-
nary part of eq.lZ.129, respectively and the early, late and punctual version are achieved
by substituting appropriate values for

In an effort to try to write out explicitly the various dependencies, the argumerit of
shows that the pre-detection model depends on the code &rrdt), the phase error,
Ag(t) and on the frequency errafw(t). Further, it depends on the geometry and the
interaction of the signal with its environment. This is expressed by the two arguments
(5(t) andij(t)). As implied, all these quantities in turn depend on time. It will basically
be one of the main goals of the implementation of the simulator to obtain the functions

d(t) andij(t). The functionRg,, represents any of the (complex) correlation functions
that were obtained in the section on signal structures.

In the case were only one signal is present (i.e. in the absence of multipath) it is a good
approximation to assume the phase) to be constant during the integration and thus
pull the phase factor in front of the integral.

In the multipath case this can in general not be done. To see why, there are several time
scales that we need to consider. Taking the GPS case we get:

e The chip-lengthY. is in the order of 300 m or/1s.

e The period of the codg, For GPS C/A code this is in the order of 300 000 m, or 1
ms. For the P-code this is much larger.

e The integration intervall},. In most receivers this is about 1/50 seconds, or 6 000
000 m.

So there are four orders of magnitude separating the integration time and the chip duration.

Assuming a receiver moving away from a reflector with a constant speadd the
receiver—reflector—satellite geometry to lie in a line, we then Waie = ¢ + st and

do(t) = 6y — st . This is illustrated in figured43. If, during the integration timd,,

the phase of the multipath signal relative to the direct signal rotates exactlyen the
multipath contribution would cancel out exactly. With a wave length of 0.2 m we have a
phase rotation ofr when2s7,, = X. With an integration time of,, = 20 ms, this yields

s =5 ml/s! If this would be the exact configuration, then the multipath error would cancel
outcompletelyn the pre-detection procedseforeentering the tracking loops. As we see,
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t )\:sTp t,+T,  reflector

receiveh
@ =R

source

Figure 2.43.: lllustrating the pre-detection multipath fading effect. The receiver moves towards
the reflector a distanc€l}, = A within the integration interval},. This causes a complete cancel-
lation of the multipath error in the pre-detection.

we are forced to keep the integral in €8.129 at least in some form, particularly in the
kinematic case.

It could be argued that the fading due to the tracking loop will set in much earlier, i.e. at
lower frequencies, than the fading caused by the pre-detection and that is of course true.
However, the mean value of the multipath error is not zero for the tracking loop fading
as it is for the pre-detection fading. Therefore at some point the pre-detection fading will
provide further fading, exceeding the tracking loop fading.

In the static case (i.e.= 0 m/s) the relative Doppler shift between the direct and reflected
signal caused by the satellite motion alone is only of order 1(mHzingthis analysis
was performed inkis91), whered is the distance between reflector and antenna. So for
a distancel = 100 m the phase in the integral €8.129 will only change about 1/1000 of

a rotation during the integration interval. The assumption of the constant phagg;)

in eq. 2.129 is well justified.

To get the pre-detection multipath fading at least to first order, we assume a constant
relative Doppler during the integration, i.@-.(t) = const. It should be emphasized that
this assumption isnly made for the pre-detection. The signal entering the tracking loops
will maintain the full description of the dynamics. In the following we will however
assume the frequency erradx,, to be zero. With this said, the pre-detection model now
becomes

—

Y (AT(t) + u,A¢(t), Aw = 0,0(t), 7(t))

N
= > a;sinc(Aw;T,/2) Rignal AT (1) + 6;(t) /¢ +u) ¢ 6, (¢)

j=0
(2.132)

whereAd; andAw; are defined by
A, = Ad(to) +wd(ty)/c and Aw; = wd;(ty)/c (2.133)
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andt, is a time coordinate within the integration interval. Th\g; is the relative phase
shift between the direct signal and reflection with ingeand Aw, is the corresponding
difference in Doppler shift.

We notice that the pre-detection multipath fading (i.e. ¢he:(-) factor between the

eq. .132) has the same form as the damping due to the frequency error. The origin
is exactly the same; fading caused by de-tuning of the oscillator with respect to the refer-
ence. In the case of the frequency error the effect is undesirable, whereas in the multipath
case this fading is very welcome. In fact, a more accurate interpretatidvwpis the
difference between the Doppler of reflection with indeand the frequency of the local
oscillator. ThusAw, has the meaning ahw in section2.2 i.e. the difference between

the frequency of the direct signal and the frequency of the receiver oscillator.

To write down thel/- and@-channels explicitly we have

I(AT 4+ u,A¢p) =
0y sinc( B Ty 2) Re {020 Rigna A (1) + 65(8) e+ )} + €L, (1)
>

J=0

QAT + u.Ag) =

Z a; sinc(Aw;T,/2)Im {eiMi Rgnal AT(t) +6;(t)/c + U)} + fﬁy(t)

J=0

(2.134)
For most signals the correlation functidty,,, is real and the and ) channels differ
only by the phase factaios(A#;) andsin(Ad;), respectively. But for side-band tracking
of the signals in sectior2(2) the correlation function was not purely real. Therefore
eq. .139 is the simplest general form for the pre-detection model.

The noise terms in eg2(139 have been studied extensively by various authBisd7,
Die92 Die9q and are found to be

B{eZ ()} = B{gy (1)} =0 B{(E 1)} = E{(6Ly(1)*} = Reer(0) (2.135)
B{& vy ()& oy ()} = Reet(d)  E{€0y(1)€2 43 (1)} = Reet(d) (2.136)
E{e2 (el ()} =0 (2.137)

whereE{-} denotes the expectation value. The correlation function inZ2§39 is the
auto correlation function of theeferencesignal.

2.5.2. Detector Functions

In this section the detector functions for the tracking loops are presented and using the
signal and the pre-detection models from previous sections the detector functions are
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derived. The channels in the receiver are constructed such that the zeros of those discrim-
inator functions are tracked, i.e. the frequency and code delay are adjusted to maintain the
zero of the discriminator functions.

A common detector in use in GPS receivers today is the so-called early-late non-coherent
detector. The term coherent refers to whether knowledge of the carrier phase is necessary.
There are other possibilities to construct a discriminator for the code such as the coherent
early-late discriminator and the cross-product detector.

The coherent detector is not as stable and robust as its non-coherent counterparts because
the detection error can be shown to depend on the carrier phase error of the loop tracking
the phase.

The cross-product detector is a non-coherent detector like the early-late non-coherent
detector, but the noise performance is not as good. Further it is not very well suited

for narrow correlation; its noise does not decrease with decreasing correlator spacing
[Eis97 Die9q.

In the following we will use a short-hand for e@.139

ie = I(AT — d, Af) ip = I(AT,A0) iy = I(AT + d, Af) (2.138)
Ge := Q(AT — d, Af) gp:= Q(AT, Af) q = Q(AT + d, AD) (2.139)

wered is the correlator spacing.

2.5.2.1. Early—Late Non-Coherent Detector

The noise free non-coherent early—late discriminator is defined by the following discrim-
inator function:

Sne(T) =102 + ¢ — (i} + q})

N
= Z a; sinc(Aw; T, /2) "2 Régnal AT — d + (%/c)]
=0

N
X Z ag sinc(Aw,T,,/2) e A% signall AT — d + 5k/c)]

p (2.140)

Il
=)

-

a;jsinc(Aw;T,/2) o205 R;gna|(AT +d+9d;/c)

0

LJ

ag sinc(Aw,T,,/2) e A% signall AT +d + 5k/c)]

WE

B
Il
o

This expression is valid for all correlation functions from sedigh The bar over the cor-
relation function symbolizes complex conjugation. For signals with a pure real correlation
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function this is just the square of the correlation functions and the familiar non-coherent
expression is obtained. From e@.140 we see that a complex correlation function re-
sults in a correlation between thieand ) channels. Further it is seen that the diagonal
terms (i.e. for whichy = k) are independent of the phase error. However, the off-diagonal
terms will in general depend on the phase errors.

Due to the squaring the noise term becomes a bit complicated. Using the short-hand
notation introduced above, we get

Die(7) = (i + &)* + (qe +£2)* — | (0 + &§)° + (@ + 5?)2]
=2+ @2 — (i} + q) + 2iene — 20 — 2qee + 2016 (2.141)
e = =+

Later on we will construct a dynamic model for the code and phase measurement and the
discriminator will become a driving force of a differential equation. Basically, due to the
noise terms we will actually be confronted with a system of stochastic differential equa-
tions. The goal is to solve those equations numerically. Looking aetd] we notice

that there will be multiplicative Gaul3-ian noise terms and then there are the quadratic
GauR-ian termg? andn?. The multiplicative noise is not problematic but the quadratic
terms are. As these random variables are not Gauf3-ian, but rather have a Chi-square
distribution, the standard theory of stochastic differential equations cannot be applied di-
rectly. The approach adopted here is to calculate the first two moments @&.243)(

and then assume Gaul3-ian additive noise. This is often cadldifive white Gaul3-ian

noise (AWGN-channel). This work was already donelinsP1 for the GPS case. The
expectation value of eq2(14)) is just the noise free case ef.140. The variance is

more complicated and its derivation can be foundEis97. Extending those results to a
general form of the auto-correlation function, we get:

Var{DTw<T)} = 8a2R:ignal(d)R;ignal(d>(1 - Rref(2d)> + 8(1 - Rr2ef(2d)) (2'142)

Var{D,.(1)} = 8a*R*(d) [R(0) — R(2d)] + 8 [R(0) — R*(2d)] (2.143)

The starred versions of the correlation functions originate from the multiplicative noise
terms, while the auto-correlation function8,(-)) come from the correlation of the ref-
erence signal with the received additive noise.

As a simple example of ed2(140) let us solve for the multipath error in the standard,
infinite bandwidth rectangular pulse shape case, under the assumption that there is one
direct signal and a reflected signal. In this case the zeros oRefi(y can be solved
explicitly. Due to the absolute values in the expression/¢r) several cases must be
considered. Here we only consider the case of small geometric delays. In this case the
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early and late correlation functions can be written as:

R(T_d)zl_u:1+ﬂ

T T (2.144)
R( +d)_1_M_1_ﬂ
e

Inserting eq.2.144 into eq. £.140 and without loss of generality setting the phase error
of the PLL to zero, we then get for tHeand() components, respectively:

2(r) — 2(r) = 4;7 (1 — d) sin(wé)(7 — 6)
n (2.145)
¢ (r) =g (1) = 7(1-d [T+ n? cos*(wd) (T — &) + 1 cos(wd) (21 — 6)]

As we are considering the non-coherent case the result is independent on the phase error.
Substituting eqlZ.149 into eq. £.140 and solvings,,. = 0 we get:

n + cos(wd)
1+ n? + 2ncos(wd)

=6 (2.146)

Note that forwd = n2x the expression eqg2(14€ seems singular foy = 1. The zero
frequency limit is also of interest. Taking these two limits we obtain:

T(w=0)= (5% and Tn=1) = é (2.147)

The zero frequency case corresponds to the case where the frequency is high and the result
is low-pass filtered. This will will become evident in the simulations where dynamic
effects are taken into account.

2.5.2.2. Costas Detector

The phase of the signal is measured by tracking the zero of the phase discriminator. The
discriminator analyzed here is the so-called Costas discriminator and it is simply the prod-
uct of the punctual and@ channels. The noise free case is given by

DprL := 1pqp

= [Z a;j sinc(Aw; T, /2)Re{e% signal AT + 5]'/0)}]

=0 (2.148)
N
X [Z ay, sinc(Awy T, /2)Im {e 2% Rgnal AT + 5k/c)}]
k=0
With noise the discriminator is written as
Dpy = (ip + 77p) (Qp + 5:0) = ipQp + 1pSp + Gllp + Npép (2.149)
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Again there is a quadratic term in the GaufB3-ian noise. The variance and mearPoi4§). (
at the tracking point is given by:

E{Spu} ~ a®’Af Var{SpiL} |arzo = a* + 1 (2.150)

2.5.2.3. Detecting a Coherent Carrier

Normally, data is always present on the signal. The consequence is that for successful
tracking of the signal some sort of squaring is necessary to neutralize the sign of the data
bit. In the case of the Costas discriminator this was done by multiplying with the quadra
phase channel. For the code tracking the discriminator was simply squared. Coherent
tracking of the code is in principle possible, but it requires knowledge of the sign of the
data bit, which the data demodulation must provide. So obviously for a navigation system
it would be nice if there were no data bit present at all.

This is just what the designers of the GPS modernization program have planned and the
same is planned for the European Galileo system. In the GPS modernization terminology
such a data less channel is called coherent carrier. The Europeans call it a pilot channel.

The most straightforward device for tracking a coherent carrier would be given by the
following discriminator:

N
Dp|_|_ =4y = Z Qg sinc(AwkTp/2)lm {eiAek R:ignal(AT + 5k/C)} (2151)
k=0
This is like the Costas discriminator without thechannel. With noise the discriminator
is written as
Dp|_|_ = + 5,, (2152)

Here there are no quadratic terms in the Gaul3-ian noise. The variance and mean of
eq. 2.152) at the tracking point is given by:

E{SPLL} ~ aAf Var{SpLL} |A7—:0 =a (2153)

There are two very important differences between the Costas discriminator and the coher-
ent carrier discriminator.

Firstly, the absence of the +1 in expression for the variance. The consequence is that there
will be no squaring loss term for the phase noise.

Secondly, and maybe more importantly, the pull-in region of the coherent carrier dis-
criminator is twice as large as the pull-in region of the Costas discriminator. This is a
consequence of the fact that the Costas discriminator is proportiosal(f\6), while

the coherent carrier discriminator is proportionaito Af). So the coherent carrier dis-
criminator will be less susceptible to cycle-slips and there will also be no half-cycle slips
as with the Costas discriminatér

8In practice this half-cycle ambiguity is not a real problem; it is resolved by examining the data pre-ample
from the data demodulation (sel2ig9€]).
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2.5.3. Oscillator Error

When the receiver is tracking the signal, the instabilities of the reference oscillator will
cause errors on the phase as well as on the code measurements. For the tracking loops this
means that the dynamics induced by these instabilities must be tracked by the loops. Thus,
it can be assumed that slowly varying oscillator effects, i.e. relative to the time constants
of the loops, will be compensated for by the tracking loops just like a slow change in
Doppler is removed from the range.

In order to incorporate the oscillator model into SNSS it must be in the form of a stochas-
tic differential equation (SDE). As a starting point for the model development the one-

sided spectral density of the fractional frequency fluctuation is assumed to be in the form
[DMB84, 1E02:

or2h_y mho, h
Sy(w) = S (w) + S (w) + S0w) == 2y L 0 (2.154)

w? w 2

wherey is defined asAll66, [Eis97 [DMB84]:

Y= g
- f
ands f is the absolute frequency deviation ahi the nominal frequency of the oscillator.

A frequency normal with the spectral characteristics as given above [&.&4(can also
be described in terms of the so-called Allan variance:

h 92
Ag2(7) = 2—3 F2In2h , + %Th_g (2.156)

(2.155)

Y

where the Allan variance is defined as

A02(r) = 5 B {lu(t +7) — (o)} = 5B {[du(r)) (2157)

From eq.[2.159 the spectral density of the phas®,(w), and time,S,(w), fluctuations
can be derived and are shown to RMB84, [E0Z):

(27Tf0)2 (27Tf0>2 (27T2h2 4 7Th,1 i h()

w? w?

So(w) = (27 fo)*Su(w) =

Sy(w) =

w? w 2
(2.158)
A set of parameters,, h_; andh_, describing several classes of oscillators is given in

table2.1

In order to integrate the oscillator model into SNSS, a stochastic differential equation
must be found that generates a noise process, characterized B J&@.( It can be
shown Kas94 that given a spectral densif§(w), the SDE defined by

X = H(p)e(t) where  S(w) =: H(iw)H (—iw) (2.159)
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Oscillator White freq. noisei() Flicker (h_;) Integrated freq. noise( )
Standard quartz -20 " s 71072 2-1072° Hz

TCXO 1 10%s 1102 2.10 Hz

OCXO! 810 %s 21072 4.10% Hz

OCXC? 25110 % s 251102 2511022 Hz

Rubidiunt 2.10%s 7.10°% 4.107%° Hz

Rubidiunt 1.10%s 1 1022 1.3 10 ?° Hz

Cesium 1.10Ys 110 2.10% Hz

Cesiunt 2.10 s 71072 4.10% Hz

Table 2.1.; Parameters for the Allan variance of several oscillators

does in fact generate such a process. The funéfiamthe transfer function of the system
ande is a Gauf3-ian white noise term. Note ttfatp) is to be interpreted as an operator
function. So, the goal is to generate the oscillator phase noise by injecting GauR3-ian white
noise into a dynamic system.

Now we factor each of the terms in e.159 to obtain the transfer functioH (iw). We

obtain:
2 - \/ 2h_271'
H™*(p) = o
Hl(p) = YT (2.160)
(p) - p3/2 '

) =0

The corresponding processes are catttdom walk frequency noigethe h_5 -term),

flicker frequency noiséheh_; -term) andwhite frequency noisghe i, -term). There is

no problem generating the white and random walk frequency noise. However, the flicker
term poses a major problem that cannot be solved satisfactorily in time domain. At least
it is impossible to construct a stochastic differential equation ith (p) as a transfer
function. This is because the transfer function is not a rational functign dafhis is a
general problem and several approaches have been attempted to solve or circumvent this.
One is due to MandelbraMan7]] and involves extending the definition of the differential
operator to fractional derivatived9/dt“, wherex is a rational number). The special case

here was treated irfDMB84] and is based on obtaining meaningful expressions for the
covariance matrix of a two state Kalman filter model. The most sensible way to generate
the flicker noise (or in general colored noises with a spectral density of thelfoffy)

is perhaps to perform the simulation in frequency domain and transform the result back
to time domain in the end. This is done iKds9% and in this reference C-source code

is given that generates such noise processes. Unfortunately, none of these approaches
are suited for integration into the system of stochastic differential equation describing the
receiver model.
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The approach chosen here is to formally interpret the square-root iB.&60as a series

and thus obtain a well-defined stochastic differential equation that approAchés) in

some sense. This is justified by the fact that we are actually expandirfgtioeninator

of the spectral density. The starting point is the spectral density of the flicker noise. A
rationalAnsatzs used for the transfer function:

=: D7 (iw) D7 (—iw) = W?

571 w)
~ D3 (iw) D3 (—iw) (2.161)
= [a+b(iw) + c(iw)?] [a + b(—iw) + c(—iw)?]
=a® + (b* — 2ac)w? + Fw?

where the coefficients, b andc are to be determined. Of courseAnsatzof higher order
could be chosen, but for the purposes here the one above is considered to be sufficient.

It is very important when choosing tlensatzfor the expansion that the coefficients in

eq. @167 are real and thab; ' (iw) D; ' (—iw) doesn’t have any real roots in the interval
[0,00). If that were the case, the spectral density would diverge at that frequency. Sub-
sequently, this would lead to a divergence of the Allan variance for sampling intervals
corresponding to the singular frequency and finally to a general catastrophe in the overall
receiver modeling. If the series is truncated.atfor n = 3 then D; ' does in fact have

real roots in the positive half-axis. Howeverz 2 is safe.

The coefficients in eq2(16]) are chosen such that the spectral density is approximated
at an angular frequenay,. This is done by imposing conditions on the derivatives of
D3 '(iw) Dy ' (—iw) as follows:

wp = D2, (iw) D, (—iw)

wo

3wp = iDil(iw)Dil(—iw) (2.162)
&u wo
82 3 . 3 .
6wy = ﬁD_l(zw)D_l(—zw) B
Solving the equations in ed2(162 for a, b andc we get
3/2
B Y (V6 ARV 1 (2.163)
2 2w 2

The value ofwy can in principle be chosen arbitrarily. However, in the context here we
would of course like to expand around the frequency where the flicker noise is dominant
in eq. 2.159 or eq. 159 or where the ratio between the flicker term and the spectral
density is maximal, i.e.:

()

h_s
A _ P 2.164
| S |70 T wEim (2.164)
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Figure 2.44.: Choice ofwg. The individual terms of the spectral densi§’( S—! andS—2) are
shown as well as the total spectral densi).(The red, vertical line indicates the choice.gf.
The graph was made using the parameters for the TCXO in @ (

The choice oty is shown in figurelZ.44). To the left ofw, the random walk frequency
dominates and to the right the the white noise dominates.

Thus, the approximation of the spectral density can now be written as:
Sa(w) = So(w)

_ 4wy
=S (w) +h_ ———— + SO (W)
3wt + wp

(2.165)

A comparison between the exact expression and the approximation of the frequency spec-
trum is shown in figureZ.45

As to be expected a slight deviation from the exact expression is visible to the left and right
of the frequency the denominator was expanded, The quality of the approximation
depends on the relationship between the paraméters ; andh_,. As can be seen in
figure [2.49), the approximation is quite good for most oscillators considered here. For
the OCXO2 the deviation is largest.

Now we can construct a model using €8.159 and the expansion just developed. For
the transfer functionf ~!(p), we get:

B\ (p) = Yt VT (2.166)

P2 " a+bp+ cp?
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Figure 2.45.:Comparing the exact spectrum to the approximated one, for several of the oscillators

in table 2.J).

wherea, b andc are defined by eq2{163. Using this to construct a stochastic differential
equation for the flicker noise of time:

> d Xl O 1 Xl 0
X=a {)p} = [_% S Zw |:X2] + L/% Wh_leg_J (2.167)

The time fluctuations of the white and random walk frequency fluctuations are readily
described by the following equation:

BRI AR e

E X2 0 0 X2 7T\/2h,2€,2

The noise terms_, and¢, are independent (i.e. have correlation 0). The system of
equations eq[A 169 can now be augmented with the equations for the flicker term:

xq oo 0 e Vho/2e
5 d | x2 X2 m\/2h_oc_
X=— 1% =100 o 1 Pt 0 (2.169)
w2
X4 00 —% —,/%wo X4 % Th_1wo €_1

All the Gaul3-ian noise processes are independent and have variance 1. The total time
fluctuation is then given by the suM! + X3, whereX! describes the white and random
walk frequency noise and the proce$s describes the flicker frequency noise.
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In figure .46 and figure [2.47) a realization of two oscillators in tab&1 are shown.
The four plots are all of the same representation of the stochastic process defined by
eq. 2169, but the time scale varies.
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Figure 2.46.: Phase- and frequency error of the first two clock models. The curves were obtained
using the four-state model described by &3169).
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Figure 2.47.:Phase- and frequency error of the first two clock models. The curves were obtained
using the four-state model described by &5169.

To consolidate the model a small program was written that calculates the Allan variance
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of the realizations shown in figur@.@8) and figure[.49) according to eqd. 158 with
or(t) —or(t —1t') or(t—1') —or(t —2t)

t t
57(t) — 267(t — ') + o7t — 20) (2.170)
_ T
wheredr := X! + X3 is a representation of the solution of the SDE Bq169.

Ay, (t') :=

In figure [2.49 the Allan variances for six oscillators listed in tade) are shown. The

plot is a logarithmic plot on bothe axis and there are many orders of magnitude separating
the performance curves of the six cases. Typically, the curves have three regions: For
low values ofr the slope is constant negative. This is dominated by the congfamte
transition region where the slope changes from negative to positive is mainly controlled
by the flicker frequency noisé,_ ;. The random walk frequency noisk, , is dominant

in the region of positive, constant slope.
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Figure 2.48.: Square root of the Allan variance given in €8.156). The data points in the figure
are results from a simulation based on 85169.

The transition region where the the flicker terim; is dominant, the model only generates

an approximation of the flicker spectrum. This manifests itself in small anomalies in the
transition region for some of the curves. For the Rubidium and the OCXO 2 the departure
from the predicted Allan deviations is largest and it is seen that the model underestimates
the Allan deviation slightly in this region. This is consistent with the construction of
the model as the approximation 6f,(w) smaller thanS_, (w) (see figurelZ.49). For
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the oscillators considered here the approximation of the flicker noise seems sulfficient.
However, for oscillators where the flicker region is more flat, the modeling errors may
become too large. This may be solved by including more terms in the expansion of the
flicker noise.

From a receiver point-of-view, the long term stability is not of primary import&hce
Only effects in the order of seconds are of importance, because the slower effects can by
compensated by the tracking loops.

2.5.4. Closed Loop Tracking

The final stage in the signal processing is the tracking of the zero of the discriminator
functions. This is a control theoretical problem. A schematic tracking loop is shown in
figure 2.49. The approach followed here is similar to the formulatiori&msp.

n(t)

) 4 A ..
YanY 3 Mivi . Discriminator
1) »o—> M|>‘<:ng |—>| Pre-detection |—> D(t)
X
Reference Loop Filter

sig‘nal F(p)

A
+—{ Ncorvco <—<]<7

Xoox(®)

Figure 2.49.: Schematic representation of a tracking loop. See text for explanations

The noise processes (Gaul3-ian white noige) and oscillator imperfectiongocx) are
shown in red. The noise at the input({)) is integrated during the correlation process.
The noise after the integration process is indicated by the red, dashed @ox (This
process was analyzed theoretically in detail in the previous sections. The form of the
oscillator noise was analyzed in secti2®.3

The received signal is multiplied with the reference signal (,mixing”). Then it goes into
the pre-detection part. This part includes the separation(atand /- channels, as well

as the generation and integration of the early, late and punctual samples. After the pre-
detection the discriminator is generated and then the signal enters the loopFfilté). (

In the case of directly acquiring extremely long codes, such as the GPS P-code, the long term stability
may be an issue.
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The output of the loop filter is multiplied with a gain factak’) and this controls the
frequencyof the NCO/VCO which then again controls the frequency of the code or fre-
guency generator. Because the output of the loop filter is basically proportional to the
phase the NCO/VCO acts as an integrator. This holds for the code tracking loop as well
as for the carrier phase tracking loop.

Denoting byz(t) the phase of the reference signal we can write down a differential equa-
tion for the figure [2.49 in operator form where the differential operator is defined as
p:=d/dt

px(t) = KF(p)D.(t) (2.171)

The discriminatotD,(¢) is in general a non-linear function of time and the variaklg
and corresponds to the discriminator functions analyzed in the previous sections.

If the noise processes indicated in figuEed® are considered, i.e. the Gaul3-ian thermal
noise and the imperfections of the oscillator, then Bgl'{J) is augmented by the two
terms:x(t) andxocx(t) as follows (seellS73 Lin72,Spi73J):

pr(t) = KF(p) [D.(t) + x(t)] + PXoex(t) (2.172)

The fundamental difference between €171 and eq.2.172) is that the first is a non-
linear ordinary differential equation (ODE) but the second is a non-liseshastiadif-
ferential equation. This has consequences, which will be addressed shortly.

Note the appearance of the noise terms in Bdl49). The thermal noise termy(¢) is
operated upon by the loop filteF,(p) but, the oscillator noise appears as a driving noise
term on the right side of ed2(172.

The model is formulated in the time-domain and the functiois therefore formally to
be understood as an operator functiéhcontrols the order of the differential equation in
eq. 217 and eq.[2.172 and the following table gives the form &f for the first three

orders of eq.2.17]) and eq.2.172.

Order of loop Loop filter { F(p)) Loop bandwidth B;)

first order K %

second order K(1+2) hta T %(1 + 4£2)
- o 8 K(aK+a*—4)

third order K(l + P + ;) T i(ak—P)

Table 2.2.:Loop filters for the tracking loop in ed2{1779)

In the following sections we will construct the tracking loops for the code (delay lock
loop) and the phase (phase locked loop). But before we do that we will demonstrate
how the results from previous sections are combined to obtain the stochastic differential
equation described by e®.07]). The pre-detection process is basically a correlation of
the received signal with the reference signal. In the process the noise is also integrated
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over a time intervall, and thus, unless it is normalized, its variance will be proportional
to the integration interval. The discrete version of &17J) for a first order, linearized
loop can be written as

Tit1 — Ty
At
=

= —4By, (z; — An(t))
(2.173)

whereAt is the update time intervail,is a Gaul3-ian white noise process with variance 1
and A represents the standard deviation of the noise process. In a real GPS receiver the
update interval is set th¢ = T7,,. This is the form obtained irJie9q|.

In this thesis, however, we want to formulate the model as a stochastic differential equa-
tion, which degenerates to a continuous, ordinary differential equation in the absence of
the noise term. Thus we need to perform the lidvit — 0. In the noise-free case this

is trivial and leads to a first order differential equation. In the noisy case this is more
involved because the Gaul3-ian noise process is discontinuous everywhere, and can nei-
ther by differentiated nor integrated using classical calculus. Still, using the Tto calculus
eq. 2.173 can be given a mathematical meani@PP5, [Lin72, KPS97. Consider the
equation

% = a(t,y)y + b(t,y)n(t) (2.174)

Writing this formally as a differential (multiplying witllt and re-arranging) we get

dy = a(t,y)ydt + b(t,y)n(t)dt

2.175
dy = a(t,y)ydt + b(t, y)dW ( )

The process) is Gaul3-ian with zero mean and variance 1. The differentil corre-
sponds to the GaulR3-ian process and its intedfal,is the well-known Wiener process

or a random walk. So, very loosely speaking the integral of the Gaul3-ian process is the
Wiener process. The theory of SDEs will not be pursued further here and the interested
reader is referred tdP95 [KPS97 [Lin72].

Returning to our problem at hand, i.e. é8.173 and remembering that the noise process
originates from the correlation and its variance thus proportion) t@a discrete GNSS
receiver would have an update equation in the form:

Awx; = —4B;T,x; + 4B AT,n(t) (2.176)

The factor7,n(t) in the last term is essentially a Gauf3 process with vari%iﬁceiowever,
re-formulating the equation to a SDE we want tolgt— 0, but still maintain the noise
properties dictated by ed2{I76. We want to interpret eqR(176 in differential form

and perform a transition to a continuous, stochastic differential equation. Thus we must
identify the the Wiener increment in ed@.076. As the time step i¥,, the Wiener
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increment must have varian@g and we therefore leAW = W,y — W; = /T,n(1).
We thus write

Az; = —AB;Tyx; + ABLA\/T,AW; (2.177)
Now we can lefl,, — 0 (except for the, /T, factor). The equation above is then
Az; = —ABra; At + 4B A\/T,AW, (2.178)
or in the limit At — 0
dr = —ABpxdt + 4B A\/T,dW (2.179)

The last equation is a continuous description of the digital tracking loop with an update
interval of 7,,. For these reasons the noise terms in the following must be scaled with
the factor\/T , Which basically controls the integration interval of the tracking loop. We
now have a continuous description of the tracking loops and we are free to choose any
numerical algorithm to solve the SDEs.

Loop bandwidth ~ The most important parameter of the tracking loop is the so-called
loop filter bandwidth (one sided). It is defined as

—_— 1 e
27 J,

The loop filter bandwidth for a first, second and third order tracking loop is shown in table
2.2

By : |H (iw)|*dw (2.180)

Transient Response  The transient behavior of a tracking loop refers to how the loop
responds to dynamics in the signal. This dynamic behavior can have several reasons. The
most obvious is the temporal dependence of the line-of-sight, already discussed in section
(2.1.3. Another source for such errors is the frequency instability of the local oscillator.

The transient tracking error of a tracking loop of ordecan be shown to be as follows
(see e.g.$pi73 Eis97).

e(c0) = % for a first order loop
e(o0) = K% for a second order loop (2.181)
e(c0) = Kiﬁ for a third order loop
For the DLL and PLL we get
equ(00) = %ﬁ” for an unaided DLL
epi(00) = wi% for the second order PLL (2.182)
e(c0) = @ for the carrier aided DLL
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2.5. Receiver Model

These expressions describe the performance of the tracking loops under dynamic situa-
tions. We see that a loop of orderhas a transient error proportional to theh time
derivative of the line-of-sight.

Impact of Oscillator Instabilities In [Lin72] it is shown that the RMS noise caused
by the imperfections of the oscillator is expressed as

1 (0.9]
ol = 2 . Se(w)1 — H(w)[*dw (2.183)

where S, (w) is the spectral density of the oscillator noise dti(lv) is the closed loop
transfer function.

For a second order loop the variance of the oscillator error iniZe§88 can be evaluated
to[IEQZ]

(2.184)

wo [72h_ mh_ h
0; _ W [ 2 n 21 n 0
2 \/iw% 4wy 42wy,

wherewy is the carrier frequency. The units here are ftadt is interesting to see how
the total noise is distributed among the three terms of the oscillator noise. In faG@k (
this is done for the two oscillators standard CXO and TCXO. In figdrBJj the corre-
sponding curves for OCX0Qand OCXQ are shown.

For the standard CXO and the OCX@he main contribution comes from the white fre-
guency noise termj, and for the TCXO the fluctuation in phase is dominated by the
flicker frequency termh_;. The OCXQ is dominated by the random walk frequency
noise term.

As eq. 2.189 is a standard deviation, no explicit reference to the stochastic process be-
hind the sigma value is made, in other words it is possible for[2d88 to yield the
sameo for two different oscillators, although their properties may be quite different. For
example when carrier aiding is being applied, noise from the phase-locked loop (PLL) is
fed into the delay lock loop (DLL). The noise as it appears in the DLL depends strongly
on the form of the oscillator noise in the PLL, i.e. which term is the dominating one in
eq. R.189. This issue will be discussed in the chajder
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Figure 2.50.: Phase error for a second order loop, due to oscillator instabilities only for the

standard CXO and the OCXO
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Figure 2.51.: Phase error for a second order loop, due to oscillator instabilities only for QCXO

and OCXQ
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2.5.4.1. Delay Lock Loop

The device responsible for the tracking of the code is called a delay lock loop (DLL).
Basically, the phase of the code sequence is tracked using a device with the mathematical

structure of eqlZ.17J).

For the non-coherent early-late discriminator in €147 and assuming a first order
loop we get
4Bdll

pAT = F s [ Danlr) + X, | + PXeo = 70(0) (2.185)
The normalization of the discriminator is needed to make the right hand side proportional
to A7(t) = 7(t) — 7o(t) for small values ofA7(¢). In this normalizationB¥ has the
meaning of loop-bandwidth discussed above. The discriminator @&ii,), depends
on the form of the discriminator, i.e. coherent, non-coherent DLL. It also depends on
parameters of the discriminator like correlator spacing. The front-end filter also has an
impact on the discriminator gaiidPHR99 Bet00K BFOC [HRL9§]. In the theory here
the effect of band limiting on the discriminator gain is accounted for in the shape of the
auto-correlation function.

The loop bandwidth3{ is usually set to be in the range 0.05 to 1 Hz for modern GPS re-
ceivers, depending on the application. For static applications, where the signal dynamics
are low, the loop bandwidth can be reduced. This effectively filters out noise. However,
the transient behavior is slowed down and the loop cannot react to violent changes in sig-
nal dynamics. Thus, for dynamic applications, the loop bandwidth must be increased, but
that “lets the noise in”. The relation between the loop bandwigith and the factois is

shown in tableZ.2).

The termy;, = V/T,08; is an additive GauB-ian noise term. It has mean zero and the
variance of).S; is as calculated in eq2(142. It should be emphasized once more that
this is a simplification from the original form ed2.(4)). It is important to realize that

eg. .189 is a non-linear stochastic differential equation and even though it has been
simplified to an equation with an additive Gaul3-ian white noise, it can not simply be
treated as a normal continuous differential equation. This is because the noise term is not
integrable in the sense of a Riemann-Stieltjes or Lebesgue integral. To giN&2E4]) (

a mathematical meaning the so-called ito calculus was applied. The theory of stochastic
integration and stochastic differential equations is rather involved and we are mostly in-
terested in solving the equation above numerically. However, the main consequence of
defining a measure such that the Gaul3-ian process is integrable, is the fact that the familiar
chain rule of continuous calculus is supplemented by an extra R85 KPS97. For

the numerics this means that itnet possible to take any old run-of-the-mill Runge-Kutta
scheme and just add some noise to it.

In this theses eq2(189 is solved both in the noise-free case (then using an implicit
fifth order Runge-Kutta scheme) and in the noisy case (with a stochastic, implicit Euler-
scheme).
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2.5.4.2. Phase-Locked Loop

The phase-locked loop (PLL) tracks the carrier phase. Usually, it is implemented as a
second order loop. Using the Costas discriminator2d49, F'(p) for the second order
in table 2.2) and inserting into eq2(177) we obtain

[0
Af = 14+ —)(D s 8 o — 2.1
pAY D;all(())( + p)( u(t,0,7) + XTp) + PXnco — Plo (2.186)
with
V1,050 = XT, (2.187)

Here, as in the case of the DLL, we assume additive Gaul3-ian d¢iges Gaul3-ian with
mean zero and variance given by €8.160. One could now re-arrange e@.189 to

yield a second order differential equation. That would involve taking the time derivative
of the discriminatotD,; (¢, #, 7) and what is more problematic, the time derivative of the
Gaul3-ian white noise term. This is the approach pursueldig®}]. For our purposes we
choose to write eq2( 186 as a system of two first order equations:

K
PAY = ———(Dpu(t,0,7) + X7,) + PXoeo + ¥

D’ (0
p}l((a) (2.188)
=== D t, 07 T)+ o) — p9
¢ Dp”(O)p( pll( ) XTp) 0
re-arranging and substituting— % we get
: K .
A = RAG)) (Dpll(t7 0,7)+ Xg“p) + Xﬁco"‘ (G
Dpll(o)
Ka (2.189)
h= ——— (Dyult,0 )~
(G D74(0) ( pu(t, 0, 7) +XT,,) 0

In eq. £.189 there are two constants and« that need to be determined. In analogy
to the harmonic oscillator these constants are written in terms of the resonance frequency
wr, and the damping factar

K=2w,=4B" —a and a= ;’—g (2.190)
or i
B 8B K
w, = VEa = ey ed &= Vi (2.191)

where the relations foBﬁ” were taken from tablé2(2). For most technical application

the damping is chosen gs= 5. The loop filter bandwidttB]" is typically in the order

of 20 Hz. As in the case of the DLL the exact value of the loop filter bandwiBf
depends on the actual application. For dynamic applications the loop filter bandwidth
must be increased relative to static applications.
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Inserting eq.[Z.19]) into eq. Z.189 and setting = \/% the PLL then becomes

' 26w :
A = D (8) [Dpll(ta 0,7)+ Xg“p} + Xﬁco + v
i’i 12 (2.192)
o i o1 i
Y= D}/}ﬂ((}) |:Dpll(t7 0, T) + XTP:| 0o

2.5.4.3. Carrier-Aided DLL; Coupling the DLL and the PLL

The loop bandwidth of the DLL is only about 1 Hz and besides it is only of first order and

as we saw in the previous section the transient response depends on the loop order. Thus
itis difficult to track a signal in the DLL with high dynamics on it. The code tracking loop

can however be aided by feeding the first derivative of the phase from the phase locked
loop into the DLL. The phase of the signal is only known to within an integer ambiguous
cycle, but the first derivative does, of course, not depend on this ambiguity. Thus the aided
code tracking loop becomes

4Bdll 1
Ar=—"L_1IDp T+ =pb+ X — 2.193
PAT = i (0] au(7) + X7, | + —PV + Xeo — PTo ( )

heref is the solution of the stochastic differential equation in BqL&9 (i.e. a stochastic
process). Thus ed2(193 effectively comprises a system is non-linear stochastic differ-
ential equations. Although a number of assumptions and simplifications were made to
derive eq.[2.193, it by far cannot be solved analytically. However, there are effective
algorithms to solve such systems of (stochastic) differential equations.

2.5.5. DLL and PLL; A system of SDE

The equation eqZ193 describes the tracking loop behavior for both DLL and PLL.
Basically, these are two coupled stochastic differential equations; the DLL of order 1 and
the PLL of order 2. The PLL was already re-arranged into two 1. order SDEs. Before
implementing them in a numerical scheme, we will formulate[d.93 as with the PLL

as a system of first order stochastic differential equations. We distinguish between the
noise-free, the noisy case and the case with noise and imperfect oscillator.

The Dynamic Case Defining the vectoX as

., X1 AT
X=|X,| :=|A0 (2.194)
X3 (4
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Inserting eq.[2.192 and eq.[2.18Y into the definition above and ignoring the noise terms
we then have

4B'

Xl AT ( )Dd”<t Xl) D/—(())(Dpll<t7X17X2)) + % — A.TO
)? = X2 = A@ = D’ (O)Dpll(t XlaXQ) + %U
XS 1/) D’ ( )Dpll(t Xl, XQ) Aeo

(2.195)
When carrier aiding is off (i.e. the second and third term in the third coordinate on the
right hand side of eq[2(199 is not present) the coordinafé, is not influenced byX,
and.X3. This is because the non-coherent discriminator for the DRk} is independent
of the phase.

The Dynamic Case with Noise  Generalizing eq[Z.199 for the noisy case is now
trivial. The noise terms in eq2(192 and eq.[2.189 simply have to be inserted at the
right places:

B dil Bdll -
. ooy Dau(t, X1) + ngf—L(())(DpllOf X1, X)) + 232 Diﬂl(o)XTp
X = 280Dt X, Xa) + X + | 5% X5 | (2.196)
D7, (0) qu( ) Mp
wi w 0
mDpu(t X1, Xo) q_TL(o)XTp
The Dynamic Case with Noise and Oscillator Imperfections To expand the

model to include imperfect oscillator ed.1L96 is augmented using the results from
section2.5.3 Before we proceed we notice that the the relevant entity is not the time
fluctuation itself, but rather the first derivativen{,). Thus, we are interested i, + X

and notX; + X3 from eq. €.169. To achieve this eq2(196) is augmented as follows:

B di Bdll
. @ )Dd”<t Xl) D/—(O)(Dpll<t X17X2)) + % dll( )XTP
Xr = D/Ew( )Dpll(t X17X2) + X3 + 2£W(L)XTP
2 2
D/ ( )Dpll (t X17 XQ) D;”(O) XTP (2197)

Y;.l + Y;.g + h0/2 €o,r
+ 27Tw(Y791 + }/93 + h0/2 6079)
0

whereY;! andY;® are solutions to the following system:

d Y;l O O 0 Y;l / 28 2.
= 7] = 00 1 V2| + (2.198)
v 0 —% —\/FHwl| [V %ms Li
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These are actually two systems of equations; one for the code phaseiNGPgnd one
for the carrier phase oscillator £ §). Comparing eq[4.199 to the eq.[2.169 we notice
thatY yields the needed derivatives &f. The dimension of the system of equations is
reduced by one.

Note that the NCO part (i.&}, Y3, ;! andY®) does not depend on the rest, so the
oscillator simulation can be formulated separately. However, the time parameter must be
the same in all three equations.

The equation above encompasses the most general form of the receiver model that will be
used in this thesis and is implemented in SNSS.

2.6. Multipath Mitigation Techniques

There are many ways to attack the multipath problem. One is to use a choke-ring antenna,
that blocks out reflections coming from a low elevation angle. An enhanced version of
this method is to dynamically steer the antenna gain such that a high gain is only achieved
in the direction of the satellite. Such devices are known as phased array antennas. These
techniques are very difficult to implement and not state-of-the-art in civilian receivers yet.

Another approach to reduce the multipath effect is to use modified discriminators and/or
multiple correlators in the receiver channel.

2.6.1. Narrow Correlator

The most straightforward multipath mitigation method is the so-called narrow correlator
technique, which is achieved by simply decreasing the correlator spacing, i.e. getting
1.

This technique is implicit in the formulation of the models above and thus the case of
narrow correlating has already been covered.

There are also more elaborate techniques and some of them will be treated in the follow-
ing.

2.6.2. Double Delta Correlator

The double delta discriminator is basically an attempt to approximate the second deriva-
tive of the correlation function, instead of the first and use that as a discriminator.

The coherent double delta discriminator is given by:

Dag(1) := 2(ic — 1) — (Gee — W) +2(Ne — M) — (Nee — Mu1) (2.199)
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where the subscripts (ee) and (ll) stand for very early and very late and represent the
correlation function at & d. The noise terms are correlated as describeBig]]. Thus
we get

VCLT(Ddd) =F {(2<7]e - 771) - (nee - T]ll))Q}

— S[R(0) — R(d)] — 8 [R(d/2) — R(3d/2)] +2[R(0) — R2d)] 200
For the rectangular, infinite bandwidth case 83200 simplifies to
Var(Sy) = 4d (2.201)

which is identical to the results iMB99], when the different normalization and definition
of d that are used here are considered.

2.6.3. Mattos-Style Detector

At ST Micro Electronics a multipath mitigation technique was developed, which is based
on the simple idea of tracking the correlation function on the early slope of the correlation
function onlyMat9€. Instead of having an early and a late correlator, both correlators
are early. To achieve this the discriminator function must have its root on the early slope
of the correlator function and not at its maximum. For example this can be achieved by
the following discriminator function:

Su(r) =n— ie(r) + a(7) (2.202)

a(r) +a(r)
Firstly we notice that the absolute signal power cancels out and seconglyfbrS,,(7)
basically reduces to the coherent early — late discriminatoy.igfchosen such that the
tracking point (i.e. the root of eg2(202) lies far to the left the signal strength at the
tracking point will be correspondingly low, i.e. the signal-to-noise ratio will suffer.

For a given correlator spacing the tracking point will is given by:

SM(T) =0
N . T —D+T,
= TQ—l—TC
D
=7 = — —T. (2.203)
L—n

This equation is only valid if both; ande, are in fact on the early slope of the correlation
function so setting) = 1 has no meaning (thety would be on the late branch of the
correlation function).
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2.6.4. Model Summary

The development of the model described by Bql®7) and the development of the pre-
vious sections was quite extensive and to give the reader an overview of what the model
actually does and does not model the following list was compiled.

Dynamic modeling The dynamic process of keeping the local oscillators in-step with
the received signal (i.e. the actual signal tracking). This implies that effects like
signal dynamics and oscillator dynamics are modeled. These effects were discussed
in sectiori2.1.3and will be addressed in the chapter on simulations. This feature is
in contrast to a simple root finding of the S-curve.

Non-linear modeling The full form of the S-curve is considered. This is especially
important in combination with dynamic modeling. The combination of dynamic
and non-linear modeling makes it possible to simulate effects such as loss-of-lock,
i.e. when the tracking point leaves the pull-in region of the discriminator, the loop
will no longer converge. This is a well-known practical problem, particularly with
phase tracking.

Pre-detection multipath fading modeling The multipath fading caused by the track-
ing loops is automatically taken into account by the dynamic features of the model.
There is another kind of multipath fading, related to the frequency de-tuning of
the oscillator, caused by the integration in the correlation process, before the signal
enters the loops (see sect@i.)).

Multipath modeling  Multipath effects are simulated in the receiver deterministically

(see sectio2.5.]).

General pulse shape modeling By pulse shaping the following features are meant:

e Intentional shaping, like raised cosine pulse shaping.
e Pulse shaping caused by band-pass filtering.

e ,Pulse shaping” caused by modulation, like binary or sinusoidal offset carrier
modulating (BOC or SOC).

The modeling assumes an analytic form of the correlation function generated by the
correlation process.

Noise modeling The effect of thermal noise is treated within the non-linear, dynamic
framework of the model. The noise model has, of course, to fit into the general
scheme of things and combined with the analytic derivation of the correlation func-
tion the following two effects are considered:

e Discriminator gain controlled by the change in the shape of the correlation
function
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e Reduction in signal power controlled by the correct normalization of the cor-
relation function

These effects in turn must be combined with the correct normalization of the dis-
criminator of the tracking loops. At the time of this writing there seems to be
some confusion in the literature regarding these issues. They are set straight in
[BKOQ, BFOQ, Bet00H.

What isnot considered in this simulator is

Finite code lengths All the analysis and implementation assumes an infinite code.
However, a finite integration time is assumed in the pre-detection.

Inter-system noise  The impact of multiple access interference is not considered in the
models.

Data demodulation No data demodulation is implemented in SNSS. The data trans-
mission capabilities of a satellite navigation system are of secondary interest. Whe-
ther the bit error rate i$0~ or 107% is not so important. If the receiver misses a
bit, it just has to wait for the data (ephemeris, clock etc.) to come around again.

Acquisition  Acquisition of the signal is implemented in a limited way. As the simu-
lation is dynamic, the receiver must of course look for the signal and for that the
same basic strategy as in real receivers is used. The receiver looks for signal power,
by comparingif, + qf, to an acquisition threshold, defined by the user. There is no
search in frequency.
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3. Algorithms and Implementation

In this chapter implementation of the models described in the previous chapter is dis-
cussed. The chapter is designed to give the reader

e an overview of the software design and

¢ a detailed description of how the models are implemented in algorithms

From an implementation and algorithmic point of view the core element is the receiver

model, which is basically modeled as a set of differential equations. The entire framework
around the receiver model (satellite dynamics, user dynamics, propagation of the signal,
its interaction with the environment etc.) serves to generate boundary conditions for the
receiver model.

3.1. Overview

In figure 3.J) an overview of the simulator is shown. In the following figures the details
of the components are explained. The components shown are:

e Input persistent storageBy this all kinds of input data is meant, which is read
from file. This could be almanac data to describe the satellite orbits or a reference
path, recorded with a GPS receiver or a high-precision inertial navigation system
(INS). Data about the environment like 3-D terrain data or city models is also held
in persistent input storage.

e External influencesare object models that generate boundary conditions for the
receiver model. Basically, these are geometric and electromagnetic entities that
influence the signal. Among others they are the constellation of the satellites and
the signal they emit, the reference path of the receiver, terrain and buildings as
well as the vehicle that the receiver is attached to. These objects may have a time
evolution (motion of the vehicle and the satellites) and electromagnetic properties
(dielectricity and conductivity of the buildings) and their combined interaction with
the signals define the boundary conditions for the receiver.
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Kernel
|
- 1 1
Inpu;tIZ$LS|stent ' External Influences !
ge - constellation, signal, 1
reference path, il environment, !
environment data, ' reference path, etc. '
almanac, etc. | '
1 1
1 \ 4 1
\ Bondary Condition !
! Processor » Receiver Model 1
: (ray-tracer, v (channels, correlators) :
: multipath generator etc.) :

User Interface
views, configuration,
selection of output data

Y

Output Persistent
Storage
code error, phase error,
position error etc.

Figure 3.1.:Overview of theSNssprogram structure. See text for explanations.

BC Processor:The external influences define the signal that is actually received
at the antenna. The Boundary Condition Processor (BC Processor) ,translates” the
external influences into boundary conditions for the receiver model. It performs
geometric and electrodynamic ray-tracing, generates multipaths and keeps track of
the time evolution of the multipaths. This data is then ready for the receiver model

Receiver ModelThe receiver model is the central point of the simulator. The re-
ceiver is divided into channels, each of which tracks one satellite (or pseudolite)
using the stochastic dynamic model introduced in the previous chapter. The Exter-
nal Influences, BC Processor and the Receiver Model modules are refered to as the
kernel.

User Interface:This part handles the interaction between the computer and the user.
Here the external influences as well as the results are displayed graphically. From
here the user can configure the receiver model and choose what external influences
to use via the input persistent storage. As the simulator generates a huge amount of
data the user can choose interactively what results he/she wants and send them to a
file.

Output Persistent Storagefia the User Interface the user can choose the desired
results and save them on the hard drive. It is also possible to generate orbits, en-
vironments and signals over the User Interface which can be saved to persistent
storage.
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3.1. Overview

The list above gives a general idea of h@&nssis organized. The kernel is of course
of most interest, since that is where the actual processing takes place. In[Edg)ran(
overview of the kernel is given. In the following list the numbers refer to the numbered
circles in figure[8.2).

External Influences

Current Way Point Environment Constellation

1
1
1
1
Geometry Geometry I Mat. Prop. Geometry I Signal 1
1
1
o

Ray-Tracer

Geometric multipaths
and other geometric
info.

@ Receiver

Channel #1

Multipath Generator

MultiPaths to Sat # 1

Code and Phase

[9POIA 1 BAI09Y

MultiPaths to Sat # n

BC Processing

-

————————————————————————— Channel #n

Code and Phase

Processor

Receiver I\ J | D ____ N
generated position

Figure 3.2.:0verview of the kernel 0BNSs. See text for explanations.

1. In the first stage the information on the geometry is gathered. These are:

e Satellite position and dynamics (as many time-derivatives as necessary).

e The terrain geometry. The terrain8nssis made up of a list of flat polygons.
This can be just one rectangle or a polygon model generated from raster data

e A polygon model of the vehicle.
e A polygon model of the environment.

lat means that all the vertexes of the polygon must lie in the same plane. For a polygon with three
vertexes this is always the case, but if there are more there is a constraint on them.
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With this purely geometric information the ray-tracer of the BC Processor performs
an exact ray-tracing and generates the geometric multipaths. This is done for each
transmitter.

2. In the second stage the multipaths are generated. For this task the geometric mul-
tipaths from the ray-tracer are needed as well as information on the signal emitted
from the transmitters and the material properties of the external influences. Fur-
thermore the multipaths must be given a signature, which depends on the ID of the
transmitter and the 1Ds of the polygons that reflected the sighaiw the boundary
conditions for the signal entering the antenna have been generated.

3. The receiver consists of an array of channels, each of which consists of a tracking
loop (code and phase). Governed by the output of the BC Processor each channel in
the receiver tracks a signal from a satellite. First the correlation process is simulated
and then the result is fed into the tracking loops.

4. After the receiver has generated the pseudo-ranges and phase measurements the
data is processed to yield a position.

Data flow All this information on the external influences can either be entered man-
ually or read from file. The organization of the input data is shown in fid8r®.( The
possible input data is

Constellation:  Orbit data for the transmitters can be read from file. The file formats
are the well-known Yuma almanac format used by GPS. Stationary transmitters like
pseudolites and geostationary satellites can also be positioned by one 3-D vector
position.

Signal Data: The signal format contains information on the signal strength emitted
from the satellite as well as carrier frequency, pulse shape etc.

Reference Path: Recorded position data can be loaded as a reference path. The sim-
ulator assumes the reference path to be the ,true” path and uses it to generate the
proper boundary conditions. Then the receiver generates a position, which is the
,measured” position. Comparing the reference position with the measured position
defines the measurement error.

Terrain: A Terrain can be loaded in VRML format, b@\ssis also able to generate a
polygonal model from a raster format (digital elevation model) provided the data is
a rectangular regicén

Environment Buildings, bridges etc. can be loaded, provided they exist in the VRML
1.0 format. Basically they are treated in the same way as the terrain.

2This is needed in order to be able to interpolate the dynamics of the multipaths
3,Rectangular” here means that the data sethaslumns andn rows
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Vehicle: 3-D Polygon data for a vehicle model. A vehicle model can be loaded from a

VRML 1.0 file.

Data
v

e |

Position Data 1
v

Data
~—~

S

Almanac
v

3

Signal Format

Persistent Storage (e.g. files on a Hard_disk)

3-D Polygonal <_I_|_>

3-D Polygonal | @ede—rp| Geometry

External Influences

Vehicle

Recoréed <_|__|_> Track

Environment

Mat. Prop.

-—

Constellation

——p| onnit Signal

e o e o =

Manual Input

Figure 3.3.:Overview of the data flow and storage3nss. See text for explanations.

SNss can also write all these file formats to file. Through the user interface satellite

constellations and signal formats can be generated. Buildings and reference tracks can

also be entered and written to file.

User interface

The results of the simulation are displayed graphically on the user
interface. Via the user interface the receiver model can be configured and selected results

can be written to file. An overview of this is given in figul&4). There are four views:

2-D View: A projection of the environment onto a 2-D plane. In this view buildings and a
reference path can be edited. Positioning of pseudolites is also possible. The editing
option for the buildings supports entering and modification of 3-D boxes with any
number of vertexes. The reference path edit option supports entering of piece-wise
linear paths with constant acceleration. Using the reference-path a polygon model
of the terrain can be generated. In this manner the road the vehicle was driving

along can be reconstructed from recorded GPS data alone.
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3. Algorithms and Implementation

3-D View: A 3-D view of the environment, vehicle and buildings. As the objects com-
prising the External Influences are rather complex, it is of interest to be able to
visualize the situation. In this view the whole scenario is displayed in 3-D includ-
ing the geometry of the multipaths.

Sky Plot: A polar plot of the constellation. In this view the properties of the signal
can also be viewed and set. The user is able to generate a constellation in a set
(Walker constellation) or he/she can set the almanac parameters of each satellite
individually. For each satellite the signal structure can be controlled. The satellite
can be set to emit any number of frequencies, using any signal structure described
in the previous chapters.

Data View: An output data view, where all results of the simulation can be displayed.
Among others there are the geometrical multipath, the signal-to-multipath ratio, the
code and phase errors for each channel, the error in position; the total error, the
horizontal error and vertical error and many more.

Configuration Dialog:  The user interface contains a dialog where the various param-
eters of the receiver and the antenna can be adjusted. The antenna gain pattern can
be adjusted to the characteristics of any given antenna (with or without choke-ring),
dependent on elevation. The antenna gain pattern can then be viewed in the Data
View. All dynamic parameters of the receiver are set in this dialog as well as the
size and resolution of internal buffers for the generated data. Parameters for the
processing of the resulting ranges and phases can be adjusted in this dialog such as
whether differential or single point positioning is preferred, what frequency bands
to use etc.

3.2. Algorithms

As already stated it is not the goal of this chapter to give a detailed description of the code
of SNss, but rather to explain the algorithmic context. Before we go into details a list of
utilities that are assumed to exist is presented and are not explained in detail. A developer,
who has access to the source code and wishes to add features is referred to the comments
in the source code.

e \ectors: 3-D vectors with the usual mathematical properties

e \ectors with WGS-84 properties: provides a transformation between Cartesian and
elliptic WGS-84 coordinates. It can also generate a local coordinate system with
axis parallel to the local East, North and Up direction

e Matrices: Mathematical matrix object
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External Influences User Interface Kernel _________.
] L | |
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1
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Persistent Storage

Figure 3.4.:0Overview of the man-machine interface3nss. See text for explanations.

e Time object: manages transformations between UTC-time, GPS-time etc.

e Complex numbers with the usual mathematical operations on complex numbers

These mathematical objects are all implemented as C++ classes and possess the usual
properties one would expect, e.g. two vectors can be added, subtracted etc. The scalar
products as well as the cross product is defined. Matrices can be inverted and multiplied
etc. so for example a least square adjustment is performed in a trivial manner.

The implementation oENSs uses several libraries. The most important are Microsoft
Foundation Classes (MFC) for the Graphical User Interface (GUI). Windows, dialogs,
buttons etc. are handled by this library. The Standard Template Library (STL) provides
standard tools of the trade for handling data structures (linked lists, vectors, stacks and
buffers etc.) It also provides template objects for file input/output (file I/O). The 3-D visu-
alization inSNssis based on the well-known OpenGL 1.2 library from Silicon Graphics,
available for most platforms. Many of the mathematical objects mentioned above contain
algorithms and modified source code from the Numerical Recipes/RI@F97]. Other

parts ofSNSsalso contain material from the Recipes.
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3. Algorithms and Implementation

3.3. External Influences

3.3.1. Constellation

For the purposes of the simulation an orbit description using data corresponding to the
almanac data of the GPS system are sufficient. In the simulator two methods of describ-
ing the orbit of a transmitter are implemented, a Kepler orbit based on almanac data and
a stationary position in WGS-84. The basis object (clalsvSource ) contains infor-
mation for over-head information like 1D, structures containing the buffered data such
as time, position, velocity and status flags. The signal format is also a member of class
CNavSource . Specialized versions of the satellites are then described with the objects
classCSatAlmanac and clasPseudolite

The signal parameters are contained in the stru@&ignalData

The structureSNavSourceData contains administrative data such as the current time
and position, along with identifiers and some state variables.

;
SNavSour ceDat a l I CPseudolLite l I CSat Al manac l
:

Figure 3.5.: Organization of the satellite objects BNSs. The left diagram shows how the
satellites are organized in a list of pointers. The diagrams in the middle show the basic data in the
base clas€NavSource and the derived classSatAlmanac . The right diagram implies the

class hierarchy for the satellites/pseudolites.

Signal Every type of satellite carries a description of the signal it emits. The actual
generation and simulation is performed by the Boundary Condition Processor and the
receiver module, thus the satellites only deliver a parametric description on the signal.
The signal parameters maintained at the satellite are shown iriddble

Orbits  The more important satellite type is thkass CSatAlmanac . Its orbit is
described with the equations for the description of the almanac orbits was given in section
2.1.1.1 The input data available from an almanac file are: Using the quantities in table
[3.2and the description in secti@l.1.] the following algorithm for the position of the
satellite as a function of time is obtained.
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3.3. External Influences

Parameter Description

Carrier frequency w [MHz]: This is the center frequency of the signal

Chip length T, [m]: The chipping length of the signal

Power P [w]: The power emitted from the antenna of the satellite
Side lobes N, The number of side lobes emitted by the satellite. This

parameter controls how many side-lobes of the spectrum is
let through the filter at the satellite.

Roll-off factor (. This factor controls how abrupt the spectrum of the signal
decays. See ed239) in sectiori2.2.6

Band ID This index enumerates the frequency band of the correspond-
ing signal.
Pulse Shaping This parameter defines what pulse-shape is to be assumed

for the signal. The values possible are:

e INFINITE_BANDWIDTH: Rectangular chips with
infinite bandwidth

e NO_PULSE_SHAPING: Band limited rectangular
pulse-shape

e RAISED COSINE: Raised cosine pulse shaping
scheme

e SPLIT_SPECTRUM: Autocorrelation of a BOC sig-
nal

e SUB_CARRIER: Tracking a BOC signal using the
code only

e LATE_TRACKING: Special setting for GPS altimetry

Table 3.1.:Signal description at the satellite. These parameters can be stored and read from file.

Description Param. Description Param.

Square root of the semi major axisa [\/m] Longitude of ascending node  [°]
Reference week of almanac

eccentricity e

Inclination i[°] GPStime of reference toa [S]
Argument of perigee w[°] Meananomaly My [°]
Right ascension of ascending nod€), [°]  True anomaly v[°]

Table 3.2.:Almanac parameters loaded from a Yuma-file
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3. Algorithms and Implementation

Assuming the data from an almanac file has been read from a Yumafile, i.e. data described
intable32(a, ©Q, e, 7, toa, w, Mo, Q, v) and the Earth rotatiorf;) to be available we then
proceed to calculate the orbit as described in the ICD-GPS-200CARIA3B] except for

the clock corrections.

1. WGS-84 value for the earth’s rotation universal gravitational constant:
p = 3.986005 10*m?3/s?

. Earth’s rotation) := 7.2921151462.0°° rad/s
. Semi-major axisA = a?

. Mean motioning = /u/A3

. Time from almanac reference epoch:=1t — t,,

. Mean anomalyM; = M, + nty

~N o 0o B~ w0

. Solve iteratively for the eccentric anomaly, using Kepler's equatigfi’ = M;, +
esin( E}) with initial value E° = M,

8. To obtain the position and higher time derivatives thereof, the equations in section
2.1.1.1are used.

The second type of satellites are the stationary pseudolites. Although they are called
pseudolites they are equally well suited for the description of geostationary orbits. These
are simply described by a position in WGS-84. This is used to describe geostationary
satellites and pseudolites.

3.3.2. Polygons

The basic 3-D primitive irbNssis a flat polygon. All objects are constructed from poly-
gons. The algorithmic implementation of the polygon is based on the mathematical de-
scription given in sectioR.3.2 It is a C++ object (a class) callg@iFace which has the
following properties:

e Data

— Verticies: list of 3-D vectors

— Polygon normal: 3-D normalized vector

— Material parameters: parameters describing electromagnetic properties of the
polygon, i.e. dielectricity and conductivity.

e Methods
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3.3. External Influences

— Loading data from file

— Writing data to file

— The obvious setting and retrieval routines

— Initialize: here it is important to ensure that the polygon is flat.

— Mirror : mirrors a 3-D vector according to e®.80) in sectiori2.3.2

— IsOnTheOutside : Checks if a 3-D point is in the positive half-space, de-
fined by the polygon using ed2.06)

— IntersectsFace . checks whether a line-segment defined by two 3-D
vectors intersects the face defined by the polygon. First the intersection of
the line-segment with the plane in which the face lies is determined using

eq. .92 and eq.[2.93. Then it is checked if the intersection point is on the
face, using the algorithm described on p&ge

The polygons are contained in a list calléfaceObject . This is shown in figure3.6)

The following objects which are composed of a set
of polygons (i.e. the terrain, vehicle and enViro'E'CFaceOoj ect
ment) are basically lists of polygons. They may dit-

fer slightly in their specialization.

—» CFace #1

Terrain  The terrain consists of a list of polygons.
There are three ways to load/generate the terrain. —>» Crace #2
The simplest form is just a rectangle (a polygon of
the type described above (claSEace)), which is
placed tangential to the WGS-84 ellipsoid.

The terrain can also be generated from the reference —>» Crace #n
path. This option generates a list of triangles, a cer-
tain height below the reference-path. The algorithigure 3.6.: Organization of the poly-

is sketched in figurd3 7). gon objects inSNSs . The polygons
) CFace are contained in a list of point-
To generate the part of the terrain between wayscraceObject .

pointsi and: + 1 the spanning line-segments (

andﬁ+1) are calculated (black, dashed double-arrows at way-poantsl: + 1 indicated
in figure 3.14). The line segmer@ is defined as lying in the plane spanneddy, and
¢; (shown as red vectors in figuri@.f)) with the angles betweed)_; andlz andé; and

l; equal, i.eL(l:,éi) = A(E,éi_l) (see figure[3.7)). Now two triangles are constructed,
both with a normal pointing ,,upwards”. The user is asked for the Iengfb of

The third possibility to obtain a terrain BNSSis to generate a polygon model from raster
data, i.e. data in form of coordinates and a height. The current implementation allows only
raster data organized on a rectangular grid.

133



3. Algorithms and Implementation

Vehicle
direction, e, 4

Waypoint i+1

Waypoint i+2

Reference

Nt i Equal
Vehicle
direction, e;4

Figure 3.7..Generating a terrain from a reference path. See text for explanations.

The generation of the terrain from raster data is easier. The coordinates are assumed to
be on a grid, i.e. the-values repeat themselves eve¥ydata points. This is shown in
figure [3.8). The routine reading the data simply checks when the fitsbordinate is
(almost) repeated. This yields the valueMdf(the number of rows). The list of triangles
comprising the terrain is then easily generated as indicated in figulie [t is necessary

to generate triangles in order to ensure flat polygons.

Environment  The environment irSNSs is represented by a list of closed ,voxels”
class CBuilding ), which are composed of a set of polygons. The buildings must be
closed so that the ray-tracing can be made efficient. If open constructs are needed, then
this can be achieved by replacing each polygon with two polygons which are identical
except for the normal vector. Furthermore things like bridges and tunnels can be made
out of a set of closed ,voxels”.

The internal representation of the environment is shown in fig&®. (When the build-

ings are entered manually, each building has a separate representation, so that each build-
ing can be manipulated individually, independent of other buildings. This is very helpful
when setting up a virtual environment which is meant to demonstrate some particular
phenomena.

The current implementation supports the import of environment data in the VRML 1.0
format. However, only so-called indexed face sets are supported. Because most data
providers make no distinction between buildings in this file format, all the data is imported
as one single building. Consequently, editing of individual buildings is not supported. For
the processing this does not matter, it only limits the editing possibilities.
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Figure 3.8.: Generating a polygon model from raster data.
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Figure 3.9.:3-D representation of the environmentSNss.
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3. Algorithms and Implementation

Vehicle Basically, the only difference between a vehid®@/ghicle ) and a building

in SNSsis that a vehicle can move and rotate. This difference is not as trivial as it seems
at first, because the vehicle must move along the reference path and it is also desired that
it faces in the right direction (a car which always points to the north is not going to yield

a very realistic scenario. For planes this is more difficult, because ,up” is not always
perpendicular to the ground).

In SNssall information on the dynamics of the reference path is kept in the reference path
(see next section). Therefore the vehicle must retrieve the information on the dynamics
from the reference path. After that the vehicle is able to translate and rotate to the given
way-point. The question of what the dynamics look like is thus transferred to the reference
path in the next section.

The vehicle data is exclusively loaded from a VRML 1.0 file as one single indexed face

set object. Authoring a VRML object is a quite cumbersome task, but on the Internet

there is a huge amount of vehicles in this format available which can be downloaded free
of charge. VRML models are also commercially available.

Figure 3.10.Examples of land vehicles iBNss.

-

Figure 3.11.Examples of maritime vehicles BNSS.
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Figure 3.12..Examples of fantasy vehicles 8NSs

Figure 3.13.Examples of airborne vehicles 8NSs.
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3. Algorithms and Implementation

Therefore it is a good idea to write a flexible import routine. To further enhance this
flexibility the vehicle inSNSsshas it own internal orientation, which the user can change.

In this way what is ,front” and ,up” can be controlled by the user. This has turned out
to be a very useful feature, because most of the VRML models available do not have a
well-defined orientation.

/ — \Waypointi Waypoint i+1

Internal copy ‘

L~
Transformations of ~ Waypoint i+2
4 the Internal copy

Reference
ath

<

Waypoint i-1

Figure 3.14.: Motion of the vehicle inSNss. An original, local copy is transformed each time.
This avoids accumulative transformation errors and makes it easy to adjust the general orientation
of the vehicle. See text for explanations.

Even though the VRML standard length-measure is meters, very few authors design their
models correctly to scale. Therefore the user can scale his/her vehicle model at will.

When the simulation is runnin§Nss chronologi-

cally works its way along the reference path. AL e

each point the boundary conditions are computefl.tarence

For the vehicle this means that it gets transformegl,sitjon

from one point to the other. If there are many way-

points and the vehicle would in fact be transformed

from one point to the other, the orientation and the

vehicle itself would be distorted due to accumulat-

ing rounding errors. Therefore the vehicle keeps

a copy of the geometry as it was loaded from file.

Each time the vehicle is needed at a particular track Measured
point, the original copy is transformed to that point. position

This is sketched in figuré8(19).
g Figure 3.15.:3-D representation of the

As mentioned earlier, the orientation of the vehicteference path. See text for explana-
when loaded from file, may not be the desired otiens.

(a car may be lying on the side or an aircraft may be standing upside-down). Therefore it
must be possible to change the orientation of the vehiclalfaeference points. This is
easily accomplished by rotating thaxal copyof the vehicle.
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3.3. External Influences

3.3.3. Reference Path

As already stated the reference path represents the ,true” trajectory of the receiver. The
reference path (clagsTrack ) is a list of way-points (clas€TrackPoint ). Itis in-
structive to take a closer look at those two objects. In figBt&gj the organization of
those classes is shown.

CTr ackPoi nt  #1 Time ( CDat um)
) Position
CTr ackPoi nt  #2 >

.| Measured Position
(C3Vect or)

—>| CChannel Mul ti Pat h

— CTrackPoi nt #n

CVehicl e

— CRecei ver

CRayTr acer
Pointers to instances

Ref. to CONavSour celi st |

1
|
1
Ref. to Terrain (CFace(bj ect) | :
|
1
|

Ref . to Environment (CFace(hject) |

Figure 3.16.: The left diagram shows the members of the cl@¥sack . The right diagram shows
the data contained in each track poi@ifackPoint ).

Theclass CTrack objectis organized as follows

e Data

— A list of way-points clas€TrackPoint

— References to the environment, terrain, satellites and Ray-tracer
— Receiver

— A vehicle object (clas€Vehicle )

e Methods

— Loading data from file
— Writing data to file

— Interpolating position and velocity between two track points (see fi@ulel)
for explanations)
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3. Algorithms and Implementation

— Managing the Ray-tracer, terrain, vehicle and satellite list for geometric ray-
tracing. Basically, the ray-tracer is initialized from within the cl@Sgack-
Point object with the above-mentioned objects.

The clasCTrackPoint is organized as follows

e Data

— Time

— Position, velocity and acceleration of the reference way-point
— Measured position

— List of multipathsCChannelMPathList

e Methods

— Loading data from file

— Writing data to file

— Retrieving multipaths

— Starting ray-tracing for this track point.

Each track poinCTrackPoint in the reference
path has a time and a position coordinate (and
higher derivatives thereof). 1IBNSS each track

point keeps a list of multipaths, which uniquely
define the boundary conditiorsd the correspond-| Receiver
ing track point The track points are collected in a

Reference
path @

chronologically ordered list, the track or reference le1
°
path CTrack ). °
o

Virtually, the track can be thought of as a list of

track points, which are chronologically ordered armgure 3.17.: Interpolation in time

in a certain way connected. As the track points ortt¢tween adjacent reference positions.
have knowledge of the boundary conditions for th&ee text for explanations.

particular track point and the track points are only

available for a relatively coarse time-resolution, it must be possible to interpolate the
boundary conditions between two adjacent track points. This is necessary because we
want to perform a dynamic simulation of the receiver, i.e. integrate a set of differential
equations. The interpolation task, indicated in figiB€el{), is carried out by the track
(CTrack ). The red dotted arrow in, figur@(L4) implies a request from the receiver
for boundary condition data for a certain time potntUsing the information on posi-
tion, velocity and acceleration of two adjacent track points, the position and velocity are
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3.4. Boundary Condition Processor

interpolated using

E(t) = Ry + Tk,k+1ﬁk+1
V(t) = Vi + st Vira (3.1)
= Vot Ve
wherer is given by
Toksr = Ut — 1) + H(t 1) (3.2)

anduy, is the speed of the receiver in WGS-84s a time coordinate betweeépandiy, ;.
Thus we are talking about an interpolation of second order in time.

The same procedure is used for the geometric multipaths and the equation for that will be
written down in the subsequent section.

3.4. Boundary Condition Processor

The propagation of the signal BNsscan generally be divided into two domains; the ge-
ometric ray-tracing, which solely depends on the given geometry and the electromagnetic
domain, which based on the results of the geometric analysis and the electric properties of
the environment (i.e. terrain, buildings and vehicle), yields the electromagnetic properties
of the signal at the antenna of the receiver.

3.4.1. Geometric Ray-Tracing

There are many ray-tracing algorithms described in the literature. However, for the pur-
poses of this work a geometrically exact ray-tracing algorithm was developed. It is based
on the operations described in secfibB.2

To construct the ray-tracing algorithm we use the analysis and equations from section
[2.3.2 The algorithm is exact in the sense that there are no approximations or assumptions
made on the resolution, like for example the angular resolution of the source. The objects
are all composed of polygons and simple, exact geometric analysis is used to obtain the
reflection points of the rays. It is, however, assumed that Snell’s law is valid, i.e. incident
angle equals the reflection angle. For smooth surfaces and plane waves this is rigorously
true, but for rough surfaces the wave is scattered in other directions as well.

In figure 3.19 the ray-tracing algorithm is sketched. Referring to that figure the algo-
rithm is described in algorithnfl{. The required input of a list of polygon$£}" ) is to
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CChannel Mul ti pat hList (for time t) |

—>| CChannel Mil t Path (Sat # 1) |

CvultiPath # 1
Cwul tiPath # 2

owul tiPath # m

—>| CChannel Mil ti Path (Sat # 2) |

CvultiPath # 1
CWul tiPath # 2

ol tiPath # m

—>| CChannel Mil ti Path (Sat # n) |

Figure 3.18.:0verview of the relevant data objects, managing the results of the analysis of the
boundary conditions. See text for explanations.
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Figure 3.19.:Understanding the ray-tracing algorithm.
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3.4. Boundary Condition Processor

be understood as a pre-defined set of polygons, that are tested for reflections. It is impor-
tant to note that assuming we want to find all reflections to ordgypically in the order

of 1 or 10) and given a large number of polyga¥gin the order of 100, 1000 or more),

we must analyze each combinationopolygons that can be selected outdipolygons.

It is therefore obvious that the algorithm is of the ord&N"). So for N = 1000 poly-

gons and, say, a maximum reflection deptlmof 4, we must analyze something in the
order of N* = 1000* = 10'? reflections! The recursive nature of algorithf) therefore
suggests to simply unfold the recursion and define an absolute, hard coded maximum pos-
sible reflection depth of. Programmatically, this corresponds to four nested loops. The
ray-tracing is numerically a very demanding algorithm. Unfolding the code like this may
enable the compiler to generate more efficient machine code.

Require: Pre-defined reflection-depthy List of polygons CFace objects),{ﬁ}i]io.
SourceA and receivei5. Vehicle is on the correct position and orientation. Satellite
dynamics updated and path dynamics updated

1: Allocate a list of 3-D vectors{ M }_, for the mirror points

2: Allocate a list of 3-D vectors{ Z}"_, for the reflection points

3: MO — ff
M, — B

4: for ¢ from 1 ton do

5. Mirror M, aboutl; € £ (using eq.[2.90) and insert into]\7[i+1 (figure 3.19 1,
blue arrow)
6: MZ‘+2 — E
7. for jfrom0Otoi+ 1do
8: if M, is visible througH; then
9: Calculate intersection point between the line segrm@ml, Mj andl; (using
eg. .92 and eq.[2.93) and store as a reflection pointl_?f}- (figure 3.19 2,
red circle)
10: if none of the line segmentfs,, R, 1 is blocked (eq.Z:93) then
11: create a geometric multipath
12: end if{check for blocking}

13: end if{check for visibility}
14. endfor{j fromOto: + 1}
15: end for{: from 1 to n}

Algorithm 1: Ray-tracing

The properties of the obje€@Face are described in secti@3.2 The results of the ray-
tracing are organized in lists of multipaths. In order not to loose track of the individual
multipaths, there exists a list of multipaths for each space-time coordinate of the track
point and satellite. This list is calledChannelMultipath and it contains objects of

the typeCMultiPath . The organization of this data is shown in figugeI®.

After the ray-tracer has successfully generated a multipatbMaltiPath  object is
generated and the results stored in it. In order to identify the multipaths, a unique signature
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CSignature is generated. The signature is composed of the ID of the satellite and an
orderedlist of the IDs of the reflecting polygons (i.e. tl#-ace objects in the pointer list
of the ray-tracer).

Generally, more than one multipath is generated for a particular space-time coordinate and
a particular satellite. As indicated in figuf@ 18 all CMultiPath  objects belonging to

a certain satellite and point in space-time are collected in a so-cadédnnelMulti-

Path . For each satellite and space-time coordinate there exists such an object. These are
then all collected in &ChannelMultiPathList . EachCTrackPoint  contains

exactly one such listGChannelMultiPathList ).

So aCMultiPath  contains the signal path for a given space and time, satellite and
reflector set. ACChannelMultiPath contains the signal paths for a given space-time
coordinate and satellite (i.e. atMultiPath  for a given satellite). ACChannel-
MultiPathList contains all signal paths for a given space-time coordinate.

TheCTrack objectis able not only to interpolate the positions and velocity between two
track points, but also theultipathsof two track points. The geometric multipaths are
interpolated analogously to the positidfé(é)) ineq. B.1D). In orderto be able to do so, one
must be sure that the ,same” multipath is interpolated. More specifically, two multipaths
from track points: andk + 1 will be interpolated if they have the same signature, i.e. they
origin from thesame sourcand are being reflected by tlsame reflectorsn the same
order. This situation is shown in figur@(20. The blue reflections at both track points
have the same signature; i.e. there is a reflection from the source, to ref]écta@flector

j and then to the receiver bothtrack points. The red reflections, however, hdifeerent
signatures, because at track painthe ray is reflected off reflectgr, but at track point

k + 1 the reflector is. Thus it does not make sense to interpolate between these two.

It should be noted that this procedure does not al-
ways Yield the desired result. For certain kinds of
reflectors, e.g. ones with holes in them, the interpo- Interpolated
lation may yield a continuous reflection, when it is %Not Interpolated
in fact interrupted. Another drawback is that short < \
term reflections, for example like the red ones indi- bie Y
cated in figure[3.20 will be totally ignored. These ..o o
effects are simply due to the discrete nature of the
data and can be reduced by densifying the track,
which is tantamount to increasing the update-rate o
of the receiver. If it is not desired to increase theo. © 3.2_0.:|nterpo|a_1t|on In time be-
update-rate of the receiver, but still increase the gés en.ad]acent_ multipaths. Th.e blue
b . , L . ggﬂecnons are interpolated, while the
ometric resolution, one simply ignores the necesy ones are ignored. See text for ex-
sary amount of way-points. A real receiver int%‘lanations.
grates continuously even though the update rate is

decreased. In the simulation exactly the same is achieved in this manner.

Reflector ID: j
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3.4. Boundary Condition Processor

3.4.2. Electromagnetic Ray-Tracing

After the geometry has been analyzed it is straightforward to obtain the electromagnetic
properties of the signal, given the electric properties of the reflectors and the analysis in

section[2.3.3.

The first step is to obtain the Stoke’s parameters after a reflection. This is implemented
in theCMultiPath  object. In this object all the necessary information is contained and
thus it is natural to equicMultiPath  with the ability to perform all or most of the
electromagnetic processing. Below the objgbdtultiPath  is shown:

e Data
— Reflection points (including source and receiver): list of 3-D vectors. These
are the results from the geometric ray-tracing.
— CSignature: A list of integers, containing the indexes of the reflectors

— Stoke’s parameters, one set for each frequency band. These parameters de-
scribe the state of polarization immediately before entering the antenna

— Amplitude and phase at each reflection point for both polarization states.
— Surface roughness) at each reflection point

e Methods

— Retrieval functions to obtain information on geometric multipath and the elec-
tromagnetic state of the signal

— SetMultiPath  : receiving a list of reflection point and a reference to the re-
flecting polygons, this function calculates the Fresnel coefficients and Stoke’s
parameters at each reflection point parametgigalso set here

— HasSameSignature : Compares the signature to that of anotG&fulti-
Path object

This object CMultiPath ) implements the first model for a rough surface, section
2.3.4.] eq. B.12]), where the implied reflection coefficient for finite conductivity is as-
sumed to be the Fresnel coefficients for both polarization states.

If the surface is smooth the reflection is calculated using the Fresnel equati@l€) (

for both polarization states. Originally the signal is assumed to be RHC polarized. The
complex reflection coefficients are calculated and the change in amplitude and phase of
the fields correspondingly updated and storeceforhreflection point.

After this has been calculated the scattering amplitude is corrected according to the rough-
ness at each reflection point using &3127).
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CRecei ver

4 CChannel (Sat #1, Sig #1) ‘

| Cl nt egr at or |
—»{ CChannel (Sat #1, Sig #2) ‘

|(SI]EBase | |OChann‘eI Base | |CI]3EBase |

—P{ CChannel (Sat #1, Sig #n) ‘

_4 CChannel (Sat #N, Sig #n) ‘ | CChannel SDE | | CChannel CDE |

Figure 3.21.: Left figure: Overview of the CReceiver class. The CReceiver object is a list of
CChannel instances. Right figure: C++ object inheritance to accommodate the ODE and the SDE
within the same structure. Refer to text for more information.

3.5. Receiver

The implementation of the receiver model basically consists of a list of channels. Apart
from that the receiver clas8Receiver manages the interfaces to other objects, related

to the generation of the correct boundary conditions. The receivers role is only to establish
these connections (in the form of a reference to the correct object) and the channel model
manages the data communication by itself, once the connection is established.

After the channels have calculated their ranges and phases, the result is transferred to
a position calculator, which performs a least-squares for each epoch independently or a
Kalman filtering to produce the measured position. The position processor is a member

of theCReceiver .

3.5.1. Receiver Channel Implementation

The ODE algorithm is a fifth order implicit Runge-Kutta scheme with automatic step
size control. The implementation was taken directly from the Numerical Recipes in C
[PTVE9]. The algorithm itself is explained in detail in this reference and the reader is
referred to the Recipes for further information. However, the Recipes implementation
is in C and consists of a group of functions that form the core of the object-oriented
implementation. These functions are members ofd&leBase class.

The SDE algorithm is based on the Euler-scheme describé&hag].

In order to re-use as much code as possible and also accommodate the implementation of
the SDE in the same object hierarchy, an object inheritance tree as shown inEigife (
was implemented.
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3.5. Receiver

CTr ackPoi nt I:

| CChannel MPath 1 |

\A 4 | CNavSource 1 |
CRecei ver |

| CChannel MPat h M| | CNavSou;CG M |

Figure 3.22.: Information needed by the CChannel class to calculate boundary conditions. The
information from CChannelMPath contains geometric and electromagnetic information on the
multipaths. The CNavSource provides data on the dynamics and power of the signal. Refer to text
for more information.

TheClintegrator  object implements the common features of the ODE and SDE sche-
mes as well as define the interface of bGBDEBaseand CODEBase The CSDEBase

and CODEBasetake care of the special code for the SDE and ODE, respectively. The
classeLCintegrator =, CSDEBaseand CODEBaseare general classes, designed to
integrate (stochastic) differential equations and can therefore easily be used elsewhere.

The members and methods@Integrator are as follows:

e Data

— State vector and its derivative
— Buffers containing the time history of the results
— Variables containing configuration and over-head information like the number
of equations
e Methods

— Initialization routines
— Retrieval routines to access the time history of the results

— virtual Derivatives = 0 : Pure virtual function. A derived class de-
fines the system of equations by overriding this function

— StepTo : Integrates the system of equations to a given time

TheCChannelBase inherits the properties dIntegrator and implements special
code needed for the implementation of a simulated receiver channel. This includes the
interface to theCChannelMultiPath andCNavSource classes. These are needed

in order to set the appropriate boundary conditions for the differential equation integra-
tors. This situation is shown in figu8.223). As shown in the figure, each channel needs
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3. Algorithms and Implementation

information on the multipaths and on the signal strength and dynamics. The multipath in-
formation (see sectiofB(4)) contained inCCHannelMPath provide data on the relative

code and phase delay and relative signal strengths between the direct and reflected signals
(SMR) for each multipath. The data from t@Navsource is needed to calculate the
signal-to-noise ratio and to calculate the dynamics of the line-of-sight, which represents
the signal dynamics.

The additional members and methodsG&@hannelBase are as follows:

e Data

— Variables containing data on the multipaths

— Configuration data for the signal structure, the satellite the channel is tracking,
the signal power of the direct signal

e Methods

— Initialization routines

— AcquireSignal  : Looks for a signal in at the current range. This is similar
to the acquisition a real receiver must perform, except that there is no search
in the frequency domain

— Derivatives  : In this override the structure of the tracking loops is defined

— Interpolate : Performers the interpolation for the motion of the receiver
as well as the multipaths, as described in the text

— R Returns the correlation function, defined by the configuration parameters.
This can be rectangular chips, Raised Cosine chips, a BOC signal etc.

Correlators  The correlation process is not implemented explicitlgnss. The form

of the correlation function is provided analytically according to the results from section
(2.2 and £.5.3). Therefore theCChannelBase class provides a range of functions
corresponding to ed2(139 and the equations referred to there.

The thermal noise is also obtained analytically and it depends on the signal structure
and the loop filter parameters chosen as well as the radiated power (EIRP: Equivalent
Isotropic Radiated Power) and distance of the navigation source. The signal-to-noise
ratio is calculated as described in €8.80) and then the noise terms in e@.139 are

calculated using eq2(135.

3.5.2. Processing

Mathematical model  The processing of the (simulated) raw dat&nssis done by
the standard least squares single point positioning algorithm. There are of course other

148



3.5. Receiver

more powerful positioning algorithms available, but it is not the goal with this simulator to
assess positioning algorithms. On the contrary a simple, transparent positioning algorithm
simplifies the analysis of the receiver performance.

The least squares single point positioning algorithm is described in every book on GPS
and therefore the description here will be very brief.

The position can be obtained from the pseudo-rgn@ésthe satellite coordinate®* =
[z*, y¥, 2*]* and an approximate receiver positidty = |2, yo, 20]* by solving the (lin-
earized) matrix equation below in a least squares sense:

[=Ad = r=(AA)TAT (3.3)

where{l}* := P* — pF + Sgoe pF 1= |RF — Ry| andduoc is the local oscillator error.
The matrixA is the so-called design matrix, defined by:

1,1 1
ag ag ag 1
a; a, a; 1 xg — a* — 29 — 2F
S A ; E._ Lo k. Yo—UY k 0
A= 7 . with  a} := P S (3.4)
n n n
ay a; a7 1

The first three coordinates of the solutioiy; = [Az, Ay, Az, deock]® is the correction
that must by applied td?, to yield the measured position of the receivBr,= R, +
[Az, Ay, Az]*. The fourth coordinate is the clock correction (in meters).

This scheme above is then iterated a couple of times, replaiﬁjmgjth R each time, until

[Az, Ay, Az] is ,small” (e.g. its length is smaller than a millimeter). Given the usual
MEOSs the scheme converges very rapidly even if Earth’s center is used as an initial guess
for R,. For pseudolites this may be more delicate and in a real situation one may have
to use a converged GPS solutidseforeincluding the pseudolite measurements in the
solution. InSNssthis is solved in a more pragmatic way; the ,real” position is used as
an initial guess for the measured position. This does not alter the converged result, it just
ensures convergence and reduces the number of iterations.

To process the data generated by the receiver simulator a group of template classes was
developed. An overview of the class hierarchy is given in fig&3. As the signals
simulated inSNss can lie on any frequency and there can be any number of them, the
class structure must be very general.

Implementation  The basic unit is the structui@andData . It contains the obser-
vations (code, phase and wave length) and represents the smallest unit of data in the
hierarchy.

Each satellite can emit signals on any number of frequencies. For example the current
state of GPS is two frequencies, but the GPS modernization envisions three frequencies.
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Figure 3.23.: Overview of the processing class hierarchy. The left part shows the class structure
for the data corresponding to one epoch. The right part shows how the overall structure.

As of the time of this writing the number of frequencies is not fixed for Galileo yet. To
meet this requirement of a flexible number of frequencies a class ¢éddervation

was designed. It is derived from the STL template chesstor<BandData> and

is thus a vector witlBandData structures as elements. Additionally, a unique iden-
tifier for the satellite (or pseudolite) and the current satellite position is stored in the
CObservation  object. Apart from constructors, destructors and the insertions and
retrieval methods inherited from the STL base-cl&Spservation has the following
members and methods:

e Data

— Vector ofBandData (inheritance from the SLVector<T> )
— Satellite ID
— Position of the satellite

e Methods
— GetDesignMatrixLine . Retrieves the row of the design matrix, corre-

sponding to the data availableithis

— GetLeftSideCode : Retrieves the element of the left hand side of the ma-
trix equation

It is convenient to collect all data belonging to one epoch into one container class. This
is the role ofCEpochData . It is derived from the STL template lisist<CObse-
rvation> and is therefore a list of observationsGkpochData instance contains all
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3.5. Receiver

relevant data retrieval methods necessary to conveniently calculate a position at a given
time. The processed position and the real position as well as the time coordinate are stored
in the CEpochData object. The relevant members and method€BpochData are

e Data

— List of CObservation (inheritance from the SLTist<T> )

— Time

— Processed position

— Real position

e Methods

— GetDesign : Retrieves the design matrix and the left hand side of the posi-
tion matrix equation

— GetProcessedPos : Retrieves the position calculated B8yProcessor

— GetRealPos : Retrieves the reference (true) position

— GetTime : Retrieves the time coordinate of the observation

— SetDatum : Sets the time and reference position

The object actually processing the data to yield a position iSdReocessor class.
This again is derived from the STL template list<CEpochData>

The CProcessor object is responsible for retrieving the data fr&@&pochData and
calculate the measured position using the least-squares algorithm described3f)eq. (
The relevant members and method<Céfrocessor are

e Data

— List of CEpochData (inheritance from the SLTist<T> )
— Design matrix
— Left side of the system of equations

¢ Methods

— Process : Calculates a position for the current epoch and store the resulting
position in theCEpochData element

— ProcessAll : Calculates a position for all epochs and store the resulting
positions in the correspondir@EpochData elements

151



3. Algorithms and Implementation

The clasECProcessor basically retrieves the necessary data fromGigochData |,
calculates the position and puts the result back @EpochData . Thus, in order to
retrieve a calculated position for a given timehe mechanism provided by the STL is
used to browse through theProcessor 4 and call GetTime, GetRealPos etc. of the
CEpochData objects.

“rememberCProcessor is derived fromlist<CEpochData>
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4. Simulations

In this chapter results from the simulations usBigss are presented. Before launching

into full-scale simulations the models usedSNss and their implementations must be
verified as thoroughly as possible. After the verification various simulation scenarios are
considered. The scenarios vary from very simple, constructed ones that are designed to
demonstrate certain aspects of the receiver model, to scenarios that aim to simulate a
realistic environment.

For the static case, i.e. where the position of the receiver is fixed in the WGS-84 system,
the results are easily predicted, because the boundary conditions allow simple calculations
and assumptions for the behavior of the receiver. Thus a verification is possible.

In the dynamic case, i.e. a moving receiver, the situation is a bit more complicated. The
two main reasons are thatdgnamicmodeling of the receiver behavior is necessary and
the second reason is the more complicated behavior of the boundary conditions. The
domain where the dynamic modeling becomes necessary starts with receivers moving
slower than 1 m/s, when multipath is present.

4.1. Verification of the Models and Their
Implementation

This section considers mainly very simple scenarios. The scenarios are chosen such that
the receiver behavior can be predicted by theory. Thus the modeling can be verified for
those situations.

First the receiver behavior is verified in the presence of thermal noise. This is done for alll
forms of the signal structure developed in the previous chapters. Then the implementation
and integration of the oscillator model inBnssis considered.

The verification of the receiver behavior in the presence of multipath will be considered
in the next section where simple scenarios are investigated.

4.1.1. Verification of Thermal Noise Behavior

The thermal noise behavior is verified in two ways. The first has to do with the dynamic
modeling and shows that the model responds to thermal agitations as it should. This is
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4. Simulations

done by verifying the transfer function of the tracking loop. The second type of verifi-
cation is simply to show that in certain simple setups, the simulator yields the expected
results.

4.1.1.1. Verification of the Transfer Function of the Loops Driven by
Thermal Noise

Before analyzing the receiver behavior for various signal structures the response of the
tracking loops in the presence of thermal noise is investigated. This is achieved by inject-
ing white noise into the loops and calculate the auto-correlation function of the resulting
stochastic process.

6
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Figure 4.1.:Code tracking error as a function of time f61/ Ny = 40 dB-Hz. The upper figure
corresponds t&¢!! = 1 Hz and the lower t&¢" = 5 Hz.

The simulation set-up was very simple and it is shown schematically in figuBe (A
receiver and a pseudolite were placed side-by-side without any environmental objects.
Thus, the only source of error was due to thermal noise. The power level of the pseudolite
was adjusted such that the desired signal-to-noise ratios were obtained. The output of the
DLL tracking error was logged for 100 s and the tracking loops were read out every 0.011
seconds. The pre-detection time Wlas= 0.02 s, corresponding to the GPS data rate.

Two examples of the obtained data are shown in figdr® @nd figure[@.2) for the code
tracking loop and phase tracking loop, respectively. A careful look at those figures shows

154



4.1. Verification of the Models and Their Implementation
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Figure 4.2.:Phase tracking error as a function of time €fN, = 40 dB-Hz. The upper figure
corresponds t@3?" = 10 Hz and the lower t@?" = 20 Hz.

that the two stochastic processes must have a different auto-correlation function, as to be
expected.

Direct signal Pseudolite:
@< =W Signal strength
Static way-point: adjusted to yield
V=0m/s desired C/N,

Figure 4.3.: Simulation setup for a simple static simulation

The output of the DLL corresponds to the DLL part of €109, i.e. the first equation

in the system of SDE. Under the assumption that the error from the carrier aiding can be
ignored, its solution should approach a first order Markov process in the linear region of
the discriminator. According t@3el74 the auto-correlation function in this case is given

by:

R(7) _ BT A pdl
RO) e where  3:=4Bj 4.1)

This is compared to the auto-correlation function of the noisy output of the DLL.

The solution of the PLL is also a stochastic process. In appé@dixis shown that
the auto-correlation function of the output of the PLL driven by a white Gaul3-ian noise
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Configuration B B!

Config 1 0.1Hz 10Hz
Config 2 2Hz 10 Hz
Config 3 5Hz 10 Hz
Config 4 1Hz 10 Hz
Config 5 1Hz 15 Hz
Config 6 1Hz 20Hz

Table 4.1.: Receiver configuration for the verification of the transfer function of the receiver model

process eqlX 199 in the linear region is given by

T e~wnT/V2
];Eoi = 3 <3 cos(w,T/V2) — sin(w,n/ﬁ)) 4.2)

The auto-correlation functions of the stochastic procéssesulting from the simulation
are shown in figuré4.4).

As seen in figure4.4) the agreement between simulation and theory is excellent for low
values ofr. For higher values of the simulation results and the theoretical results diverge
somewhat. This is mainly due to the fluctuations in the simulated auto-correlation func-
tion. The region where auto-correlation function is zero there is some statistical noise,
roughly proportional tol /\/T' /7., whereT is the observation time and is the corre-

lation time. Therefore fluctuation in the "zero-region" of the auto-correlation function
should be about 0.3 in the our case, which fits the data. The divergence could also be
contributed to the non-linear effects of the tracking loops.

1The auto-correlation functions discussed here should not be confused with the auto-correlation functions
in[2.2 Here we are merely concerned with the stochastic analysis of the output of the tracking loops.
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Figure 4.4.:Auto-correlation function of the tracking error f6f/ Ny = 40 dB-Hz. In the left figure
the ACF of the DLL is shown for the valug3?!! = 0.1, 1, 2, and 5 Hz. In the right figure the ACF

of the PLL is shown for the valueB{!! =

10, 15 and 20 Hz.
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4.1.1.2. Verification of the Code Noise Behavior for Rectangular Chips

In this section the implementation of the SDE is verified by comparing the output of
SNssto the theoretical expressions of thermal noise on code and carrier.

Infinite bandwidth ~ To verify the noise behavior for rectangular chip shapes, a GPS
L1 C/A code like signal structure was chosen (carrier frequency 1.575 GHz and chip
length 293 m). The correlator spacing wasl. The obtained data was compared to the
well-known expressiorDie 96, [Eis97]

s chng” 2
Teode = 310 TNy) (1 TN 2 - d>) *.3)

for the non-coherent early-late DLL.

For the Costas PLL a similar expression is obtained for the noise on the phase:

W ! 4.4
Tptase ™ (C/No)( +2Tp(C/N0)) (4.4)

In figure @.5) and figure [{.6) the results of the simulations are compared to dd) (

and eq.[{.4). The simulations were performed for various values of signal-to-noise ra-
tio (C'/N,) and various values of the loop filter bandwidiB' and B"). Thus it was
possible to verify the performance of the DLL and PLL regarding the behavior in those
parameters. The simulations were performed for 4 values/af, = 28, 34, 40 and 46
dB-Hz. In the case of the code tracking loop, 4 value®@f = 0.1, 1, 2 and 5 Hz were
simulated.

In figure @.5) it is obvious that the agreement between theory and simulation is excellent.
The theoretical results stated in €d.3) and eq.[{.4) are very well established for this
kind of signal-receiver configuration. For the phase error the values of the loop bandwidth
were: BY" = 10, 15 and 20 Hz.

Band-limited case  Band-limited rectangular signals are also of interest. This ap-
plies for example to the new Galileo signals on E5a (L5) and E5b, where high chip-rates
are plannedHIGIT02] as well as to the GPS L5 signalSID99. For those signals the
front-end bandwidth of the receiver may only let in the the first main-lobe of the signal
spectrum.

At the time of this writing, there has been some discussion on the validity of the theoret-
ical results regarding the code noise for low front-end bandwidth and narrow correlating
signal-receiver configuration8F0Q,  BKOO, Bet00K. These discrepancies were mainly
due to wrong normalization of the discriminator function of the tracking loop and incor-
rect treatment of the noise-level due to the band-limitation. InSkesreceiver model
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Figure 4.5.:RMS code tracking error for a rectangular, infinite bandwidth chip shaped signal as a
function of signal-to-noise ratio.

these things are treated correctly and to demonstrate this the receiver-signal model was
configured corresponding to Case 9BFD(. The parameters for Case 9 are listed in

table #.2). This case was designed to maximize the divergence between the correct theo-
retical result and the older expressions. The signal receiver configuration parameters are

shown in tablel[4.2).

Chip rate 1.023 Mcps

Receiver front-end bandwidth 4 MHz
Band-limiting parametel 1.955
Correlator spacing 0.05 chips
DLL loop bandwidthB4! 1 Hz

Table 4.2.:Signal-receiver configuration parameters for Case 8F0(]

The correct expression for the code-noise of a receiver tracking a band-limited, rectangu-
lar signal is given bylBKOQ]

Br Lbb sinc?(7 f) sin?(w fd)df
(2m)2 & ( [, fsinc(r f) sin(x fd)df>2

2 _
celp —

(4.5)

g
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Figure 4.6.:RMS phase tracking error as a function of signal-to-noise ratio. The loop filter band-
width used was3?"" = 10, 15 and 20 Hz.

for a coherent tracking loop.

For the non-coherent case, a squaring-loss term is added:

Lbb sinc?(m f) cos?(w fd)df

; 5 (4.6)
TN% (f_b fsinc?(mf) cos(wfd)df)

2 2
Jnelp - Ycelp 1+

whered is the correlator spacing atds the band limiting parameter. The subscripit®
andncelp refer to coherent and non-coherent early-late processing, respectively.

In figure @.7) the results from the simulations and the theoretical results are compared.
For reference the theoretical infinite bandwidth expression is given. The infinite band-
width approximation is obviously not valid for this signal structure-receiver configura-
tion. However, the agreement between the correct theory and simulation is excellent. The
correct theoretical values were also confirmed experimentallBHO(.

4.1.1.3. Verification of the Code Noise Behavior for BOC Modulated Signals

To verify the correct implementation of the BOC signal structure, results from simula-
tions were compared with the analytical resultsBe{O0l. As the theory developed in
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Figure 4.7.:RMS code tracking error as a function of signal-to-noise ratio for caselBKQJ].
For reference the infinite bandwidth approximation is also shown. The parameters for this simu-
lation are listed in tabld4(2).

[Bet0OOK were also confirmed experimentally, a match between the theory and the simula-
tion results is therefore considered an indirect experimental verification of the simulation
results.

The expression for the code-noise is giverBef00l and is found to be
o Bll= BT/ [1, G(f) sin’ (n fd)df
elp — 2
& (20 I1, JGL() sin(rfdydr )

for the coherent case. For the non-coherent early minus late case the code noise is given
by

(4.7)

%, G(f) cos?(n fd)df

02 — 2 1+ 3 (48)
Ty (7, Golf) cos(r fd)df )

nelp — “elp

The parameters for the signal structure-receiver configuration are listed indale (

The RMS code tracking error for the trials configured according to t@bB i shown in

figure @.8). The signal used was an M-code like signal, i.e. a BOC(10,5). The bandwidth
of the receiver front-end was set to 24 MHz and the correlator spacing was 40 ns (cor-
responding ta/=0.2032). The tracking loop bandwidth was 1 Hz. This signal-receiver
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4. Simulations

Chip rate 5.115 Mcps
Square wave rate 10.23 Mcps
Receiver front-end bandwidth 24 MHz
Band-limiting parametel 0.5865
Correlator spacing 0.2023 (40 ns)
DLL loop bandwidthB¢ 1 Hz

Table 4.3.:Signal-receiver configuration parameters used for the verification of the BOC signal
structure. The same parameters were useBendok.

configuration was chosen, because it matches the configuration that has already been ver-
ified experimentally in[BetO0K and represents a realistic set of parameters for M-code
tracking in terms of bandwidth, correlator spacing and so on.

0.2 T T T T

Simulation results —&—

045 F o NU SRR W— — — T —

RMS code error [m]
o
H

e e

0 ; ; ; ; ; ; ;
30 ) 34 36 38 40 42 44 46
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Figure 4.8..RMS error of a DLL tracking a BOC modulated signal as a function of carrier-to-noise
ratio. Loop filter bandwidth BL=1 Hz.

As can be seen from the figure the simulated and theoretical values match very well.
However, the simulated values seem slightly higher than the theoretically predicted ones.
A similar trend can be observed iB¢tOO0H, figure 21. As the deviation increases with
decreasing signal-to-noise ratio, it is plausible that it is caused by non-linearities of the
discriminator.
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4.1. Verification of the Models and Their Implementation

4.1.1.4. Verification of the Code Noise Behavior for SRC Signals

For the raised cosine chip shape the analytical expression for the code phase noise is given
by:

2 272 B%” P
=IT:———— (1 4.9
st~ L 50N, ( * TCC/N()) (4.9)
where B! is the loop bandwidth('/N, is the carrier-to-noise ratio. The expression for
the parameter§ andp are rather complex and depend on the roll-off factoand the
shape of the chip. For the SRC signal with roll-off factonof 0.2 their numeric values
arel’ = 0.7 andp =0.9. A more detailed explanation of these two parameters can be

found in [GLV93]. The parameters used are listed in ta@lely

Chip rate 3.0 Mcps
Receiver front-end bandwidth 4 MHz
Roll-off parameter 0.2
Correlator spacing 1.0
Pre-detection bandwidth 0.02s

Table 4.4.:Signal-receiver configuration parameters for the SRC code noise verification

B, = 1 Hz (smulated) —+—
‘ B, = 1Hz (theory) ----3----
T o S R B, =2 Hz (smulated) -
B, =2 Hz (theory) ..

RMS code error [m]

Signal-to-noise ratio [dB-HZz]

Figure 4.9.:.RMS error of a non-coherent receiver tracking a raised cosine signal

In figure @.9) a comparison between theory and simulation is shown.
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4.1.2. Verification of the Integration of the Oscillator Model

In this section the integration of the oscillator model into the tracking loops is verified. In
section[2.5.3 the oscillator model itself was confirmed by comparing the empirical Allan
deviation of the oscillator model to the theoretical expression for the Allan deviation.
However, the correct integration within the framework3afss must also be verified.

To achieve this the very simple simulation set-up already shown in figuBewas used.

As before the receiver was positioned next to a pseudolite. The power of the pseudolite
was set to 1000 W. Of course no realistic receiver could take that kind of power, but in

the simulation this was done to boost the signal-to-noise ratio to astronomic values and
thus effectively exclude the influence of the thermal noise. As no multipath and no signal

dynamics of any kind were present, the resulting error was solely due to the oscillator
instabilities.

TICXO: éigmafbr 2. PLL

? ,,,,,,,,,,,,,,,,,,,,,
T e e
TR R N S ]
i
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(9] y
E OLOITE, S5 P S —— SRS NS S S
T e e —
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*********** K —
0.001 [ e P
1 1 1 1 1 1 1 1 1 *
5 75 10 125 15 175 20 225 25 275 30
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Figure 4.10.: Verification of the integration of the oscillator model indxss. The oscillators
simulated were CXO, TCXO and OCXO2. For the CXO the PLL lost lock for a loop bandwidth
of 15 Hz and smaller.

For each point in figuréd( 10 the simulation was run for 10 minutes and then the standard
deviation of the phase error was calculated.

In figure 4.10) the results from simulations using three different oscillators are compared
to the linear theory analysis obtained [EQ2]. The oscillators tested were the CXO, the
TCXO and the OCXO2 from tablé€(1). As was pointed out in sectida5.4the main
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contribution to the tracking error for these particular oscillators comes from different
types of processes of the oscillator instabilities. For the CXO the white frequency noise
is dominant, for the TCXO the flicker term and for the OCXO2 the random walk is the
largest term. These oscillators were chosen in order to be sure the oscillator model is
properly accounted for in all cases.

In general the results of the simulations match the theory very well as can be seen in figure
@.10.

For the CXO the phase lock loop lost lock for loop bandwidihig)(of 15 Hz and smaller,

as indicated in figurdd(10. This is consistent with the 25ule-of-thumb [EQ2]. For

higher values of3;, the simulated tracking error is slightly higher than the theoretically
predicted one. The theoretical curves are based on linear analysis of the transfer func-
tion of the PLL thus, the deviation from the predicted value may be attributed to non-
linearities, as the PLL is operating in a region just before loosing lock.

For the TCXO one would have expected some slight deviations because of the approxi-
mation for the flicker term developed in previous sections, but as can be seen in the figure
the agreement is very good. The same can be said for the OCXO2.

V=0.01,0.1, 10or 10 m/s

A =0m/s/
misis Reflected signal

=

. Direct signal
Current way point

Pseudolite

Reflector, SMR = 0.5

Figure 4.11.: Schematic simulation scenario for the multipath simulation

4.2. Simple Scenarios

In this section simple scenarios are used to demonstrate the impact of multipath, in par-
ticular in dynamic situations. However, some low dynamic simulations were performed
to verify the impact of multipath on the receiver simulation, but these simulations are also
of interest when comparing different signal structures.

4.2.1. Comparing Signal Shapes with Respect to Multipath
Performance

In this section the performance of the signal structures introduced previously will be an-
alyzed in the simulator. In order not to loose track of the relevant features a very simple
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scenario is analyzed for each of the signal structures.
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Figure 4.12.. Multipath error on the code for two different kinds of signal structures. Upper
figure: Rectangular signal with bandwidth 20.46 MHz. Lower figure: Raised cosinewwiil?2,
configured to a bandwidth of 20.46 MHz. For further parameters, see text an@f@ble
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& C(10 10) side band tracking
BOC(lO 10)

Error on code [m]
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Figure 4.13.:Multipath error on the code for two different kinds of signal structures. upper figure:
BOC(10,10) using full auto-correlation (green curve) and side-band tracking (red curve). Lower
figure: BOC(10,5) using full auto-correlation (green curve) and side-band tracking (red curve).
For further parameters, see text and t&bE
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Figure 4.14.: Multipath error on the code for the BOC(2,2) and BOC(14,2) and side-band track-
ing of a BOC(2,2) and BOC(14,2) signal structure. The red curves (in both plots) represent the
side-band tracking. The blue curves correspond to the full auto-correlation function tracking and
the green curves are bandwidth limited versions. In the BOC(2,2) case (upper figure) the band-
width was 8.184 MHz MHz and in the BOC(14,2) the bandwidth was 32.736 MHz. For further
parameters, see text and taBl&
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BOC(15,10), side-band tracking -
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Figure 4.15.: Multipath error on the code for the BOC(15,10) and BOC(5,5/2) and side-band
tracking of a BOC(15,10) and BOC(5,5/2) signal structure. The red curves (in both plots) rep-
resent the side-band tracking. The blue curves correspond to the full auto-correlation function
tracking and the green curves are bandwidth limited versions. In the BOC(15,10) case (upper fig-
ure) the bandwidth was 50 MHz and in the BOC(5,5/2) the bandwidth was 14 MHz. For further
parameters, see text and taBl8
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The setup is shown schematically in figudeXd). A reflector (the blue box to the left in

the figure) with a constant SMR ratio of 0.5 was used. The vehicle moved slowly away
from the building with a constant speed of 0.1 m/s. To suppress the multipath fading, the
loop filter bandwidth of the DLL was set to 5 Hz. In the next section the impact of the
dynamics and loop filter bandwidth will be examined.

The signal structures and the corresponding receiver configuration investigated in this sec-
tion are shown in tabléd(5). The rectangular band-limited signal resembles the Galileo
signal on E5a and E5b as well as the GPS P-code and the future GPS lll signal on L5
(E5a). The raised cosine signal corresponds to a signal, occupying the same bandwidth
as a rectangular signal with a chip length of 29 m confined to the first main-lobe.

The BOC(15,10) signal corresponds to the latest proposal of the EC STF for a coherent
overlay on E5a (L5) and E5HGIT02]. This is an extremely wide-band signal, occupy-

ing more than 50 MHz of bandwidth by the first main-lobes only. For reference the GPS
M-code signal is also shown. The same signal structure (among other) is under discussion
for the Galileo Public Regulated Service (PRS).

As was shown in the previous chapters, it is theoretically possible to track the side-lobe
of the BOC signals. This is of course a sub-optimal use of the signal, but due to the
aforementioned problems with the acquisition of the correct peak in the auto-correlation
function, it may serve as an intermediate stage towards tracking the full auto-correlation
function.

It is also possible to use the side-band tracking as a monitoring mechanism; a channel
tracking a side-band could be used to compare it to the tracking of the full auto-correlation
function and thus raise an alarm if the difference in the pseudoranges significantly indi-
cates that the wrong auto-correlation peak is being tracked. This is of course only possible
if the performance of the side-band tracking is good enough to distinguish between two
adjacent tracking points of the auto-correlation function. This, again, puts a constraint on
the value ofn in BOC(nz, x).

Finally, side-band tracking presents a possibility to implement a low-cost receivers, de-
signed to only track the side-band. This reduces the necessary bandwidth and the sam-
pling rate of the receiver, hence reducing costs and power consumption. Looking at the
plots for the band-limited rectangular signal and the raised-cosine signal in g2 (

we see that the maximal multipath error for the raised cosine shape is smaller than that
for the rectangular pulse shape. However, the multipath errors for large delays for the
raised cosine chip-shape remain. This means that a reflections from far away objects will
be injecting noise into the receiver, no matter how far away they are. This suggests that in
the case of very stringent out-of-band emission requirements on the signal for whatever
reason (technical reasons in the payload or on the receiver side or for regulatory reasons),
the raised cosine chip-shape may have advantages. However, that is very unlikely to be
the case. The satellites emit a very weak signal and are thus unlikely to disturb services
located in the neighboring frequency bands. This has been the situation with GPS since
the beginning; the C/A code is emitted unfiltered, overlaying the GPS P-code and does
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Chip shape Chip length  Bandwidth  Corr. Space Comment

Rectangular 29.3m 20.46 MHz T1 GPS-P, Gal. E5a and E5b
Raised cosine 18.3 m 20.46 MHz Tl Roll-off=0.22

BOC(15,10) 29.3m 00 0.25r, Galileo E5a and E5b
BOC(15,10) 29.3m 50 MHz 0.25 Galileo E5a and E5b
BOC(10,10) 29.3m 00 0.28r, Galileo E5a and E5b
BOC(10,5) 58.6 m 00 0.25rI, GPS M-code, Gal. PRS
BOC(5,5/2) 117.2m 00 0.25I, GPS M-code, Gal. PRS
BOC(2,2) 146 m 8.184 MHz on Galileo L1

BOC(14,2) 146 m 32.736 MHz  0.03%7 Galileo E2-L1-E1
BOC(15,10) 29.3m 00 0.57., Side-band tracking
BOC(10,10) 29.3m 00 0.57., Side-band tracking
BOC(10,5) 58.6 m 00 0.75I, Side-band tracking
BOC(5,5/2) 117.2m 00 0.78I Side-band tracking
BOC(2,2) 146 m 00 0.5T7, Side-band tracking
BOC(14,2) 146 m 00 0.75rI, Side-band tracking

Table 4.5.:0verview of the signal structures used in this section.

not disturb the GPS P-code. The wide bandwidth of the GPS C/A code signal has been
successfully utilized by civil GPS receiver manufacturers and numerous multipath mitiga-
tion techniques have been developed, which rely on the large bandwidth of the C/A code
signal. Not only does the large bandwidth offer many ways to mitigation techniques, but
the noise performance can also be substantially improved.

For a communication system, which has a two-way link to the satellite, the situation is
different. If the up-link (i.e. from the receiver to the satellite) had a very slight spill-over
into a neighboring service that was trying to receive a signal from a satellite, the power-
level of the spill-over signal might become large, due to the much smaller distance. Thus,
the spill-over situation is entirely different in a system utilizing a two-way link like a
communication system than for a system using only a down-link like a satellite navigation
system.

The plots in figure4.13 show a comparison between the BOC(10,10) and the BOC(10,5)
signals. Note that the scales of the BOC(10,10) plot is half the scale of the BOC(10,5)
signal. The signals were tracked using a correlator spacidg-df5 m in the BOC(10,5)

case and/ = 7.5 m in the BOC(10,10) case. The difference in correlator spacing re-
flects the larger bandwidth of the BOC(10,10) signal. The superior performance of the
BOC(10,10) signal is evident. It should also be noted that the tracking device used in this
simulation is not optimized for a BOC-type signal. It has been suggested to use more
correlators, one very early and one very late, to take advantage of the structure of the
auto-correlation function and thus increase the performance even fuBBErDA].

The plots in figureld. 13 also show the side-band tracking of the BOC(10,10) and BOC(10,5)
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signals, respectively. In figurd(l4) the side-band tracking of a BOC(2,2) and a BOC(14,2)
are shown. To a rough approximation the side-band tracking corresponds to a rectangular
signal with the same chipping rates as the BOC signals. The curious wavy structure of
the multipath envelope is caused by the wavy structure of the correlation function (see
sectiori2.2.8. Note that as in BOC(nz,x) becomes larger, the larger will the difference
between full auto-correlation tracking and side-band tracking become. This is easily ex-
plained as the bandwidths involved scale withThis applies to multipath performance

as well as to the thermal noise performance.

In figure @.14) the multipath error on the code phase for a receiver tracking the full auto-
correlation function and the side-band of the BOC(2,2) and BOC(14,2) are shown.

Note that the BOC(2,2) and BOC(10,10) differ only in the higher chip rate and thus the
BOC(10,10) would be just a scaled-up version of the BOC(2,2). The difference between
figure @.14) and the lower plot in figuréd(13 is due to the different relative bandwidth
and the difference in correlator spacing (see tdBp

In figure @.15 the multipath envelopes for the BOC(15,10) and the BOC(5,5/2) are
shown. The BOC(15,10) signal has the largest bandwidth of the signals analyzed in this
thesis. In the figure the full auto-correlation is shown both for infinite bandwidth and for
a bandwidth of 50 MHz as well as for side-band tracking (see &Bléor more parame-

ters). In analogy to the BOC(10,10) and BOC(2,2) case, the BOC(5,5/2) is a scaled-down
version of the BOC(10,5).

Receivers not able to sample the entire bandwidth of the BOC signal can take advantage of
the side-band signal. In the BOC(15,10) case the tracking of the side-band is comparable
to tracking the GPS L5 (or GPS P-code) signal. Comparing the plot of the side-band
tracking of the BOC(15,10) signal with the GPS P-code like signal above, we see that
the multipath performance is comparable, although it is slightly better in the side-band
case. Apart from the multipath issue the side-band tracking "picks up" power from the
other side-band coherently. A consequence of this is firstly the structure in the multipath
envelope seen above and secondly the coherent power from the other side-band improves
the signal to noise ratio slightly.

4.2.2. Multipath Dynamic Fading

The goal of this section is to show how important it is to use dynamic modeling for the
receiver in kinematic applications, when assessing the multipath properties of the receiver.
First the classical multipath fading is examined for code and phase. This is the fading
caused by the low pass filtering characteristics of the tracking loops. Then the effect of
the fading caused by the averaging in the pre-detection process is demonstrated. This
fading is caused by the averaging resulting from the correlation process and not by the
filtering due to the tracking loop characteristics. This was discussed in sk

In this scenario the same simple set-up was used as in sécBidnfigure .17).
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To eliminate the dynamics of the satellites, a pseudolite was used. Thus the signal dy-
namics are caused by the motion of the receiver only. A satellite in orbit would, however
only increase the signal dynamics slightly. The receiver moves away from the wall, per-
pendicular to it and directly towards the pseudolite with a constant velocity of 0.01, 0.1,

1 and 10 m/s for each case. The geometry was chosen as shown to obtain a linear rela-
tionship between geometric multipath delay and time. This way the familiar multipath
envelope curves should be reconstructed for the extremely slow case and the curves of the
successive simulation are therefore comparable to the envelop curves we are used to. The
four cases have identical geometry, except for the speed. The acceleration is zero for all
scenarios.

Multipath on the Code Measurement If the pre-detection fading is ignored, the
error in range and phase are obtained as shown in figlié)( In this figure the error

on the DLL (i.e. the code measurement) is shown. As was pointed out in the section on
the receiver model, the tracking loop acts as a low-pass filter, where the loop bandwidth
By, controls the cutoff frequency. The tracking loops used here were a first order, non-
coherent DLL loop coupled with a second order PLL. Carrier aiding was enabled and the
filter bandwidths werdé3; = 1 Hz for the DLL andB;, = 20 Hz for the PLL. The correlator
spacing was set té= 1.

The signal emitted by the pseudolite is a GPS C/A code like signal on L1; infinite band-
width, chip length of 293 m and carrier frequency 1.575 GHz.

As one would expect, the multipath error for the slow case (i.e.0.01 m/s) reflects
the multipath error for the static case. This is equivalent to a simple root finding of the
S-curve.

For the other three cases we see the impact of the signal dynamics. For the second case
(i.e.v =0.1 m/s), which is an extremely slowly moving receiver (a pedestrian walks with a
speed of approximately 1-2 m/s), the lower branch of the multipath error is more affected
by the receiver filtering. This is plausible if one considers the detailed form of the mul-
tipath error; it has rather sharp peaks in the negative region, while in the positive region
the peaks are more rounded. This is shown in figdt&4. The sharp peaks correspond

to higher frequencies, which get filtered (low-pass characteristics of the tracking loops).
This explains the fact that the minimum/maximum multipath error is reduced to approxi-
mately -26 m (corresponding to the -75 m in the static case) and 55 m (as opposed to the
75 min the static case).

As the speed picks up and we reach speeds comparable to normal walking speed, we
notice that the multipath error is always positive. For a velocity of 10 m/s the multipath
has almost stopped oscillating and approaches a line. The maximum variation in this case
is about 1 m at the maximum, which is about 20 m.

In general we can distinguish between two kinds of multipath. The first category are
reflections from objects stationary with respect to the receiver. For the stationary receiver
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Figure 4.16.Multipath error as a function of time. The geometric setup was identical in all cases
except for the velocity. Starting from the top left figure the speed was 0.01 m/s, 0.1 m/s, 1 m/s and
10 m/s for the bottom right figure.

reflections from buildings or the ground for example would be of that kind. For a moving
receiver those are reflections from the vehicle itself. If the change in orientation is not
too violent (the vehicle is not rotating too fast) then the change in geometric multipath for
reflections off the vehicle itself is not large and one may expect to see multipath which
resembles the static case.

The second are signals reflected off objects moving with respect to the receiver. For
a stationary receiver that would be reflections from moving objects like cars and trains
passing the receiver. For a moving receiver it would be reflections from buildings and
other stationary objects, but also from other moving vehicles.

There is a big difference in the nature of the two types of reflections. The dynamics of
the stationary multipaths are governed by the satellite motion, thus they exhibit a very
small frequency offset relative to the direct signal; in the region of 1-10 ni0[l]. As

soon as the receiver starts moving, even with a moderate velocity of 1 m/s, the Doppler
difference is in the region of 1-10 Hz.

Obviously, most kinematic applications involve speeds comparable to or higher than 1
m/s. It is therefore questionable whether the classic multipath envelopes describe the
situation adequately in the kinematic case.
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First 40 seconds V=0.01 m/s ‘
| First40 secondsV=0.11mVs . I

Multipath Error on Code [m]

20
Time|[9]

25 30 35 40

Figure 4.17.: Multipath error as a function of time for velocities 0.01 and 0.1 m/s. Note the sharp
peaks in the negative part for the 0.01 m/s case. Note also that the horizontal axis dentes the
and not the actual geometric delay. After 10 s the geometric delay is 20 cm in the slow case and 2
m in the faster case.

However, it should be mentioned that the scenario used here provokes the largest change
in multipath. If the incident angle is not oblique and the receiver is not moving per-
pendicular to the reflector, the change in geometric multipath is diminished accordingly.
Nevertheless, we will still be talking about the same order of magnitude.

The simulation above was repeated for other chip shapes. The impact of band limitation
and raised cosine chip shaping is demonstrated in figuf&)( In figure A.19 the fading

effects for the BOC(2,2) signal are shown for both code phase and carrier phase. The
signal-receiver configuration from tabld.f) was used. The signal in the band-limited

case was a rectangular chip with the same parameters as the signal above, except that

Rectangular Raised Cosine ratio
45 m 31lm 1.45
18 m 10 m 1.80

14.4m 6.2m 2.30

Table 4.6.:Maximum multipath error from the simulations in figueI8. The last column shows
the ratio between the two.
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Figure 4.18.:Multipath error as a function of time for the band-limited rectangular and raised
cosine chip shape. The geometric setup was identical in all cases except for the velocity. The left
plots correspond to the band limited rectangular chip shape (first main lobe only) and the right
plots correspond to the raised cosine. Starting from the top, the speed was 0.1 m/s, 1 m/s and 10
m/s for the bottom figure.
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Figure 4.19.: Multipath error for a BOC(2,2) signal. Starting from the top, the velocity was 0.1
m/s, 1 m/s and 10 m/s. The left figures show the error on the code phase and the left figures
represent the carrier phase. The geometric setup was identical in all cases except for the velocity.
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only the first main lobe was emitted € 1 in eq. 22%). In order to compare signals
occupying similar bandwidths, the chip length for the raised cosine signal wasﬁ%t to
= 183 m. The roll-off parameter was setdc= 0.22. Otherwise the signal is the same as
above.

In figure @.18 the multipath error of the two band limited signals is compared. First we
notice that the raised cosine signal shows some side lobes in the multipath error curve.
This is caused by the side lobes in the pulse shape. This means that the reflection with a
larger delay thaﬁ% will affect the correlation process. Secondly, we see that first zero in
the envelope curve occurs earlier than for the band limited rectangular curve. This is due
to the higher chipping rate of the raised cosine signal.

The maximum multipath error for the two signals are shown in the t&®. (As can

be seen in tabléd(6) and figure .18 the multipath error is larger for the rectangular
band-limited signal. Further, as the speed is increased (and thus the relative Doppler shift
between the direct and reflected signal) the ratio between the two also increases. This
suggests that the multipath error is more symmetric for the raised cosine signal than for
the rectangular band-limited signal and thus that the multipath fading is more effective in
that case.

In figure .19 we note the familiar signature of the multiple peaks in the auto-correlation
function. The ,bubbles” may seem similar for the BOC and the raised cosine signal.
However, there are two qualitative differences. The first is that the ,bubbles” abruptly
vanish when the multipath delay exceeds the’B/2Secondly, in contrast to the raised

cosine signal the BOC signal structure maintains a negative region for increased fading.

Multipath on the phase measurement In figure 4.20) the phase error due to mul-
tipath is shown. The data was taken from the same session as the data above.

As with the code error the first graph approximates the static case very well and the well-
known envelopes for the multipath phase error are recognized.

The dynamic behavior of the phase multipath is very dependent on the relative Doppler
shift between the direct and the reflected signal both qualitatively and quantitatively. For
a slowly changing geometrical multipath, we have a certain fading effect. This fading sets
in much later than for the DLL. This is because the loop bandwidth is much larger for the

PLL than it is for the DLL.

If we look at the magnitude of the multipath error in figude2d we would expect the

PLL to have lost lock a long time ago. In fact, if the boundary conditions for the fourth
plot in figure @.20) are changed slightly, the PLdoesskip some cycles at the beginning.

It should be pointed out that the multipath error enters the loop in a complex way and
is not comparable to a simplé + N(0,c%) Ansatz which in the linear approximation
leads to a loss-of-lock at about°16r 0.26 radians. The multipath error appears in the
PLL equations as a driving force which is proportional to a linear combination of two
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Figure 4.20.Multipath error on the phase as a function of time. The vertical axis shows the phase
error in radians. The geometric setup was identical in all cases except for the velocity. Starting
from the top left figure the speed was 0.01 m/s, 0.1 m/s, 1 m/s and 10 m/s for the bottom right
figure. The signal structure was the same as in fidduE)(

harmonic oscillators in a dynamic deterministic way, thus the assumptions leading to the
loss-of-lock point at 15do not necessarily hold in this case.

In figure .21 the multipath error on the phase is shown for a rectangular band-limited
signal and a raised cosine signal. The signal structures and the experimental set-up are
the same as in figur@(19).

For both signals the PLL looses lock for a velocity of 1 m/s. This shows that the afore-
mentioned classical loss-of-lock condition is not applicable for this particular error source
(i.e. multipath). In the low velocity case € 0.1 m/s) and in the high velocity case £

10 m/s) the PLL maintains lock.

Pre-detection multipath fading As discussed in sectidAb.]1a pre-detection fad-

ing of the reflected signal is to be expected. In contrast to the fading caused by the
tracking loops, which is essentially a low pass filtering of mheltipath erroritself, the
pre-detection multipath fading reduces timverof the reflected signal directly.

The plots in figure[4.22 correspond to the same geometric situation as before. Each
plot contains the multipath error with and without the pre-detection fading factor. We see
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Figure 4.21.: Multipath error on the phase as a function of time for the band-limited rectangular
and raised cosine chip shape. The geometric setup was identical in all cases except for the velocity.
The left plots correspond to the band limited rectangular chip shape (first main lobe only) and the
right plots correspond to the raised cosine. Starting from the top, the speed was 0.1 m/s, 1 m/s and

10 m/s for the bottom figure.
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that the pre-detection fading causes further significant fading in the multipath error. The
.fe-appearance” of the multipath error for the veloaity 7 m/s is explained by the form
of the fading factorginc(+)) in eq. 2.139.
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Figure 4.22.Multipath error as a function of time. Comparing the multipath error with (red curve)
and without (blue curve) the pre-detection multipath fading.

As the integration interval of the correlators is usu-

ally in the order of 20 ms or less and thus the band-

width of the correlators (the pre-detection band-\\,\_
width) is much larger than the loop filter bandwidth .
of the DLL, it is clear that the pre-detection fading

sets in at a much later point. Therefore one might

be led to think that the pre-detection multipath fad-

ing is negligible compared to the fading caused in
the loops. This would of course be true if the mean @

value of the multipath error were zero. But as we

saw previously this is in general not so, at least nQgure 4.23.:Three dimensional view

for the non-coherent DLL. The pre-detection fading the fly-by scenario

is of an entirely different nature; it basically gener-

ates a fading factor afinc(AwT),/2), which for a given relative Doppler shift between the
direct and reflected signal can become zero. This is seen in the plot for a vehicle velocity
of 5 m/s. This is consistent with the back-of-the-envelop calculation in sé2fmd In
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any case it generates a substantial fading for velocities above 10 m/s. It should, however,
be emphasized once again that the fading effects discussed here depend on the Doppler
difference and not directly on the velocity of the vehicle.

4.2.2.1. Transient Tracking Errors

In sectiori2.5.4we saw that the transient behavior of the tracking loops is proportional to
the time derivative of the line-of-sight. The simple simulation in this section is concerned
with this phenomena.

In the chapter on constellation the temporal behavior of the line-of-sight was analyzed.
This behavior of the line-of-sight is very important for the dynamic performance of the
receiver because the transient properties of the tracking loops is directly proportional to
it. In particular this is important for signal sources, which are close to the receiver, such
as pseudolites.

In chapteif2.1 a simple geometric setup was analyzed regarding the time derivatives of
the line-of-sight. A similar scenario was constructed in the simulator.

In figure @.23 and figure[.29) a receiver moving past a pseudolite with a constant speed
of 10 m/s is shown. The fly-by distance (i.e. the shortest distance between the receiver
and the pseudolite) was 15 m.

The thermal noise was turned off and the tracking loop bandwidthsB@lre 20 Hz and
B = 1 Hz. No reflectors were installed and thus the tracking error was solely due to the
dynamics of the line-of-sight.

[ =101x|
L= ——
L
Ll [ Sorntsg .25, Febwar zom x| (EE”:E;;EQ:?E?AEA &
Browse <] m| | w| | »| M o[ 152555 = Shitl| | Dynamic SMR

Figure 4.24..Overview of the simple fly-by scenario. The red dots represent a logging interval of
1s. The receiver is moving with a speed of 10 m/s. The black dot represents the position of the
pseudolite. The distance between the red dots is 10 m.

The scenario was run twice. In the first run the carrier aiding of the DLL was turned off
and in the second run it was on. The tracking errors of the DLL are shown in fi2® (
and the behavior of the PLL is shown in figueZ6).
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Comparing the curves in figurid.25 and the geometric analysis in figui2J) in section
[2.1.3we see that the left plot in figurd.259 does indeed have the same form as the first
derivative of the line-of-sight in figur@(3). SettingB4" into eq. 182 yields a tracking
error of 2.5 m. This is consistent with what is observed in figdt85).
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Figure 4.25.Transient tracking error of the DLL. In the left plot carrier aiding was disabled.

If the fly-by distance was decreased, the speed increased or the loop filter bandwidths
decreased, the PLL was observed to loose lock and not to recover immediately. The reason
why the tracking loops did not recover and lock onto the signal after the receiver passed
the pseudolite was that the violent behavior of the derivatives of the line-of-sight caused
the state of the integrator to become filled with such large numbers that no convergence
was possible. Thios behavior is surly implementation dependent. If the integrator were
re-initialized after a loss-of-lock, recovery was possible. Therefore it is important to
implement a resetting of the tracking loops after a loss-of-lock has been detected.

From this we conclude that the transient behavior is very important for signal sources
close to the receiver, like pseudolites. In particular for pseudolites at airports it may
not be possible to place the pseudolites anywhere. These effects demonstrated here will
probably have to be taken into account.

In this simulation the “classical” near-far effect waat considered. The simulator adapts
ideally to changes in power level and thus things like saturation in the amplifiers and non-
linearities etc. were not taken into account. These effects will make the whole situation
worse.

4.2.3. Tracking BOC(nx,x) Signals for Large n

Acquiring and maintaining lock of a BO@G{, ) may become increasingly difficult as
becomes large. A particular example of such a signal would be BOC(14:2J). In this
section two simulations are made. One where the only error source is thermal noise and
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Figure 4.26.Transient tracking error of the PLL. The transient tracking error of the PLL is inde-
pendent of carrier aiding.

instabilities of the oscillator. The other simulation is a simple scenario with a single mul-
tipath. The loop bandwidths of the DLL and PLL were 1 Hz and 20 Hz respectively. The
correlator spacing was 0.05 T..

In the first plot of figure .29 the
DLL error without carrier aiding is
shown for a signal-to-noise ratio o
18 dB-Hz. This value of the signal
to-noise ratio was the lowest po
sible value where the tracking loo
was observed to maintain lock on th
correct peak of the auto-correlatio
function for a substantial amount o
time (more than 30 min). The phas
tracking loop is completely unable t
obtain a lock on the signal.

Figure 4.27.: Simple scenario to demonstrate the mul-
For values lower than 18 dB-Hzipath performance of a BOC(14,2)

the DLL missed the auto-correlation

function completely. In figuréd;29 the behavior of the DLL is shown for a signal-to-
noise ratio of 16 dB-Hz. In the beginning the loop locks onto the correct peak, but looses
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Figure 4.28.: Multipath error on the code for BOC(14,2) under harsh conditions

it after a about 10 seconds. Then there are brief locks onto other maxima of the auto-
correlation function as indicated in the figure. The behavior observed in the 100 seconds
or so is very similar to that of a PLL that is unable to maintain lock. This analogy is valid
until the tracking error is larger than the support of the auto-correlation function.

The phenomenon seen in the last 80 seconds in figu2d)(is caused by the acquisition
algorithm. When the tracking point leaves the auto-correlation function, no signal is
detected and the acquisition sets in. This causes the tracking point to be continuously
"thrown into" the auto-correlation function again and again, but the tracking loop cannot
maintain lock. For the phase-tracking loop the discriminator is periodic and thus there is
no acquisition in this sense.

In the second plot of figured(29 the DLL error with carrier aiding but no oscillator
simulation is shown for a signal-to-noise ratio of 23 dB-Hz, which was the lowest for
which the DLL was stable. The DLL maintains lock on the correct peak, but the PLL
slips cycles repeatedly as can be seen in figdu&J.
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Figure 4.29.: Cycle slipping of BOC(14,2) under harsh conditions

In the third plot of figure[d.28 the DLL error with carrier aiding and oscillator modeling
using the standard oscillator from tabgJ) is shown. The lowest tolerable signal-to-
noise ratio in this case was 36 dB-Hz. The PLL slips cycles as before, but the behavior is
not as violent.

Note the slow oscillation in the code error. This is due to the accumulated noise of the
oscillator entering the DLL via the carrier aiding. Here it is seen that the error of the
tracking loops, when all things are considered, is a complex stochastic process. In the
third plot of figure B.28 everything comes together: The combination of simulating the
oscillator error and feeding this result into the tracking loops, the non-linearities of the
tracking loops (PLL and DLL) and the simulation of the thermal noise.

To see if continuous multipath will cause the DLL to loose lock a simple scenario as
shown in figure[d.27) was used. The signal and correlator spacings were as before. A
rather high signal-to-multipath ratio of 0.5 was used. The signal source is a pseudolite,
placed far enough away from the receiver so that the signal dynamics are kept low. The
receiver moves with a velocity of 5 m/s along the path shown as red line-segments in the
figure. The signal-to-noise ratio varied from 36 to 40 dB-Hz.

The result is shown in figuréd(31). We recognize the section from the multipath en-
velopes. The dynamics were kept relatively low to provoke high multipath errors. In-
creased dynamics lead to a better averaging of the errors and thus less danger for the DLL
to slip a cycle. The simulation shows that the DLL stays on the right correlation peak.

From these simulation we conclude that neither the code-noise, oscillator noise nor con-
tinuous multipath are a serious threat to the DLL tracking of a signal like BOC(14,2). The
phase tracking breaks down much earlier. However, using carrier aiding when the PLL
slips cycles should be avoided (as always) and very bad reference oscillators can in fact
have a bad influence on the code tracking.
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Figure 4.30.: Multipath error on the phase for BOC(14,2) under harsh conditions. The upper
plot corresponds to a signal-to-noise ratio of 23 dB-Hz, but without oscillator instabilities and the
lower to 36 dB-Hz using the CXO from takiel
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Figure 4.31.: Multipath error on the code for BOC(14,2) under continuous, dynamic multipath
conditions.
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The issue of wrong acquisition has come up in the discussion of the BOC(14,2) signal.
It may therefore come as a surprise that this signal seems, in fact, to be very robust con-
cerning falling out of step. It can be made plausible when the analogy to carrier tracking
is considered. When the BOC(14,2) code is being tracked as is done here, it is compa-
rable to tracking a carrier phase with a wave-length of approximately 10 m (see figure
(4.43), where the discriminator curve for this example is shown), compared to 10 cm
(Costas-loop) when tracking the carrier phase in L-band. Therefore one would expect a
very stable lock onto the tracking point. As we shall see in the next section there are still
issues with this signal in a more complex environment.
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Figure 4.32.Discriminator for a BOC(2x,x) signal for various correlator spacings

4.2.4. Correlator Spacing for BOC Signals

The choice of correlator spacing for BOC signals seems to be quite critical. If the cor-
relator spacing is increased, the slope of the discriminator will eventually change sign
[BetOOH. The form of the side-lobes is also very dependent on the correlator spacing.
Here we examine the impact of correlator spacings for BOC signals.

In figure 4.3 the normalized discriminator of a BOC(2x,x) signal in infinite bandwidth

is shown for various correlator spacings. The S-curve is normalized such that the slope
S’(0) = 0. Therefore the S-curve seemingly behaves normally around zero, but the side-
lobes diverge when the slope becomes small.
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There are two important points to notice in figu#ed2). The first is that as the correlator
spacingd is increased to 0.285%, the slope of the discriminator eventually becomes zero
(divergence of the side-lobes). A further increase (not shown in the figure) will reverse
the sign.

The second important point about figue3?2) is the form of the side-lobes. Generally,
there are multiple zeros with a positive slope, which lead to a potential danger that the
tracking loop will lock onto those zeros. However, for a correlator spacing6f0.25

roots of the discriminator become second order, i.e. the slopes at the roots are also zero.
Although the slope at zero for the= 0.25 is quite low, it is important that there are no
stable tracking points, except for zero delay. Thus, false locks during tracking should be
less likely or even impossible. This is particularly important for B@€ () for largen,

like the BOC(14,2).

In figure [@.4]) the S-curves for the infinite bandwidth BOC(14,2) signal for various
correlator spacings are shown. As in the BOC(2x,x) case the zeros of the S-curve for
d = T./2n = 0.071428. seem to be of second order. The same tendency is seen in
figure @.4]) as in figure[@.39) that as the correlator spacing goes beyand 7, /2n the

slope of the S-curve at zero decreases and consequently, the side-lobes diverge.

In figure @.32 and figure[§.4]) the auto-correlation function in infinite bandwidth was
used. As was already pointed out in secfibB.§ the zeros of the auto-correlation func-
tion shift slightly as the bandwidth is decreased. Therefore it is not obvious that an adjust-
ment of the correlator spacing may lead to similar results in the case of finite bandwidth.
To analyze this the S-curve of a BOC(14,2) signal limited to a bandwidth of 32.736 MHz
is shown in figurel4.33 for various values of the correlator spacing.

To further examine the multipath behavior for the particular value ef 7./2n, the

same simple set-up was used as before (see figutd)). The velocity was 1 m/s and to
account for the dynamic averaging of the tracking loops the loop filter bandwidth was set
to 1, 5 and 100 Hz. No noise was assumed. The goal was to see whether the interesting
correlator spacing off = 7./2n could be used and still have an acceptable multipath
performance.

In figure @.39) the results forl=0.071428. andd=0.05[. are compared. For the high

loop filter bandwidth case there is no significant difference. For the smaller loop band-
widths the multipath error oscillates in the positive region for the upper figure, while it is
more symmetric in the lower figure. From this it can be concluded that concerning the
multipath performance there is nothing against using a correlator spacing that reduces the
zeros of the side-lobes of the S-curve to second order roots.

The lastissue we want to clear here is the thermal noise. To analyze that a receiver was set
up next to a pseudolite in the same way as described in s&floh The signal-to-noise

ratio was set to 29 dBHz and a loop filter bandwidth of 1 Hz was used. The DLL error
was recorded for 100 s and the one sigma values evaluated.

The result is shown in figuré(35. The singularity around 0.075 where the slope of
the S-curve is approaching zero is clearly visible in the data. The point of interest is
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Figure 4.33.: Discriminator for a BOC(14,2) signal for various correlator spacings. The upper
figure refers to infinite bandwidth and in the lower figure a bandwidth of 32.736 MHz was used
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Figure 4.34.: Multipath error for a BOC(14,2) signal bandwidth-limited to 32.736 MHz for three
different loop bandwidths®; = 1, 5 and 100 Hz). In the upper figure the correlator spacing was
d =T./2n =0.071428, andd = 0.08I", for the lower one.
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Figure 4.35.:Thermal noise as a function of correlator spacing for a bandwidth limited BOC(14,2)
signal.

guite close to the singularity, but not quite in the critical region. With respect to the ther-
mal noise performance one would probably chose a correlator spacing in the flat region,
i.e. somewhere between 0.03 and 0.06. This would generate a one sigma level of round
0.14 m. However, if the correlator spacing is chosed as7./2n = 0.071428 then a
penalty of a factor 2 must be accepted, i.e. here the one sigma level is 0.26 m.

So, all-in-all one can say that it is possible to choose a correlator spacing such that false
locks in the auto-correlation function could potentially be avoided. There is no significant
penalty in multipath performance, but the thermal noise performance suffers by a factor
of approximately 2. It was also shown that the bandwidth limiting of the signal did not
destroy this property of the S-curve.

Although the special feature of the S-curve, which can be achieved with the correspond-
ing choice of correlator spacing may help to avoid false locks in the signal tracking,
special arrangements will be necessary for the signal acquisition. The problem is that
the acquisition procedunsill detect signal power outside the pull-in region. In that case

if the receiver switches to tracking, it will soon loose lock because of the instability in
the S-curve. Even if the danger of false locks could be diminished a special acquisition
procedure will still be necessary.
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4.3. Complex Scenarios

After having looked at smaller simple scenarios we now turn to scenarios where the inter-
action of the signal with the environment plays a significant role. For the local environ-
ment we have two 3-D city models at our disposal: A 3-D city model of Oedekoven, which
is a small suburb near Bonn in Germany. This model was obtained by feature extraction
by the Institute for Photogrammetry of the University Bonn. The data set contains terrain
data as well as buildings. The other model is also a 3-D city model of Stuttgart and was
provided by the German Telecom. The models used for the vehicles were downloaded
from the Internet.

4.3.1. Moderate Density (Suburb)

In figure .36 an overview of the simulation set-up is shown. The terrain is color-coded,
ranging from green for the lowest to brown for the highest point. The buildings are shown
in blue. The reference path of the vehicle is shown as a red line.

The material properties of the buildings were set to those of concrete3 ando =
1-10-45/m.

Figure 4.36.: Overview of Oedekoven, near Bonn

The antenna was mounted on the roof of a vehicle model (Ford Explorer). A screen-shot
from the SNSssimulation session in figur@(37) shows a close-up of the initial position.
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The antenna of the current position is shown blue. The lines entering the antenna represent
the geometric propagation path of the signals.

Figure 4.37.: Close-up of the Ford Explorer in Oedekoven.

The satellite constellation used is a GPS almanac from 8. of April 2002, obtained from the
Internet (Yuma-format). Three signals were configured on L1 (carrier frequency of 1.575
GHz). A rectangular, infinite bandwidth signal with chip-length of 293 m, RECT(1). This
signal represents the GPS C/A code. The second signal is rectangular with a chip-length
of 29.3 m (RECT(10)) and bandwidth restricted to the first main lobe, i.e. 20.46 MHz.
This corresponds to the Galileo signals on E5a and E5b and the GPS P-code. The third
signal is a BOC(14,2) signal, with a bandwidth of 32.736 MHz and is a signal option
discussed for Galileo.

The receiver uses the non-coherent early minus late delay lock loop (DLL) for code-

tracking and a Costas phase locked loop (PLL) for phase tracking in both cases. The
correlator spacing was set to 1 chip length for the C/A and P-code, but the correlator
spacing for the BOC(14,2) signal was set to Q.05 7.3 m.

Two runs were performed. One with and one without noise modeling. This way a com-
parison between the error caused by multipath and the error caused by thermal noise is
obtained.

The power-level of the satellites was adjusted such that at an elevation angletbg10
received power level corresponds to the minimum received power-level specified in the

GPS ICD BRI93].

Code Tracking In figure @38 the error on the range for the channels tracking the
RECT(1) signal on satellite PRN 3 and 21 are shown. The green (dotted) curves show
the error caused by multipath only and the red curves is the error caused by thermal noise
and multipath. As can be seen the multipath error for this signal is not the dominating
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factor in the error budget in this environment. The signal-to-noise ratios achieved were in
the order of 46 dB-Hz. Thus, compared to the raw thermal noise on the RECT(1) range
measurements the multipath error may not be as critical as usually assumed. However,
the case were the receiver locks onto a signal whianlg received trough a reflection

(i.e. no direct line of sight), the resulting error will become substantial.
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Figure 4.38.:Range error on the RECT(1) signal for satellites PRN 3 and PRN 21.

In figure [4.39 the same situation is shown for the RECT(10) signal. Here the situation is
entirely different. The multipath error is an order of degree larger in magnitude than the
thermal noise.

As indicated in figurel4.39 for PRN 3 the receiver locks onto an indirect signal, because
the direct line-of-sight is blocked. The resulting error is out of the range of the plot; the
error for those brief periods of time are 23 m and 32 m. This causes serious damage to
the position solution.
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The entire geometric situation is identical for the RECT(1) and RECT(10) simulation.
Therefore one might expect to see the same peaks in figus8.( The absence of the
peaks for the RECT(1) signal is no error and has to do with the acquisition process as
implemented irSnSs. The pull-in region of the RECT(1) signal is about 300 m. Thus, if
the direct line-of-sight is blocked and the resulting indirect signal differs in range by less
than the pull-in region, no loss-of-lock is declared and the DLL loop starts to converge to
the indirect signal. For the RECT(10) signal on the other hand the DLL looses the signal
completely and starts re-acquisition until the signal is found again, only this time it is the
indirect signal. Therefore the DLL tracking the RECT(10) signal gains a "head start" on
the DLL tracking the RECT(10) signal. Because the duration of the signal blockage is so
short, neither of the tracking loops manage to converge properly onto the indirect signal.
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Figure 4.39.:Range error on the RECT(10) signal for satellites PRN 3 and PRN 21.

The noise performance of the BOC(14,2) signal is, as to be expected, extremely good.
But the multiple peaks in the auto-correlation function lead to problems concerning the
acquisition. As was demonstrated in the section on simple scenarios the multiple peaks of
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Figure 4.40.: Range error on the BOC(14,2) on L1 for satellites PRN 3

the ACF did not cause serious problems. In this more realistic scenario false locks of the
receiver were observed. In figuf€4Q) this is seen at around the 4Second. This kind

of false lock does not or rarely happens when the change in multipath delay is smooth
and the tracking loop has time to follow it. However, in this scenario the false lock is
explained as follows: First the direct line of sight is blocked. As a consequence the DLL
tries to lock onto the indirect signal. Suddenly, the direct line of sight is visible again and
this is where the false lock happens: the tracking loop converges to the next available zero
of the discriminator. We notice that the DLL converges to an error of approximately 10.4
m.

In figure @.47) the discriminator curve of the BOC(14,2) signal is shown. The point of
false lock is indicated and it is seen that it is consistent with the 10.4 m tracking offset
observed in figure4.40).

It should be mentioned that the acquisition algorithm useshasbasically corresponds

to the kind of re-acquisition used in normal receivers. If lock is lost, then the acquisi-
tion algorithm starts to "jump” to the left and right of the old tracking point with ever
increasing steps, looking for the signal. If a certain signal level is detected, tracking
starts again. For a reliable re-acquisition of the auto-correlation function of a BOC(14,2)
signal, something more elaborate is called for. This could be in form of some scheme in-
volving a large number of correlators. Another alternative could be to track the side-band
of the BOC(14,2) in parallel and continuously compare this to the tracking of the auto-
correlation function. If a discrepancy is detected re-acquisition can be initiated. These
are interesting developments, however, they will not be pursued further in this thesis. It
suffices to have shown that such a scheme is necessary and suggestions have been made
as to how this could be done.
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Figure 4.41.: Discriminator curve of the BOC(14,2) signal. Correlator spaéifg7,. = 7.3 m

Phase Tracking It can be argued that a modern GPS receiver will use the phase mea-
surement to smooth the code measurements and thus improve the code phase error con-
siderably. But for that to be possible the phase measurements must be available and in
particular the phase-locked loop should not slip cycles, at least not very often.

In figure @.42) the result of the phase tracking simulation is shown. During the brief
simulation period of 180 seconds at least 6 cycle slips occurred.

A Hatch-filter (typically used for carrier smoothing) usually has a filter constant in the
order of 100 seconds or more and therefore a cycle-slip rate as seen in this simulation
can be a problem. However, it is possible to detect and repair cycle slips, but it is a
rather fragile process and the reliability when they occur as often as in this simulation
may suffer.

The lessons learned from those simulations can be summarized as follows

e In a moderate urban area the multipath error is dominated by short range delays.
Therefore in such an environment the short-range multipath behavior is very impor-
tant. Interestingly, there is no significant difference in the multipath performance
between the RECT(1) and the RECT(10) signal in this environment.

e For a signal like the RECT(1) signal the multipath performance is much less rele-
vant than the code-noise (see figude3g)). However, using a narrower correlator
spacing will reduce the code noise.
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Figure 4.42.: Phase error of the RECT(1) (or RECT(10)) signal for satellite PRN 3. Note that in
this environment the phase observation is almost useless due to cycle slipping.

e In a moderate urban area a high rate of cycle slips are to be expected (see figure
(@.42). Thus, using carrier-phase measurements for code-smoothing may not be

very reliable.

4.3.2. High Density (Urban Canyon)

For completion a simulation was performed using a model of down-town Stuttgart. The
3-D city model of Stuttgart is shown in figuld.@4). The buildings are blue an the terrain

is color coded between green and brown. As in the Oedekoven simulation the signal used
was a RECT(1) signal and a BOC(14,2). The route chosen for the simulation is shown in

figure @.43).

The two critical issues addressed in this simulation is the availability of measurements,
i.e. the number of satellites directly visible and the tracking of the BOC(14,2) signal.

To assess the availabilftissue the simulation was performed for a GPS only constellation
and a combined GPS and a hypothetical Galileo constellation, consisting of a Walker
constellation with the parameters 30/3/1 and an orbit radius of 30,000 km, which roughly
represents a Galileo constellation. The GPS constellation used was the GPS almanac from

8. of April 2001.

In figure [4.45) the environment from the users perspective is shown. Comparing this view
to the one from Oedekoven (figuid.84)) the more limited view of the sky is evident.

This is also reflected in the decreased availability. For the Stuttgart simulation using the
GPS constellation a positioning was not possible for 41 instances of 243, yielding an

2The term “availability” as used here simply refers to how often at least 4 lines-of-sight are actually seen
by the receiver. It does not necessarily have anything to do with availability in the context of integrity.
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Figure 4.43.: Aerial view of Stuttgart as seen within SNSS. The route chosen for the simulation
is indicated by the thin red line.
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availability of only 83%. For the combined constellation the availability was 99% (3 out
of 243 instances).

Constellation and signal Position error (RMS) Availability
GPS/Galileo constellation C/A code 5.1 m 99%
GPS constellation BOC(14,2) 28.6m 83%
GPS constellation C/A code 57m 83%

Table 4.7.:Total positioning error in the Stuttgart simulation

The root-mean-square (RMS) of the total position error is showhdnThe false locks
of the BOC(14,2) signal seriously degrade the performance. The increased number of
satellites in the combined constellation improve the position error only marginally.

Figure 4.44.: Overview of Stuttgart

It should be noted that these figures refer to the particular simulation performed here
and should not be interpreted as any kind of statistical average over all high density urban
areas. However, these results imply that the most important issue in an urban environment
is the number of satellites in orbit. Thus, the main advantage for car navigation or in
general for applications, which operate under harsh conditions, is not necessarily the high
quality of the emitted signal, but rather the high availabiligoamnbinedusage of GP&nd

Galileo provide.

In figure [@.49) the total positioning error as a function of time is shown. The total posi-
tioning error is the length of the vector between the true reference position and the position
generated by the least square calculation. In the figure the error for the GPS only con-
stellation using the RECT(1) and a BOC(14,2) signal is shown as well as the combined
GPS/Galileo result.
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Figure 4.45.: Close-up of the vehicle at the starting point for the simulation in Stuttgart

The total position error for the BOC(14,2) signal shows extreme deviations. This is due
to false locks in the auto-correlation function. This can be seen in figudg)( where

the DLL tracking errors for the RECT(1) and the BOC(14,2) signal are shown for several
satellites.

False locks in the BOC(14,2) signal were also observed in the Oedekoven simulation, but
they were rather rare. Here in the more dense urban environment these false locks appear
more often.

The results here show the BOC(14,2) signal in a very bad light and therefore it is important
to interpret the results carefully. The BOC(14,2) signal was tracked using a straight for-
ward, three correlator, non-coherent DLL. This is basically an un-modified GPS receiver
architecture with modifications only accounting for the narrower correlator spacing and
the higher bandwidth. While it was shown in the simpler scenarios that the lock of the
DLL on the BOC(14,2) signal was in fact quite stable, gieemtinuousoundary condi-

tions, the more realistic dynamic scenario generated by a complex environment such as
an urban area obviously call for a more elaborate receiver implementation.

4.4. Topographic Availability Analysis

In this section the analysis is focused more on the geometry of the topography and the
signal propagation and less on the receiver itself. The material in the following section
was produced under a EC contract called PARAMOUNT using a slightly modified version
of the SNSssimulator.

The analysis is focused on the availability of services (GNSS and terrestrial communi-
cation) taking the topography of the environment into account. The abiliNGfs to
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Figure 4.46.: The total error of the code tracking during simulation

generate polygons from digital elevation models (DEM), as described in sEBcH@to-
gether with the ray-tracing algorithm are key features for this analysis. The areas treated
here are the Alps and the Pyrenees.

4.4.1. Large Scale Topographic Availability Analysis

For the modeling of the topographic surface of the Alps, the digital terrain model data
DTEDO, which is freely available from the US National Imagery and Mapping Agency
(NIMA), was used. This elevation data has a grid resolution of 30 arc seconds, which
corresponds to about 900 meters at a latitude &f #Bus, the DTEDO data of the relevant
alpine area includes more than 1 million grid points.

The network overlay of the computation grid points, i.e. the positions of the receiver,
was set to a resolution of 0.92wvhich corresponds to approximately 2 km. The grid is
generated by placing a way-point with a specified density in east and north direction at a
given height above the terrain.

The simulation was performed for 4. April 2002 12:00 to 5. April 2002 12:00 with sam-
pling time steps of 1 hour (thus 24 epochs were processed). The user elevation mask was
setto 10.

Of course a higher grid resolution than the selected“Ca32well as a higher time sam-
pling rate would have been preferred for a more detailed analysis of the signal shading,
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Figure 4.47.: The code tracking error for several satellites during the Stuttgart simulation

but with regard to the large extent of the alpine region a compromise had to be made
between a reasonable amount of data for processing on the one hand and an acceptable
degree of accuracy of the computation results on the other hand. After performing several
tests with different grid resolutions it turned out that the computation of a grid with a res-
olution higher than 0.0Zs not feasible for the whole area of interest due to the necessary
calculating time. Further it does not make much sense to generate a grid that is much
denser than the resolution of the topological data.

To compare and verify the results the same simulation was performed using the GIMAST
analysis tool. This is a service volume simulator developed at the Institute of Geodesy
and Navigation, University FAF in Munich. For this simulation no topological data was
used, so basically an elliptic Earth was assumed for the area. The result is shown in figure
(4.49. The green color corresponds to a minimum of six visible satellites and yellow
corresponds to five.

The total accumulated computation time of the GPS availability simulation for the Alps
and Pyrenees was about 400 hours, using several PCs/workstations with CPU power up
to 2x2 GHz. In consequence of the constraints described above the significance of the
resulting availability map is limited.

For the GNSS analysis the two areas of interest were split up into several DTM tiles,
each one with an extension of:22° (overlapping each other by Jlresulting in 32 tiles
— with the extension of Ix1° — for the Alps and 13 tiles for the Pyrenees. For every
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Figure 4.48.: Height encoded map of the Alpine region analyzed

tile the simulation was carried out separately, in order to keep the amount of data on
a manageable level. The single map tiles resulting from the simulation were merged
to one image afterwords. figurd. @48 shows the terrain of the Alpine area based on
the DTEDO data together with an overlay of the grid of computation-tiles. The yellow
rectangles correspond to the way-point grid and the red rectangles are the tiles containing
the topographic data. For each simulation four red tiles were combined and a grid the
size of one tile was generated in the middle of the combined topographic tile (the yellow
rectangles). Thus, the area containing way-points is 1/4 of the topographic data for each
tile.

Table4.8 summarizes the relevant input data for the GNSS simulation for the whole areas
of the Alps and Pyrenees.

Resolution of terrain grid 0.0083 degrees

Resolution of computation grid 0.0200 degrees

Sampling time steps 1 hour

Simulation period Noon 4. April 2002 to Noon 5. April 2002
User elevation mask 20

Table 4.8.:Input parameters for GPS availability simulation (with DTM)
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Figure 4.49.: Minimum number of visible satellites. Topography not considered.

Based on the minimum number of satellites visible during the computed epochs, the ab-
solute minimum numbers during the period of 24 hours is displayed for each grid point in

the resulting maps (figuré&(s0 and figure .57)).

Even at first glance figuréd(50) clearly indicates a general decrease in the minimum
number of visible satellites compared to figufed® for wide areas in the Alps, caused

by the shading of the mountainous terrain. Outside the area highlighted by the contour
line, which indicates the Alpine region, the minimum number of visible GPS satellites is
nearly constantly six (green marked area). This fully corresponds with the results from
the simulation performed using the elliptical Earth model. The area of insufficient GPS
availability of three satellites minimum (marked red) is quite small, compared to the total
area. This is mainly due to the low resolution of the digital terrain model used, which
causes a smoothing of steep and rugged slopes.

The yellow wedge-shaped area in the left part of the image represents a region in which
the satellite visibility was reduced to 5 satellites (without regard to additional terrain ef-
fects) some time during the 24 hours simulation period. This is due to a worse satellite
constellation in the western part of the Alps (see figikd9) ). The clear-cut shape of

this area is related to the GPS satellite footprints and the elevation mask chosen.

From the simulation results for the Pyrenees region given in fighE)it can be easily

seen, that in general the influence of the terrain on the visibility of the satellites is not
as strong as in the Alps. From the simulation results for the Pyrenees region depicted
in figure [@.5J) it can be clearly seen, that in general the influence of the terrain on the
visibility of the GPS satellites is not as strong as in the Alps. The minimum number
of visible satellites in the near-plane area around the mountains is six. Also inside the
area enclosed by the contour line, which highlights the mountainous region, large parts
are marked green. This means that the satellite visibility is not reduced there by signal
shading, as far as it can be simulated using the low resolution data, as it was the case in
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Figure 4.50.: GPS availability in the Alps

the underlying computation. Only in very few parts, mainly on the northern side of the
Pyrenees’ ridge, areas with a minimum of four or less visible satellites can be identified in
figure @.57). This observation is consistent with the fact that, in general, there are more
satellites visible from the south than from the north.

This better visibility, compared to the results for the Alps, might mainly be due to the
smoother formation of the Pyrenees terrain and the minor differences in elevation.

However, it has to be pointed out once again, that the two images can only give a low-
resolution overview of the minimum visibility for the complete areas of interest.

Figure 4.51.: GPS availability in the Pyrenees
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4.4.2. Small Scale Topographic Availability Analysis

Because of the high demand on the computation resources needed for a detailed overall
analysis for the Alps and Pyrenees, an exemplary availability simulation only for a small
sample area (ca. 3 kn?) in the Bavarian Alpine region was performed, using a high
resolution DTM grid of about 30 m and a corresponding computation grid.

In table[4.9 the input parameters for the simulation are listed. The results are shown in
figure [4.52), which shows the minimum numbers of visible satellites for GPS, Galileo
and a combined GPS Gallileo constellation.

Lon 1200'58.5" - 1203'13.5"

Lat 4739'33.8"-4741'8.3"

Resolution of DTM  approx. 30m

Resolution of grid 0.00025¢0.00025

Sampling time steps 1 hour

Simulation period Noon 4. April 2002 to Noon 5. April 2002
User elevation mask 10

Table 4.9.:Input parameters for GPS availability simulation (with DTM)

Comparing the relief rendering of the 3-D terrain on the left side of figdrg2 with

the corresponding GNSS coverage simulation results, it is obvious that the best minimum
GPS availability (up to six satellites minimum) is mainly obtained on the crests as well as
on some of the south slopes. The limited visibility of satellites (three or even less) from
some of the slopes in the south-west part of the sample area is due to the shading caused
by the steepness of the slopes that block the signals from the south and east. In the plane
valley of Bayrischzell (left side of the area) the minimum number is continuously four
satellites.

Summarizing, it can be stated that, according to the simulation, at least three GPS satel-
lites are available nearly in the whole sample area, which is enough for a two-dimensional
positioning.

In figure @.52 the availability analysis is also shown for Galileo. The structure of the
resulting minimume-visibility map bears a strong resemblance to the results of the GPS
simulation shown in the same figure. Again the shading of the quite steep slopes in the
south-west of the sample area is recognizable. However, one obvious difference is the
generally higher number of available satellites: in the critical areas, where only at least
three GPS satellites are in sight, according to the simulation results Galileo provides a
proper 3-D-positioning with minimum four satellites.

In addition the availability of the combined GPS and Galileo constellation was computed.
The minimum-availability results displayed in the picture above show clearly, that suffi-
cient satellite signals are available for the whole sample area, if both GNSS systems are
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Figure 4.52.: GNSS availability in Sudelfeld. The upper left figure is a relief of the test area. The
upper right shows the GPS Availability, the lower left figure shows the Galileo Availability and
the lower right shows the combined GPS and Galileo availability.

used together. The absolute minimum value that was obtained from the detailed simula-
tion is 6 satellites, resulting in an availability of 100 %; in many parts even 10 or more
satellites (up to 14) are in sight all the time. This is a significant increase compared to the
number of visible satellites using solely GPS or Galileo.

This is a very important result. Again we see that only by using GPS and Gialgether

a real improvement from the current situation is achieved. This was also observed in the
simulations for the dense urban areas. The real benefit lies icotihéineduse of GPS

and Galileo.

4.4.3. GSM Coverage Analysis

The following section presents results from GSM coverage analysis. This analysis was
also performed wittBNssfor the PARAMOUNT project.

As explained earlier, the computational burden for the different kinds of simulation runs
can be extremely heavy e.g. about 400 hours for the GPS simulations, due to the large
amount of data, which has to be processed.
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Therefore, it is essential for a detailed analysis, in which very high resolution data is used,
to restrict the simulation to a small area in order not to get in conflict with PC/workstation
limitations or to exceed reasonable computation periods. For this reason, the relatively
small sample area "Sudelfeld" was chosen, which is located close to the Bavarian town
Bayrischzell in the German Alps. The following numbers clarify this.

The Sudelfeld sample area is only about 8’Karge compared to the approx. 200.000

km? of the whole of the Alps. Computation time for the Sudelfeld simulation (only three
base stations) depicted in figu#33 was approximately 8 hours on a 1 GHz Personal
Computer. Projected onto the whole Alpine area, this would mean a computational burden
in the range of 23 years! It has to be noted further that this projection does not once take
into account the increased process load due to the increased number of base stations —
probably several hundreds— for the whole Alps.

The Sudelfeld sample area is a dedicated recreation area, predestined for skiing in winter
and hiking in the summer time. It has to be noted that at the moment the Sudelfeld area
was selected only to demonstrate the results from the detailed GPS/Galileo analysis and
from the GMTS comparison between the estimated coverage of the provider D2/Vodafone

and our own coverage simulations. It has not yet been identified as a candidate for a later
test or pilot area. However, this could be the case after the G3-synthesis.

4.5. Summary

To summarize the results of this chapter:

e The implementation of th8nsssimulator was verified with regard to the

— Thermal noise: Tests were performed for all signal structures currently im-
plemented infSNssand the resulting code and carrier phase errors compared
to theoretical and experimental results. The transfer function of the dynamic
system, when white noise was injected into it was also verified.

— The multipath behavior was demonstrated to show the same behavior as the
theoretical results in cases approaching the static limit, which is where these
results are valid.

— The transient behavior was also demonstrated to coincide with the theoretical
statements.

e Multipath fading was simulated for various signal structures relevant to Galileo and
GPS. The importance of the fading caused by the correlation process for dynamic
applications was also shown.
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Figure 4.53.: GSM availability in Sudelfeld. The left figure shows the position of the GSM base
stations in the test area. To the right the coverage is shown.
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Particular attention was given to the BOG(x) signal structure where is large.

It was shown that under relatively well-defined conditions there is no immediate
danger that the tracking loops loose lock of the correct peak. However, in a realistic
environment where the boundary conditions become increasingly complex a certain
danger exists that the DLL locks onto a false maximum of the auto-correlation
function.

Simulations were performed that demonstrated the behavior of the DLL for vari-
ous values for the correlator spacing. It was shown that it is possible to choose
a correlator spacing such that the zeros of the S-curve become second order and
that this value can in fact safely be chosen with regard to the multipath and noise
performance.

Simulations in a moderate urban are were performed and it was seen that for the
currently available GPS signals the multipath errors compared to the thermal noise
on the code are much smaller. However, the real danger is the blockage of the
direct signal while the receiver is able to track the indirect signal. This can cause
extremely large errors.

For the more advanced signal structures (RECT(10), BOC(14,2) etc.) the multipath
errors become the dominant error source compared to the thermal noise.

Simulations in a dense urban area were performed and it was shown that a combined
constellation of GPS and Galileo will lead much better availability of a positioning
solution. However, the accuracy will not necessarily improve significantly.

GNSS availability analysis using topographic data was performed for the Alps and

Pyrenees. As in the urban area simulations the analysis in for the mountainous
regions show that the use of a combined GPS/Galileo constellation dramatically
increase the availability.

Finally, a GSM coverage in Sudelfeld was analyzed using a high-resolution DEM.
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In this chapter theoretical considerations concerning the various signal structures are con-
tained. These are properties that are not directly of relevance to the simulator.

5.1. Signal Interference

In light of the definition phase of Galileo, in particular the allocation of frequencies and
definition of signal structures, the interference between the existing GNSS (i.e. GPS and
GLONASS) and several candidate signal structures for Galileo are considered.

5.1.1. Overlay on GPS
5.1.1.1. Interference of Galileo Signals with the M-code

The M code was designed to co-exist with the C/A code and the P(Y) code. Furthermore
the M code will be a “stand alone" signal, i.e. it does not rely on the C/A code for acqui-
sition like the P(Y) code does. From a NATO point of view this is an important feature
because it allows the operator of the system to jam the C/A code, practically without
affecting the M code and thus preventing un-authorized use of the navigation signal. In
figure B.1) the power spectra of the M code, the C/A code and two other codes with 2.046
MHz and 4.096 MHz chipping rate are shown.

It has been showrBet004 that the overlap between C/A code and the M code is small
enough to allow intentional jamming of the C/A code. For reasons explained later in this
section it may be feasible to overlay Galileo signals with GPS. The chipping rate of the
C/A code does not necessarily represent an ultimate upper bound on the chipping rate of
a civil signal compatible with the DoD requirements. However analysis analogous to the
one performed inBet004 will have to be done if negotiations between the EC and the
US Government are to be fruitful.

In this same context the location of the frequencies E1, E2 and E3 are right next to the
GPS L1 and L2 bands. A look at figur.{) reveals that a spill over from the outside
will have a far greater impact on the M code than interference from a code located in
the middle. Fratricide will be much more difficult with the civil signals as immediate
neighbors in frequency.
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Figure 5.1.:Power spectral densities of the M code, GPS C/A code and codes with GALILEO
2.046 MHz and 4.096 MHz chipping rates

Analogous to the calculation of the interference of the M code with the C/A Bzdé04
the interference of a potential overlay signal on GPS can be analyzed. The signal-to-
noise-plus-interference ratio (SNIR) is given by

Co/No J755, G (f)df
B GUPdf + CifNo [752, Gu(HG(F)df

(C/No)eﬁ (5.1)

whereG,(f) andG;(f) are the power spectral densities of the M code signal and the
interfering signal respectivelyi. is the receiver front-end band-width a6 andC; are

the received powers of the M code and the interfering signal. Assuming a nominal power-
level of -158 dBW for the M codeBBC"0(] and a receiver front-end band-width of 24
MHz, the effective signal-to-noise ratio is easily obtained as a function of the power level
of the interfering signal. In the figure below the effective signal-to-noise ratio is plotted
for a RECT signal with rectangular chip-shape and chipping rates of 1.023, 2.046, 3.069,
4.096, 8.192 and 10.23 MHz.

From figureB.2) it is clear that an overlay on GPS will not affect the M code at all for all
practical power-levels.

In case of jamming, where the J/S ratio is say 60 dB and the jammer has the same spectral
characteristics as the overlay code, the M code will be degraded to 27, 24, 22 and 21
dB-Hz for chipping rates 1.023, 2.046, 3.069 and 4.096 MHz, respectively. However, in

a situation where the civil codes are jammed, the M code is likely to be employed in spot
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Figure 5.2.:The effective signal-to-noise ratio of a received M code signal as a function of the
power-level of the interfering signal. For reference the nominal power-level of the C/A code and
a jammer with a 60 dB higher power level is shown

beam mode, which increases its power by 20 dB. In that case the effective signal-to-noise
ratio will be above 40dB-Hz in all cases.

5.1.1.2. Interference of Galileo Signals with the C/A code

The interference of the overlay signal with the C/A code is shown in fidal®. (From

the figure it is clear that if the overlay signal has the same nominal power level, it will
practically not interfere with the C/A code. In fact, the overlay signal could have a power
level almost 10 dB higher than the C/A code, and still not degrade the C/A code signif-
icantly, but the planned power levels for Galileo are nowhere near that kind of power.
Interestingly, the higher the chipping rate of the overlay signal, the less it will interfere
with the C/A code. The highest level of interference is caused by a signal having the same
chipping rate as the C/A code, because the overlap term in the denominatorBalgcs (
maximized for such a signal.

5.2. Multipath in Combined Measurements

In this section we investigate the spatial correlation in multipath error. The two cases un-
der consideration are correlation of the multipath error in a DGNSS scenario. In this case
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Figure 5.3.:The effective signal-to-noise ratio of the C/A code, caused by the overlay signal. A
nominal power level of -157 dBW for the C/A code was assumed

the geometry of the signal propagation is different for different signals and the difference
in multipath error is due to the difference in geometry.

The other case is concerned with the dependence between multipath error for two or
more signals originating from the same source and received at the same receiver. Here
the geometry is identical for the two signals, but the properties of the signals themselves
are different. Thus the correlation difference in multipath error comes from the different
signal structure.

5.2.1. Correlation of Multipath in DGNSS

In the following we like to answer the question, how multipath errors behave, if we con-
sider a stationary scenario at the reference receiver, but shift the position of the mobile
receiver. In our model this corresponds to changing the geometric delay at the mobile
receiver, while keeping it constant at the reference station. The geometric delay cannot
be identified directly with the spatial separation of the receivers, although they depend on
each other. However, this simple model does not require the multipath to originate from
the same reflector. For simplicity we assume the SMR to be constant and the same for
both reflections.

Although multipath at a local station is a deterministic physical signal, we may consider
multipath as being quasi-stochastic, if we look to the multipath propagation in the entire
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coverage area of a GNSS satellite. In this coverage area we find a lot of different topog-
raphy and obstacles with different reflection parameters, roughness etc.. Thus, the idea in
our approach is always to discuss multipath on a regional scale, which means on the other
hand that multipath is so irregular that it becomes very close to random.

The stationary code multipath error is given in terms of an implicit function, which
presents a further complication to the analysis. In addition, the mathematical relations
depend on the kind of signal processing implementation in a specific receiver (coherent,
non-coherent, decision oriented, squaring, cross product etc.). In order to simplify the
number of options we assume that the receiver is using a non-coherent early-minus-late
detector for code tracking. This implementation is widely used in commercial GPS re-
ceivers. The basic expression that defines multipath error as a function of geometric delay
for a non-coherent receiver in the stationary case is found by calculating the root of the
S-curve. The result is written asr = A7(4§, 1, d).

For the phase error we use the Costas discriminator and in the static case we write the
multipath phase errahd = AG(Ar,d,n)

We are now interested in the auto-correlation functiohAr and Af as functions of

the variations in geometric delay. The parameteandd are auxiliary values describing

the shape of the auto-correlation function. After subtracting the mean value from the
functionsAr (9,7, d) andAO(Ar, s, n, d) one finds

1 [3Te/2
O, (AS) = = / AT(8)AT(6 + AS)dS (5.2)
0

Similarly, we have for the auto-correlation function of the phase multipath error

1 372
Bpp(AS) = =— / AB(5)AO(S + AS)dS (5.3)
0

In order to evaluate these expressions, a small program was written. The tasks necessary
are first to evaluate the multipath error by finding the root of the S-curve to Yeldnd

A6 as functions ob. The resulting look-up tables are then used to calculate the integrals

in eq. 6.2 and eq.[£.3 for each value of\).

Intuitively, given a certain constant difference in geometric delay between receiver and
reference stationo), these functions are the normalized integrals over all possible de-

lays. This means, given that constant delay difference, the correlation between the multi-
path error at the reference and receiver, is the number given by the integral. If itis 1, then
for that particular difference in geometric delay, the receiver and reference will have the
same error. In a differential scenario, the error would cancel out in that case. If itis -1 the
errors have the same magnitude, but different sign. Thus, the multipath error is doubled.

1The auto-correlation function we are talking about here should not be confused with the auto-correlation
function from previous chapters. That was the auto-correlation function of the signal itself. Here the
auto-correlation function of the multipath error is meant.
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Figure 5.4.: Auto-correlation function of the multipath error for the code (left plot) and phase
(right plot). Due to the very rapid oscillations the plots appear as colored regions. The SMR was
n =0.5.

In figure [5.4) the auto-correlation functions of the multipath code and carrier phase error
are plotted. Note that as with the multipath errors themselves the auto-corelation function
oscillates very rapidly.

In figure [B.5) the auto-correlation functions of the multipath code and carrier phase error
for the first two meters of relative geometric multipath difference between reference and
rover. The curves for three values of the SMR ratio are shown.

If we take a look at the figures above we see that the correlation is not a simple monotonous
function of Ad, it has very rapid oscillations with a wave length of 20 cm. As with the
multipath error these oscillations originate from the wave length of the carrier.
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Figure 5.5.: Auto-correlation function of the multipath error for the code (left plot) and phase
(right plot) for the first two meters. The SMR ratio was= 0.25, 0.5 and 0.75

It may appear strange that the amplitude of the auto correlation functilamgisr for
smallervalues ofy. This is due to the normalization: a correlation of -1 simply means
that the multipath error at the two locations will have the same magnitude, but opposite
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signs. The magnitude of the multipath error will of course decrease with decreasing
This phenomenon simply reflects the increasing asymmetry of the multipath error curve
with increasing;.
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Figure 5.6.: Envelope curves of the auto-correlation function of the multipath error for the code
(left plot) and phase (right plot). The SMR was= 0.25, 0.5 and 0.75.

Although the auto-correlation function of both DLL and PLL are definitely non-zero,
meaning that there is a correlation between the multipath at the receiver and at the ref-
erence, this information is not particularly useful for compensating multipath errors in
differential mode. The reason is that the auto-correlation function oscillates very rapidly
with the difference in geometric multipath (i.A¢) and it is impossible for a user to know

the value ofAd.

When looking at the auto-correlation function for the DLL and the PLL one might think
that the multipath error will tend to average out and become small. This is not the case,
because the geometric multipath at the reference will only change due to motion of the
satellite. Therefore the duration of a period of these oscillations will be typically of the
order of 100 to 1000 seconds. As we have seen already the multipath error changes very
rapidly for the moving user.

As soon as the user starts moving (even for low speeds of order of 10 m/s) the multi-
path error will start oscillating rapidly. Roughly speaking, every time the user traverses
one wavelength of the carrier frequency, the multipath error will change sign. If there is
multipath at the reference station, it will not change significantly in the time-interval con-

sidered and the multipath at the mobile receiver will simply oscillate around the multipath
error generated by the reference station.

Bottom-line of these considerations is that DGNSS will not yield a reduced multipath
error as compared to the single point case. On the contrary, in differential mode the
multipath can only increase.
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5.2.2. Correlation of Multipath in Multiple Frequency Systems

Future GNSS systems will definitely have satellites emitting signals on more then one
frequency for civilian use. In this context it is to be expected that people will want to con-
struct various linear combinations. The reason for this could be to estimate the ionosphere
or to resolve the integer ambiguity of the phase measurements (TCAR).

Obviously, two signals in different frequency bands emitted from the same satellite will

travel the same path. So, if there is multipath on one, there is also multipath on the
other. Due to the identical geometry, the multipath on the two frequencies will be highly

correlated.

To see how this works, the multipath error is calculated for two signals having identical
geometrical multipath and identical SMR. The signals are infinite band-width, rectangular
signals on the carrier frequencies = 1.5 GHz andv, = 1.485 GHz, i.e. the frequency
separation was 15 MHz. The chip length was 300 m. Constructing the simple combination

. PE + PE,

PEL1Ey = 92 (54)

we can then calculate the multipath errorggf z,. The resulting multipath error can be
seen in figure. 7). The figure shows a very dense sampling of the multipath error. The
multipath error oscillates very rapidly and thus the plot appears as a filled region.

The enveloping curve (i.e. the convex hull) in figute?) is identical to the one for the
classical C/A code case. The main difference is the appearance of two basic frequencies,
corresponding ta; andw; — w». These frequencies when multiplied with the geometric
multipath are equivalent to a wave length of 0.2 m and 20 m. A closer look at flghe (
reveals this. The curve is basically a superposition of these two frequencies.

Generally, one can say that the multipath error of a combination like the one {B.4yq. (
will suffer the same amount of multipath error as therstmeasurement in the combina-
tion. However, the shape and behavior of the multipath error will be a bit different.

To take a less hypothetical example let us consider the European frequencies filed at the
WRC2000 in Istanbul and compare it to the GPS Il case. With selective availability
gone, the ionosphere will present one of the main error sources and thus the so-called
ionosphere free combination is of importance. WAAS and EGNOS were motivated by
the fact that, before GPS IIF is in place, aviation users are single frequency C/A-code
L1 users and ionospheric corrections have to be provided by these augmentation systems.
In Galileo it is hoped that ionosphere will not play such a significant role, because most
users will have at least two frequencies available.

It is well known that the ionosphere free pseudo-range is obtained, using dual frequency
measurements, by the expression

12 TP1 — P2 f12
Piono o Y f22 ( )
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Figure 5.7.: Multipath error for the combinatiofpr, + pr,)/2. The sigma was a C/A code
with infinite bandwidth and standard correlator spacings. On the horizontal axis the geometric
multipath is shown.

To put numbers on this we get using L (= 1.575 GHz) and E5a (L5)ff = 1.174
GH2):
¥ 1
—— =225 and ———=-1.25 (5.6)
v—1 v—1
So in this case the measurement on L1 weighs almost a factor of two more than the L5
measurement.

We note that the corrected pseudo-rapgg is a linear combination of the dual frequency
measurements, andp, and of course not free of remaining ranging errorgpandp,.
However, amplification factors above play a key role in the remaining error budget (noise,
multipath). As just demonstrated the higher amplification factor is on the higher carrier
frequency. This implies that the higher performance signal should also be on the higher
carrier frequency.

To demonstrate this we consider three cases in the following. The first case corresponds
to the early suggestions for the Galileo signals on E1, E2 and E5. The signals assumed
for E1 and E2 are square-root raised cosine signals with roll-off 0.2 and chip length 97
m. The signal on E5 was assumed identical to the P code and the L5 GPS lll signal, i.e.
rectangular chips, filtered to the first main-lobe. Chip length 29.3 m.

The second case corresponds to the GPS Il signals on L1, L2 (GPS C/A code) and L5
(RECT(10) confined to the first main-lobe)

221



5. Theory and Analysis

5 Galileo SMR = 0.5 ——

T T T T
E

i i i

0 50 100 150 200 250 0 15 20 25 30 35 40 45 50
Geometric Multipath [m] Geometric Multipath [m]

Code [m]
Code [m]

[—

o

———

: I

1

Multipath Error on
Multipath Error on

o

IS

Figure 5.8.: Multipath error for Galileo signals on E1 and E5. On the horizontal axis the geometric
multipath is shown.

The third case corresponds to the current open access signal on Galileo on L1 and Eb5a.
The signal on L1 is assumed to be a BOC(2,2) in a bandwidth of 8.184 MHz and the E5a
signal to be a RECT(10) confined to the first main-lobe.

Case 1 |If there are three frequencies available, we could be lead to assume that two
ionospheric free observations could be made. For the thermal noise this may approxi-
mately apply when there are two high frequencies and a low one: the main contribution
to the thermal noise comes from the higher frequency (higher multiplication factor) so for
E1l, E2 and E5 it is tempting to try something like

Pi%ﬁgleo _ /)i105no ;‘ p%no (5.7)
where the twg on the right side are iono-free combinations as in[Bd)( For indepen-

dent measurements on E1 and E2 the noise will be reduced by a factor clg@eatud
this argument can safely be applied to the thermal noise.

For multipath, however, the situation is entirely different, because the multipath error
on E1 and E2 are very dependent. To see this we plotted the multipath error for the
combination in eq[8.5).

These signals are shown in figuig). Looking at the vertical axis we see that the
multipath performance is very different. The E5 signal has a maximal multipath error of
c.a. 5 mwhile the error on the E1 signal exceeds 20 m.

In figure [5.9) the combinations in eqh(7) for all three frequencies and for E1 and E5
alone using eqH5) are shown. We see that there is practically no difference between us-
ing only two or all three frequencies what multipath is concerned. The only improvement
is that the envelop is superimposed by the beat frequency between E1 and E2.

More importantly, the only visible influence of the E5 measurement is a slight dent in the
beginning of the envelope in figufB.g). So evidently the ,good” frequency is suppressed
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Figure 5.9.: Multipath error for the ionosphere free combinations using the Galileo signals on E1,
E2 and E5. The right plot only uses E1 and E5 as described bfp&). On the horizontal axis
the geometric multipath is shown.

and the ,bad” is amplified. The situation would be more ideal if the ,good” frequency
was amplified and the ,bad” one suppressed.
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Figure 5.10.: Multipath error for the L1 and L5 signals on GPS IlI.

Case 2 Now let's compare this to the GPS Il case. The signals assumed on L1 and L2
had chip length 293 m, infinite bandwidth and a correlation separation 6f.0The L5
signal was identical to the E5 signal above, except for a shift of the center frequency to
1174 MHz.

The multipath envelopes are shown in figused. Here the maximum multipath errors
are comparable, even though the L1 signal is not as good as the L5 signal, the discrepancy
is not as bad as with E1 and E5 in Case 1.

In figure (5.11) the ionosphere free combinations using &g5)(and is plotted. The first
thing we notice is that the combination €§.4) is not good in the GPS Il case, because
the frequencies are more evenly distributed. This leads to a higher amplification factor for
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example between L2 and L5. However, if we compare fighr&j and figure[£.9), the
combination eq/8.5) easily outperforms case 1.

It is important to realize that even though this may seem a drawback here, it is very

important in other contexts that the frequencies are properly distributed. This is especially
true, when multiple frequencies are to be used for ambiguity resolution. Further, as seen
in case 1, the improvement is not significant even if the frequencies are distributed as in
the Galileo case.
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Figure 5.11.: Multipath error for the ionosphere free combinations for GPS lll on L1, L2 and L5
using eq.[B.7) to the left and for GPS IIl L1 and L5 only to the right.

Case 3 The third case represents the current proposal of the EC Signal Task Force. In
figure [5.12 the ionospheric free combination according to &gg)(is shown. We notice

that the range where the delay produces a multipath error is shorter than in Case 2. For
short delays the multipath on the ionospheric free range is slightly larger than in Case 2.
This is due to the bandwidth limitation. With infinite bandwidth the maximum value of
the multipath errors in Case 2 and 3 would be identical.

Generally, what is learned from all this is that
e A combination of two frequencies; andw, yields a multipath error which has an
envelop that consists of the weighted sum of the individual envelopes.
e The resulting multipath error is superimposed by the beat-frequeneyws.
For more than two frequencies the arguments above apply successively. In particular, the

properties of independent measurements, which lead to a square root reduction in error
(thermal noise), are not valid.
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6. Summary and Conclusions

Summary In this thesis an end-to-end simulation was implemented encompassing the
important effects from the user segments point of view. The modeling and implementation
aimed to take all the relevant features into account that have a direct and significantimpact
on the performance of a GNSS receiver. In particular, emphasis was on the effects that are
hard to formulate and treat theoretically, such as non-linearities, stochastic processes and
the highly complex boundary conditions generated by the interaction of the signal with
the environment.

While it is important to develop a model suitable for implementation as a simulation, the
development of the substantial theoretical ground work necessary led to many interesting
insights for the better understanding of the nature of a GNSS.

The three most important parts of the model development are the signal model, the signal
propagation model and the receiver model.

The signal model is an extension of the well-known signal modeling used to describe GPS
signals. The present model was extended to include any sort of BOC-modulation, SRC
chip-shaping and a modulation that | have called SOC modufafmrisinusoidal offset
carrier" (see sectidg.Z.).

It was also shown analytically, that the BOC signal can be tracked in side-band mode and
an exact expression for the form of the corresponding correlation function was derived
(see sectiof2.2.9. The side-band correlation function does not have multiple maxima.
This property is extremely important for the acquisition and correct tracking of the BOC
(and SOC) signal.

A new and more accurate expression for the pre-detection integaal derived (see sec-
tion[2.2.4). This was an important step in order to arrive at a valid description of the
multipath effect for a moving user.

The most important part of the signal propagation model is essentially a ray-tracing algo-
rithm together with the application of the Fresnel equations. This is a 3-D exact specu-
lar ray-tracing, which was derived and implemented during the work accompanying this
thesis (see sectiofis3.2and2.3.3. The results confirm how important it is to use a de-
terministic model for the multipath effect as it generates well-defined, realistic dynamics
that are responsible for the multipath errors.

'During the writing of the thesis, this type of modulation has found its way into the literature under the
name “linear offset carrier" (LOC).
2The pre-detection integral describes the integrate-and-dump process in the correlators
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Beside the signal model the receiver model constitutes a major part of this work. Essen-
tially it is a dynamic modeling of the tracking process (DLL and PLL). As the model is
based on continuous calculus it was a challenge to incorporate the effects of the noise
processes. However, this was solved by using the Tto calculus to extend the ordinary
differential equations to stochastic differential equations (see séZ&od).

Another challenge during the development of the receiver model was introducing the ef-
fect of the oscillator instabilities. As the oscillator noise in general is a complex stochastic
process, it is not realistic to assume a Gaul3-ian process. To make matters worse, some
part of it (the so-called flicker term) cannot readily be described in the time domain (see
section2.5.3 and references given there). To be able to integrate the oscillator effects
realistically into the receiver model, a model was developed that is expressible as a set of
stochastic differential equations. The method is based on a tricky expansion of the spec-
tral representation of the oscillator noise process, which is then transformed back into the
time domain.

All these models were developed such that they could be integrated into a larger end-to-
end simulation afterward. This means that the individual models have the appropriate
interfaces and the degree of detail must be compatible.

The implementation was verified by comparing the results to known theoretical expres-
sions and an indirect experimental verification was performed in the sense that some of
the theoretical formulas have been compared with experimental data.

Important Results  Most analysis of the multipath effect in the literature involve anal-
ysis of the so-called envelope curves. The main assumption for these calculations are on
the magnitude of the reflected signal, the absence of signal dynamics and the fact that the
line-of-sight signal is available.

As shown in this thesis (see sectidi®.?), the static receiver assumption is only valid
for extremely low velocities (i.e. when the receiver moves slower than 0.1 to 1 m/s).
In addition to the well-known fading caused by the tracking loops, the effect stemming
from the pre-detection process (or correlation process) contributes significantly toward
reducing the bias resulting from the loop fadirfgee sectiod.2.2). This is a result from

the more accurate analysis of the pre-detection integral already mentioned.

Comparing the GPS C/A signal structure (BPSK(1)) with the GPS modernized signals
(GPS L5 BPSK(10)) and the Galileo signals (BOC(2,2), BPSK(5), BPSK(10) and BOC-
(15,10)) shows an improvement in thermal noise by roughly an order of magnitude. For
the multipath error this is generally also true. However, the multipath error caused by short
multipath delays (i.e. up to 10 m) will be similar for all signal structures. Interestingly,
the short range multipath delays seem to be the most common in an urban situation (see
sectiorid.d). The consequence is that as the thermal noise is reduced for say, a BPSK(10)

3The mean value of the multipath error in the static casetzero, thus the filtering due to the tracking
loops will not eliminate the multipath error completely
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signal compared with a BPSK(1) signal, the multipath effect due to short range delays
is not (compare figured(39 and figure .39 on page&l93 and[196 respectively). In

the GPS C/A code (BPSK(1)) case the multipath error is of the same magnitude or even
larger than the thermal noise. In the P-code case this is opposite; the multipath effect is
the critical effect.

In general, it can be commented that as the signal structures become more advanced and
powerful, the more important it is to reduce other error sources in the GNSS system. For
example it would be appropriate for Galileo to provide more accurate orbit and clock
parameters than the GPS system does to improve the overall positioning accuracy.

Simulations were performed for dynamic situations in realistic urban environments (Oe-
dekoven and Stuttgart, see sec#fbB). The most significant errors are mainly generated

in situations where the direct line-of-sight is blocked and the receiver is able to track the
indirect signal. In theory, this can cause range errors of practically any magnitude. This
error is mainly governed by the geometric situation and is relatively independent on the
signal structure.

In all the simulations involving complete constellations it was clearly demonstrated that
under harsh conditions (urban canyons and mountainous areas), the combined use of
Galileo and GPS can increase the availability and quality of the services significantly.
Thus the interoperability between GPS and Galileo is very important.

A further result from the analysis and the simulations is what | call the dynamic near-
far effect. This effect is an error induced in the tracking loops when the receiver passes
relatively close to a signal transmittésee sectiod.2.2.1and sectiof2.1.3. In this case

the higher derivatives of the line-of-sight can become quite large even if the receiver is
traveling with constant velocity. This causes range errors in the tracking loops due to their
transient response. In some cases it can even cause the receiver to loose lock. When the
signal originates from a satellite this effect is not expected to be important. However, for
pseudolites this could be important.

Regarding BOC signals it is usually considered a great problem that the BOC auto-
correlation function has multiple maxima. This issue was systematically analyzed in
simple simulation as well as in full-scale simulations involving 3-D city models and the
results can be summarized as follows.

If the tracking loop tracks the correct maximum of the auto-correlation function initially
and the line-of-sight is never disrupted then there seems to be little or no danger that
the tracking loop will slip onto another (wrong) local maximum of the auto-correlation
function. This is the case even if the receiver is subject to extremely low signal-to-noise
ratios or extreme multipath conditions (see sedfighd. Oscillator instabilities also do

not seem to be a problem in this respect.

4This effect has nothing to do with the classical near-far effect, which relates to the change in power-level
with distance to the transmitter.
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6. Summary and Conclusions

However, in more realistic situations where the direct line-of-sight is temporarily blocked,
itis possible for the receiver to start tracking the BOC signal on a wrong peak (see section
4.3 and figure #.40). This can be a problem for stationary as well as for moving
receivers.

Two possible approaches to ensure correct BOC tracking were presented in the thesis. The
first approach involves using the side-bands to acquire and track the BOC signal and then
transfer to the processing of the full auto-correlation function of the BOC signal. The side-
band signal is tracked parallel to the full BOC tracking as a monitor. The importance of the
results for the side-band tracking is that the side-band can be tragiwulit additional
side-band suppression filters, as these filters would introduce an additional delay. Thus
the same front-end and the same signal conditioning can be applied for the full auto-
correlation function tracking as for the side-band tracking.

Another possibility is to chose the correlator spacing such, that the “wrong" zeros of the
S-curve are not stable tracking points anymore (see seéifbd). This approach is not
optimal as the correlator spacing is limited to this particular value.

The correlation of the multipath effect in a differential GNSS scenario was analyzed for
a simple case (see sectibr.1). The result is that there is a strong correlation between
the multipath effect at the reference and at the user. However, due to the rapid oscillations
of the multipath effect this correlation varies betwegh as the difference in multipath
delay changes by half a wavelength (approximately 10 cm). Therefore it seems difficult
to use this information to improve the differential solution.

When using multiple frequencies to compensate for the ionospheric effect, measurements
are combined in a certain way (ionospheric free combination). As is well-known this
leads to an amplification of the noise (see sedidh?. In particular, the error on the
measurement on the higher frequency is amplified more than the lower frequency mea-
surement. The ionospheric free combination of also amplifies the multipath error. In the
GPS modernized case, using L1 (BPSK(1)) and L5 (BPSK(10)) the multipath error on the
ionospheric free combination is dominated by the L1 measurement. This is unfortunate
as the multipath performance of the L1 measurement is worse than that of L5.
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A. Definition of Constants and
Functions

This appendix contains a list of commonly used constants and functions. In this thesis the

sinc-function is defined as .
sinc(z) = sin(z) (A1)

T

The Heaviside step function is defined by:

0 <0
O(x) .= A.2
() {1 z>1 (A-2)
The symmetric unit rectangle:

Rect(z) :=0(x +1/2) — 0(z — 1/2) (A.3)

The triangular functioriri(-) is defined as:

, 0 for |z| > 1

T = =(1-— (1 — A4

The sine integrabi(x) is defined as

Si(t) := /0 Hein(@) (A.5)

1Sometimes this function is defined with a factorgbut we will refrain from that
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B. Relations and Identities

A trivial identity related to the complex conjugate of a geometric series:

(Zak) (Za_]) =N+ 2(N—k:)(ak+a_k)

Standard geometric serias £ 1):

N 1—a
Zakl

k=1

N

Integral representation of the delta distribution:

210(x — a) = / el@=at gt

[e.e]

The derivative of the Heaviside function:
0'(z) = 0(x)
The Fourier transformation @bs(at) andsin(at):

F{cos(at)} = mé(w — a) + wé(w + a)
F{sin(at)} = i7r(5(w +a)— i7r5(w —a)
F~H{cos(aw)} = (w —a)+ 6(w +a)
FYsin(aw)} = 55@) +a) - %5@ —a)
The Fourier transformation of the Triangle function:

f{g Tri(at/2)} = sinc®(w/a)

Representation of a square wave in terms of the Heaviside step function:

n—1

Sar,(z) = (—1)"[0(z + T./2) + 6(x — T./2)| +2 Y _ 60(t+ kT/2n)

k=—n+1

where the parameter counts the number of square-wave periods within a symbol.

n = 1 eq. B.7) reduces to the Manchester case.

(B.1)

(B.2)

(B.3)

(B.4)

(B.5)

(B.6)

(B.7)
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B. Relations and Identities

Mean value theorem for integrals Assumef andg are continuous ofu, b]. If ¢
never changes sign in, b] then, for some: in [a, b], we have

/ f(@)g(x)dz = f(0) / g(z)ds (B.8)

The proof of this theorem can be found in most text books on calculus/feg6H
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C. Derivation of the ACF for the PLL

In section [@.1.7) the auto-correlation function of the stochastic process resulting from
the PLL was simulated and compared to the theoretical result. In this appendix the auto-
correlation function of the PLL is derived.

It can be shown that the auto-correlation function of a Gaul3-ian white noise process sent
through the linear transfer functidi(w) is given by Lin72]

R(1) = %/H(iw)]—[(—iw) e dw (C.1)

Further, it can be shown that the closed loop transfer function of the linearized PLL in
eq. 2192 is given by Spi73 [Eis97]

(C.2)

H(w) w2 + i28wpw
w) =
wp2 + 126w? — w?

Thus we are confronted with calculating the inverse Fourier transformation of the square

of the magnitude of the transfer functidh(w). This is straight forward, although a bit
cumbersome.

The obvious way is to use the residuum theorem. We then have to identify the poles of
the integrand in eqld.1). The integrand of eqd.]) has four poles at, andw, where

Wi = wn (zg + \/1—752) (C.3)

and the bar means complex conjugate. The denominator of the integrand@ Ba.an
now be written as

D) i= (@ — wi)(w — ) (w — &) (w — @) (C.4)

There are two poles in the upper complex plane ahd two in the lower. Assumingto

be positive we can close the integration curve in the upper comaplgane. The fact that

the auto-correlation function must be symmetric, saves us the trouble of considering the
caser < 0. Using the residuum theorem, we can now write the auto-correlation function
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C. Derivation of the ACF for the PLL

as

R(r) = % / H (i) H (— i) 67 duo

g (w—w @i agile?)
wowr (W —wi)(w —w-_)(w - @—2@; —2;4)
. (w—w_)(wh + 482w o
QR PR R R - (€9)
_ (wn +4¢%wnw?) .
(wy —w_)(wy — @) (wy — @y)
(wpy + 48%w?)

(Wo —wi)(w- = )(w- —wy)

wT

Wi T

w_T

—1

We are interested in the normalized auto-correlation function and thus proportionality
factors are ignored. Inserting the roots from &3 we get

flree ( (14 48)V/T =& +ig(dg? — 1) et V1€

+ [(1 +482)4/1 — €2 —ig(4e? — 1)} e—iwn\/@7>
ox o6 ((14467) VT = € conlion /T = €07) + 6467 — 1) sin(en /1= €7))

(C.6)

For the standard valug= % the normalized auto-correlation function becomes:

R(r) e ent/V2

R(0) = 3 <3 cos(wT/V2) — sin(cwn/ﬁ)) (C.7)
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D. List of Symbols

The following list contains frequently used symbols:

Chip length

Signal

Transmission delay of the signal
Phase of the signal

Carrier frequency

State of a code or data hitl

Chip shape

Scattering factor for reflections off rough surfaces
Integration interval of the correlator
Number of bits in a code

Time

Correlator spacing. Defined as the delay between the early and the

late correlator

Power spectrum

Fourier transformation

Frequency of the reference oscillator

Phase of the reference oscillator

Integrand of the auto-correlation function
Square wave for BOC modulation, see appeifdix
Heaviside step function

Dirac delta distribution, see appendtk

Number of square wave periods in a BOC modulated chip
Duration of a Square wave period

Convolution

Bandwidth

Bandwidth parameter
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D. List of Symbols

PI’EC:

Xocx-
D(t):
(559:
0S;:
wr,.

Wmaxd: -
G(p):

nj = aj/ap:

Received power

Transmitted power

Wave length

Spectral power density of the thermal noise

Normal vector

White Gaul3-ian noise process

Noise after integration

Differential operator

Allan variance parameter, white frequency noise

Allan variance parameter, flicker frequency noise

Allan variance parameter, random walk frequency noise
Oscillator noise

Discriminator function of the tracking loops. Also called S-curve
Variance of the carrier phase discriminator

Variance of the code phase discriminator

Resonance frequency of the second order loop

Critical damping of the second order loop

Roll-off parameter, used for raised cosine signals

Maximum spectral density of BOC and SOC signals

Transfer function of the phase tracking loop

Transfer function of the code tracking loop

Intermediate frequency

Signal amplitude of multipath numbegr «, corresponds to the
direct line-of-sight.

Relative signal amplitude between the direct line-of-sight and mul-
tipath number;.
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E. List of Acronyms

The following list contains frequently used acronyms:

A/D: Analog to digital conversion

BOC.: Binary offset carrier

BPSK: Binary phase shift keying

C/A: Coarse acquisition code

CDMA: Code division multiple access

CPU: Central Processing Unit

DLL: Delay lock loop

DME: Distance measuring equipment

DTM: Digital terrain model

E.e: Early channel

EGNOS: European geostationary overlay system

ENU: Local coordinate system with axis pointing in the directions East,
North and up

GNSS: Global Navigation Satellite System

GPS: Global Positioning System

I: In-phase component

IF: Intermediate frequency

L,l: Late channel

LNA: Low noise amplifier

MEDLL: Multipath estimating delay lock loop

MEO: Medium earth orbit

MFC: Microsoft foundation classes

MMIC: Microwave mineaturized integrated circuit

NCO: Numarical controlled Oscillator

NIMA: National Imagery and Mapping Agency

NIST: National institute of standards and technology

ODE: Ordinary differential equation

P,p: Punctual channel

PLL: Phase locked loop

PRS: Publicly regulated service

Q: Quadra-phase component

RMS: Root-mean-square

SDE: Stochastic differential equation

SMR: Signal-to-Multipath ratio

SNIR: signal-to-noise-plus-interference ratio
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E. List of Acronyms

SNSS:
SOC:
STF:
STL:
TCAR:
TDMA:
TTFF:
uTC:
VCO:
WAAS:

WGS-84:

WRC:
XO:

Simulated Navigation Satellite System
Sinusoidal offset carrier
Signal task force
Standard template library
Three carrier ambiguity resolution
Time division multiple access
Time to first fix
Coordinated universal time
Voltage controlled Oscillator
Wide area augmentation system
World geodetic system
World radio conference
Quarz oscillator
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