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Kurzfassung

Die turbulente Nachlaufstromung hinter einem generisdRaketenmodell wurde bei
Machzahlen M, = [0.3; 0.7] im trisonischen Windkanal Munchen experimentell unter-
sucht. Es sollten die Wechselwirkungen zwischen der Stngnund der Struktur im
Heckbereich qualifiziert werden, welche unter realen Féaijgungen in der Vergan-
genheit zeitweise zu sicherheitskritischen Interaktiam realen Flugkdrper gesorgt
haben.

Die Charakterisierung des dynamischen Verhaltens vonrkokén Stromungsstruktu-
ren erfolgte mit Hilfe zeitaufgeldster optischer und klasBer Messmethoden. Die To-
pologie des Geschwindigkeitsfeldes wurde mit der 2C2D-&térsucht. Das dynami-
sche Verhalten der Druckschwankungen wurde mit der instaten PSP-Messtechnik
eingehend analysiert. Aus den Ergebnissen konnten soviellagie der Wiederanle-
geposition als auch die drtliche Dynamik starker, groflig&a Stromungsstrukturen
abgeleitet werden. Es lieRen sich erwartete charaksofsi Frequenzen vofyheg~
[400; 900 Hz nachweisen. Es konnte erstmals experimentell mit hohéclier und
zeitlicher Aufldsung nachgewiesen werden, wie sich dasaghenistische Verhalten
der Stromung/Struktur-Wechelwirkung im Nachlauf entveiitkind wo die Position der
starksten Belastungen im Heckbereich auftreten.

Zur Durchfuhrung der Experimente wurde ein PSP Messsystebtiert. Hierfur wur-
den einzelne Komponenten (bspw. Kalibrierkammer, Beleuah Softwarepaket zur
Datenanalyse) entwickelt und die Performance des Gesstatsy in verschiedenen
Geschwindigkeitsbereichen validiert.

Abstract

The turbulent wake flow behind a generic spacecraft wastigaged experimentally in
the trisonic wind tunnel Munich at subsonic Mach numbegs M[0.3; 0.7].

The flow/structure interaction which raised critical sgfaspects on the real spacecraft
in the past was studied. The characterization of the cohdi@m structures was per-
formed by means of transient optical and classical measmetachniques. The topol-
ogy and dynamics of the wake flow and the pressure field weesiigated with the
2C2D-PIV and the instationary PSP. The reattachment poséts well as the local dy-
namic behavior of strong flow structures were successfiilgracterized and the pres-
ence of dominant vortex shedding at expected frequencieséifspeq~ [400; 900 Hz
was confirmed. It was the first time that the fluid/structuteriaction and the position
of strongest stresses could be characterized experirhent#h very high spatial and
temporal resolution.

A PSP system had to be established in order to perform theedesxperiments. There-
fore, basic components (e.g. calibration chamber, ekaitagvaluation tool) had to be
developed and the performance of the entire system had talioated.
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1. Introduction

1.1. Motivation

The outer space fascinates mankind from the very beginfiihg.identification of the
origin of all live on earth is still one of the driving forceswr people are interested in
the universe. Modern inventions continuously helped ushieg a high-technology
state on earth and even in outer space. Satellites are one lefding inventions which
improved our daily lives. Their networks ensure the worldevsharing of informa-
tions.

Reusable space transportation systems, such as the Am@&ijmce Shuttle or the
European Ariane, were and still are the ultimate vehicles #ne able to place such
technical equipment in the low-earth orbits. These trarafion systems offer high
demands on safety aspects and efficiency. After the disamtion of the Space
Shuttle program, the European Ariane family is requirechevmre frequently. Fig-
ure[I.] shows a schematic of &miane V space transportation system as it is pro-
duced by an European joint venture, ESA/CNES/Arianespa&d). These space-
crafts are exposed to strong mechanical and thermal loadsgdtheir launch and
their flight within the earth’s atmosphere. Theiane V spacecraft, for example, is

toad head solid-rocket boosters
payload hea

main stage

main thrust nozzle

Fig. 1.1.: Overview of the Europeafiriane Vspace transportation system and its major

components (figure provided by ESA/ICNES/Arianespace (9013
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accelerated from O to 2000 m/s by two auxiliary solid-rockebsters and one main
thrust nozzle within the first 2 minutes after take-off. A tofled and safe handling
of all thermally abused structures, such as the cryogenkstahere liquid nitrogen
is stored or the exhaust and thrust nozzles, is mandatorgaferspace missions. The
extreme acceleration causes high structural stressesy arkemainly caused by vi-
brations and strong fluid-dynamic loads. All these operati@lemands require high
precautions in terms of reliability and design of the speafecA system failure usually
has dramatic consequences because these vehicles apétestilinanned. A structural
failure led to the discontinuation of the American Spacetin 2003.

Some critical structural aspects that were investigate8dbyijer et al.[(2011) came up
during the major tests of théulcain 2main thrust nozzle of aAriane V. Fluid/structure
interactions induced vibrations and deformations intorttechanical structure of the
nozzle. The strong unsteady fluctuations caused defectseirtdoling system and
enforced a structural re-design. These aspects resuledetayed operational launch
of the main engine at that time. The fluid-dynamic loads onstinecture are highest
during take-off and while the space vehicle passes the saniter (known as transonic
conditions).

Two comprehensive research programs, such ad-there European Space Trans-
portation Investigations ProgranfFESTIP), and its successor, the project Ky
Technologies for Reusable Space SystRESPACE) were established in the past by
the European spacecraft manufacturers in order to ensuoataweous improvement
of their actual systems, see Pfeffer (1996) and Gulhan (R0@8large number of
experiments with individual interests were performed witthese two projects. In-
vestigations by Henckels etlal. (2007) examined the effettimexhaust plume on the
pressure and density of the flow field in the afterbody domaimstipersonic Mach
numbers up to 11.2. Experiments carried out by van Oudheussae Scarano (2008)
analyzed the velocity flow field separating from the base dsasehe interactions of
the free flow with the exhaust plume at flow Mach number 3 by medrthe particle
image velocimetry.| Herrin and Dution (1994) performed pues and laser-doppler
velocimetry measurements up to Mach = 2.5 in order to charizet the wake flow
field and to evaluate the shear stresses which are productt mnsteady wake vor-
tices.| David and Radulovic (2005) carried out wind tunnel amflight measurements
in order to examine the loads on the nozzle and the afterbadged by the pressure
fluctuations in the unsteady shear layer.

All these experiments were performed in order to understaedlow physics during a
spacecraft flight envelop and to identify potential fluidieynic problems. On the other
hand, the data was used to validate numerical flow simulgtidime progress of mod-
ern numerical methods significantly facilitated and acegésl the design process of
recent spacecrafts within the last years. Reynolds-Aest&dpvier-Stokes simulations
(RANS) are well established to estimate the mean flow field @nedict the average
payload of spacecrafts, see Liideke etlal. (2006). As unsiféetts play a dominant
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role, more sophisticated methods like large-eddy simutati(LES) or detached-eddy
simulations (DES) are increasingly applied to charactetiie flow dynamics and pro-
vide detailed informations of the entire flow field, see Det&le(2007). The dynamic
loads from transient simulations might help to optimize streictural weight, for ex-
ample, in order to increase the payload weight. As a drawbiheksimulations are
only as precise as their models and assumptions. A reliabbeilence modeling is
essential for the precise prediction of dynamic structlgatls as a consequence from
fluid/structure interactions. Various turbulence modetsenestablished for steady and
unsteady simulations over the last decades. The flow conditiluring a spacecraft
flight envelope and the raising demands in terms of safetyefficdency require better
turbulence models for more precise load predictions. Theggirements in turn neces-
sitate an increasing amount of high quality experiment&h da order to validate the
models and predictions.

Recent ongoing experimental and numerical research is@atkein the framework of
the projectTechnological foundations for the design of thermally anechanically
highly loaded components of future space transportatigiesysthat is founded by
the Deutsche Forschungsgemeinsch@G), see SEB/TR 40 (2013). It specifically
concentrates on prospective concepts for thermally andtstally highly loaded com-
ponents, such as the combustion chamber, the nozzle cawlithg afterbody structure.
Thelnstitute of Fluid Mechanics and Aerodynamifsthe Bundeswehr University Mu-
nich (UniBwM), as one of the project partners, is notably integdsn the experimental
characterization of the wake flow and its interactions whth afterbody structure under
transonic test conditions by means of transient opticadgare and velocity field mea-
surement techniques.

1.2. Scientific background

From the fluid-mechanical point of view it is essential todstuhe individual effects
separately, not as a consequence of potential interadtiomsa fairly complex geom-
etry. Hence, a generic model of &miane V main stage was derived from the original
geometry as it is displayed in the lower part of Figurd 1.2e @mensions of the main
stage afterbody were scaled by either 1: 50 or 1: 100 by therawpntalists. The
length of the generic configuration was from minor interdsmainly served for the
generation of realistic boundary layer profiles. Under-féght conditions, a turbulent
boundary layer is present at this stage which had to gerkbgtéhe cylindrical part of
the configuration, too.

This generic spacecraft configuration represents the sixtan studied axisymmetric
backward-facing step (BFS). The topological characterist this test case is a flow
separation from the shoulder of the step and the reattachofigime shear layer to the
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= .7l

generic wind tunnel model
(afterbody dimensions scaled 1:100)

region of particular interest shear laye
direction of the flow recirculation domain

primary scientific goals: localization of the shear-layer reattachment position and
qualification of the dynamic loads on the nozzle dummy

Fig. 1.2.: Close-up of arAriane V mid- and afterbody (figure partially provided by
[ESA/CNES/Arianespace (2013)) compared with the deriveedewind tun-
nel model of the main stage. The dimensions of the afterboele scaled
1:100. The particular region of interest for this theslaghed baokas well
as the primary scientific goals are highlighted.

geometry as indicated in Fig._1.2. A distinct recirculatimrtex system establishes
between the separation and the reattachment point. Cdh&rentures with a large
dynamic range in size and strength organize in a shear |&apetrelen the outer and the
recirculation flow. This shear layer is characterized byinii$ properties, such as char-
acteristic flapping frequencies or the position of the ezditinent.

(1980) summarized the basic historical research wougtwo-dimensional and
axisymmetric BFS configurations. The authors examined tteng dependence of
the wake topology on properties like flow Reynolds numbezefstream turbulence,
boundary-layer state or step height. These factors coatpltbe comparison of individ-
ual experimental and numerical BFS results. A careful dhfféiation and classification
of the specific test case is necessary for a reliable congraofindividual data.

The authors in_Lee and Surig (2001), Hudy etlal. (2003) and téudy: (2007) charac-
terized the wake of a BFS at low-Reynolds number conditignsnbans of transient
microphone and optical velocity field measurements. Theliegh the two-point sig-
nal correlation for the identification of coherent patteomeection rates and classified
a characteristic distribution of the pressure fluctuatiothie wake with a fairly good
spatial resolution. The authors|in Deprés étlal. (2004)operéd experimental investi-
gations on a transonic axisymmetric separating/reattacfiow at Reynolds numbers
around 1 million. They were interested primarily in the babaof coherent pressure
modes in the near-wake region. They used classic trangiépbint-wise pressure mea-
surement techniques for the characterization of the slagar dynamics. These data
was compared to transient numerical simulations perforbyéBeck et al.[(2007) and
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Weiss et al.[(2009). The numerical simulations resolvedfithe topology with high
spatial resolution. As a drawback, the duration of the iemssimulation in terms of
an adequate number of data sampling points was too shorhfadequate analysis of
characteristic dynamics in the flow. Hence, conclusionsiabignificant characteristic
flow frequencies were impeded by the brevity of the availsibte signal.

1.3. Scientific goal and methods

The fundamental scientific questions addressed in thissthes:
1. How is the topology of the wake flow?

2. How is the dynamic and the strength of the coherent waketsires in the shear
layer?

w

. Are these structures characterized by a certain fregq@enc

i

. Does the boundary layer/ wake interaction result in a tienode pattern on
the base?

5. Is this mode pattern somehow time-dependent?

In addition, the generation of a high quality data base ferwthlidation of numerical
models was an essential concern. The quality of the datagdyrdepended on the ap-
plied measurement techniques as indicated by the expestigat were conducted in
the past. Due to this reason, optical pressure and velo@gsorement methods such
as the pressure-sensitive paint (PSP) and the particlesimegcimetry (P1V) measure-
ment techniques were applied. The major advantage of thetsmabmethods is the
absence of measurement probes which potentially infludrecédw and bias the qual-
ity of the experimental data. In addition, these technicuaes offer a combination of
high spatial and temporal resolutions that can be hardighe by conventional meth-
ods, such as pressure transducers or hot-wire probes.

Since the PIV measurement technique is already establmhedxtensively used all
over the world, the pressure-sensitive paint measureneehtique is only rarely ap-
plied. PIV systems are widely commercially available wiasrBSP systems are seldom
sold. However, the biggest advantage of optical pressusuanements with PSP is
that a complex equipment of a wind tunnel model with presstaesducers can be
renounced. On the other hand, the surface pressure can Iseineeavith a spatial
resolution comparable to CFD methods. This motivated thabéshment of a PSP
measurement system at the department of UniBwM in orderise the community of
users and increase the impact of this technique.
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1.4. Structure of this thesis

The optical measurement techniques are presented in CRapibe physical working
principles as well as the basic theoretical backgroundeéfiplied techniques are intro-
duced. The PSP calibration system and the characterigtibe applied PSP coatings
are described in detail within this chapter as well.

The PSP measurement technique yet suffers from the compdoabnumber of users
and publications, in comparison to PIV. Comprehensive elgary research on param-
eters which potentially infect a PSP result is still reqdir€hapte[ 3 engages some of
the dominant error sources that may effect a PSP result. Krmpawameters, like the
temperature effect, an alternating (unstable) excitatiomself-illumination problem or
potential paint contaminations were investigated bec#usg are the most dominant
error sources within the wind tunnel facilities from the dgment. The discussion of
the individual parameters should help classifying the mesament uncertainty as a con-
sequence of the specific error sources. Some procedureseaented which may help
to reduce the individual effects.

A suitable image-processing routine for the evaluation 8PRlata was developed in
Chaptel#l. The basic constraints for the implementation el a8 a validation by
means of synthetic images is presented within this chapter.

The validation of the entire PSP system under low- and hjgted conditions is dis-
cussed in Chaptér] 5. Two NACA airfoil test series are presknthich reveal the
performance of the PSP system under wind tunnel test conditiA comprehensive
assessment of the measurement uncertainty benchmarkSkhgyBtem.

Finally, the results of transient PIV and PSP measuremestintensively discussed
in Chapte(6 in order to answer the aroused scientific keytimuess Two successive
test series are discussed, starting with the characterizaf the flow velocity field
around the generic spacecraft followed by a detailed aizabyshe pressure fluctuation
loads in the recirculation domain. Comparisons with nuoarsimulations and the
literature assessed the novelty of the fluid-mechanicailtseesSpecial care was taken
in the separation of potential sources of individual eecAscertained characteristic
flow phenomena are widely analyzed by means of redundanpémiient evaluation
approaches.



2. Optical field measurement techniques

2.1. Pressure-sensitive paint (PSP)

2.1.1. History and state of the art

The pressure-sensitive paint measurement technique (B@Ryminescence applica-
tion that was designed for the optical and contactless ihitation of surface pressure
distributions. The measuring principle is based on theafiete of luminescence inten-
sities which are emitted by excited luminophors. These hapihors aréD,-sensitive
and tend to transfer its excitation energy to surroundingger molecules. If no oxy-
gen molecule is present within a certain lifetime, the et@n energy is released as
luminescence intensity. Further photo-chemical backgplds given in section 2.11.2.
This process was discovered in the early 1940s by KautskyH&nsdh (1935) as a substi-
tution of conventional methods for detecting lowest oxygencentrations. Moon et al.
(1965) were the first who detected small enthalpy changesobwsing established
methods but by using luminescence applications. By the/ é®90s, American and
Soviet scientists independently realized the potentishisfmethod as a tool for exper-
imental fluid mechanics, see Peterson and Fitzgerald |(1@8OPervushin and Nevsky
(2981). Initially, this technique was only used for flow \édization. Since then, the
development of suitable luminophors was enforced in ordetetermine surface pres-
sures quantitatively. In the U.S., the University of Wagiém in cooperation witfBoe-
ing and theNational Aeronautics Space Administrati(MASA) played a leading role
in developing appropriat®,-sensitive molecules designed as optical pressure sensors
compare Kavandi et al. (1990). At the same time, Soviet kiooies Russian Central
Aerohydrodynamic Institute TSAGI) explored the photo-chemical background of the
early PSP measurement technique, see Ardashevalet al)(1982

From now on, luminophors based on ruthenium, palladiumplpmin or pyrene
complexes were applied &, sensors offering pressure sensitivities of about 70-
90 %/ 100 kPa, as reported.in Liu and Sullivan (2005%) or StiwhWolfbeis (2008). For
their application in aerodynamic testing, the luminophuad to be anchored on the sur-
face of a test body. One of the major demands was that the phars have to stick
to the surface of the test body and not to being removed bygtsbear forces as they
occur under transonic test conditions. With the develogrogan O,-permeable binder

it was possible to apply the luminophors to the model in soind kf paint. This de-
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fined the terminology pressure-sensitive “paint”. TheyeB&Ps possessed an unwanted
temperature dependence of up to 10 %/ K besides the desieedype sensitivity, see
Mosharov et al! (1997). Up to now, the temperature depereas minimized down to
some per mill per Kelvin by various approaches, as repori®diodmansee and Dution
(1998); Khalil et al.|(2004); Liu and Sullivan (2005).

During the last 20 years, the PSP measurement method becaestablished tech-
nigue for aerodynamic testing at the majority of large aatmical research facilities.
In Europe, this technique is applied at the German aeroggater (DLR) since 1991
and at the French aerospace lab (ONERA) since 1997, compattertet al.|(1991) or
Le Sant et &l.[(1997). Similar to the U.S., a large number padase research insti-
tutes worked on the optimization of PSPs. Japanese sdgewntise initially interested
in the use of pressure-sensitive paints at extremely lovwpé&zatures and oxygen con-
centrations (cryo-PSP, Asai et al. (1997; 2001)). These dlomditions require a highly
porous binder that allows the interaction of certainly lomsgoncentrations with the
luminophors. From this PSP approach, the development dfiyhigorous PSPs for
transient measurements started,|see Asai et al.|(1997)et¥dle(2004); Kameda et lal.
(2005) or Sakaue et al. (2006).

Except for the large research facilities and their partnévarsities, the potential of
PSP in measuring surface pressure distributions is vigtuaknown at the worldwide
university departments. Nevertheless, the laboratohigshave been working on PSP
developed a powerful tool for experimental fluid mechanitewadays, PSP can be
used in nearly every area of experimental fluid mechanicanétaus works reaching
from p-PSP applications with high optical magnification over siasow-speed exper-
iments to tests conducted under trans- and supersonictmmredproved this method’s
potential. Under design conditions (e.g. transonic flowg by using advanced imag-
ing systems, absolute accuracieshof < 0.005 can be achieved. An overview of the
individual steps from history to an advanced measuremethadeand the variety of
applications are described in detail in the standard wads fMosharov et al! (1997)
and| Liu and Sullivan| (2005) as well as in review articles fr&avandi et al. [(1990);
Bell et al. (2001) or Gregory et al. (2008).

2.1.2. Photo-physical background

This section describes the basic physical processes farstasding the PSP measure-
ment method. The derivation of the quantum mechanical backgl was dispensed
at this point. The basics (involving sub-processes, modets boundary conditions)
are described in more detail in_Parker (1968) or in the PSikdatd works. Figure
27 schematically reveals the essential mechanisms whlghtb understand PSP as
a luminescence application. The single processes aresdisdun more detail in the
following. All discussed sub-processes are subject to &iceprobability of their oc-
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~10-15s) oxygen quenching

excitation (4,

exc,

//

70— @ o
;z'a @

fluorescence emission
* 1 5 ~
excited state (Gem™ Aexe, ~10711-1075)

PSP luminophor

Fig. 2.1.: Basic photo-physical principles of PSP: excitation of ailuwphorL by short-
wave radiation and its two most probable relaxation meth(srelaxation
by energy transfer from the luminophor to an oxygen moleégignching);
(2) relaxation by photon emission.

currence. The individual processes are considered on tis bha luminophor that
definitely participates in the respective process.

Excitation by radiation absorption

The basis for this optical measurement technique is therptiso of electromagnetic
waves [ivey) and the conversion of this absorbed energy. Luminopharsoavert im-
pacting energy coming from a photon. By this, luminophorghhtransfer to an excited
energy state, the so-called singlet or triplet state. Tloésa® whether an excited sin-
glet or a triplet state is headed for is connected to the\piie-spin orientation. For the
singlet state, the spin orientation remains as it was in tbargl state. For the triplet
state, a reversal of the spin orientation is required. Theeggntransfer is described by

Lso+ hvex = L&,. 2.1.1)

Lso and L, represent the excitation from the ground singlet st&® o an excited
singlet state %1 - first excited singlet state) caused by the endmngy,. The portion of
this energy conversion is characterized by the specifickegteThe absorption of light
from a luminophor is depending on the intensity of the exidtaand is described by
the Beer-Lambert law, see Mosharov et al. (1997) or Bell.e(2801). This process
occurs very rapidly with typical absorption time constasitsbout 101°s. By exces-
sive excitation (high impact of photons), a luminophor rezcthe state of saturation.
It can be disabled completely or partially for further cheatiprocesses. This causes
irreversible damage to the luminophor. This effect is knagnphoto-degradation in
PSP applications.
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Since the excited state is metastable, the luminophor doesest in this state for a

long time. There are several relaxation possibilities torrefrom the excited state

back to the ground state. Originating from the molecularcitire of each luminophor,
there are preferred and difficult transitions between tfferéint excited states and the
ground state. Preferred transitions with high probabdity called spin-allowed whereas
difficult transitions with low probability are called spforbidden, see Flottmann et/al.
(2004).

Non-radiative relaxation

Non-radiative relaxations describe transitions from tleited to the ground state
whereas no photons are emitted. In PSP applications, thidyimors are typically

surrounded by a gas. In this gas the molecules of the variomgpanents can move
freely.

One potential (spin-allowed) relaxation is the shock-metliexchange of energy from
the excited luminophor with an appropriate collision partnAn O, molecule is the

ideal collision partner for a PSP luminophor. The energyhexge between the two
collision partners (denoted by the rédtg is known as oxygen quenching.

L&, +0s % Lo+ O3 2.1.2)

The excited luminophor transfers all its excitation endaghe collision partner. The lu-
minophor itself relapses back into its ground state and elission partner gets excited
by the induced energy exchange (path (1) in Eig] 2.1). Hemtenergy is transferred
and no photons are emitted. The luminophor and its quengbanmer remain physi-
cally and photo-chemically intact during this interactidiey may be re-excited.
Another non-radiative relaxation is the conversion from é¢xcitation energy into ther-
mal energyA. The energy of the excited luminophor is instantaneoushyeded during

a temperature change. This process is known as thermallgjugnd his highly likely
relaxation is the reason why most PSP luminophors are higrgitive to temperature
changes beside their desir@3 sensitivity. On the other hand, there exist many lu-
minophors that have no oxygen but only a temperature seibsitihese luminophors
are practicably applied in the temperature-sensitivetf&i®P) measurement technique
for the determination of surface temperature distribigj@ee Liu and Sullivan (2005).
It might happen that an excited electron changes its statgaifation while it remains
excited. Therefore, a inversion of the spin orientatioreiguired (spin-forbidden tran-
sition). The transition of the luminophor might occur frohretexcited singlet to the
excited triplet state.

Ly 5 Ly +4 (2.1.3)

10



2.1. Pressure-sensitive paint (PSP)

This is known as energy system crossing (inter-system io@sslf the excitation en-
ergy was high enough, the luminophor might be excited froengtound state directly
to the second excited singlet state. At this state, the@xk@hergy level cannot be sus-
tained for long and the energy reduces continuously urgilelectron relapses back to
the first excited singlet state.

L, & Lag+A (2.1.4)

This mechanism is called internal conversion. Both, therisystem crossing and the in-
ternal conversion, also convert the excitation energylieA and do not generate any

photons. All the non-radiative processes where heat csimreoccurs are combined in

the energy conversion rakg; for further discussions.

Radiative relaxation

If the luminophor has defended its excitation energy forréaie time, a radiative relax-
ation to the ground state is highly probable, as it is indiddty path (2) in Figure 2l 1.
These relaxations are commonly referred to as cold lighimiescence. A distinction
is made between fluorescence and phosphorescence. Fkroreds the most likely
radiative relaxation.

LE1 5 Lso+ hvem (2.1.5)

The molecule spontaneously and quickly emits the excitaitergy in form of photons
hvemi. The rateks symbolizes the energetic portion of the fluorescence. Sinee
luminophor used some excitation energy for the transitidtstexcited state, the energy
it releases during the relaxation is slightly lower. Herit&mits radiation with less
energy or longer wavelengtiidy, > Aey) according to the Stoke’s shift. The time that
the excited luminophors stays in its excited state befargldpses back into its ground
state is called fluorescence lifetimg Typical fluorescence decay times & 11-
12°6)s.

In the case of an inter combination or an inter-system angsshe luminophor rests in
the excited triplet state. From this state, it might alsapsk into its ground state only
by emitting photons.

Lg% Ly + A % Lo+ hvemp (2.1.6)

This spin-forbidden process is called phosphorescendedslhmaghly likely quenched
by an oxygen molecule. This is because the transition betweeexcited triplet state
of luminophor and the triplet ground state of the oxygen roale is permitted (spin-
allowed). Phosphorescence does not occur spontaneoushaariypical decay rates of
(16-3-12%) s. It depends on the luminophore whether fluorescence oppbosscence
is the dominant radiative relaxation. The rates for radéatelaxations are combined
into one ratek: = ks +kp in the following.

11



2. Optical field measurement techniques

2.1.3. Model for conventional PSP

A first order model for the rate of change of all excited lungihors was derived in
Liu and Sullivan|(2005). The combination of all individualergy change rates results
in the following model:

d[L*]
dt

The terms in square brackets describe a concentratiorr efttige luminophorgL*] or
the oxygenO,]. Further, a steady state is assumed where the luminophoewtration
does not changal{L*]/dt = 0). A quantum yieldd can be defined which relates the
the output luminescence with input energy:

:|ex—(kr+knr+kQ[02D[L*}~ (2.1.7)

__rate of luminescence

—— (2.1.8)
rate of excitation

The ratio of the quantum yield in absence of a quenctig) (vith respect to the quan-
tum yield in presence of a quenché¥)(leads to the well-known Stern-Volmer equation
which is the basic equation for PSP applications, compam$ind Volmer (1919):

o) I T
EO =L2=14 kr_tqkm [O2] = 1+KkqTr 0[O2] = ;—fo (2.1.9)
Here, Tt g = 1/(kr +knr) is the luminescence lifetime in the absence of the quenciter a
Tt = 1/(kr + knr + kq[O2]) is the lifetime in the presence of a quencher. Thus, Equation
[2.1:9 describes the rate of change of luminescence prepestia specific molecule
with respect to a change in the concentration of a potentiahgher. Some constraints
are essential for the application of Equafion 2.1.9 in thseef PSP:

1. All designated energy conversion rates of oxygen-seasluminophors are
somehow temperature dependiiT, [O]).

2. The luminophors are typically introduced into a binder foacticable reasons,
as mentioned above. Hence, the individual luminophorifipeenergy conver-
sion rates (T, [O2]) are further summarized in paint-specific coefficie®§T(),
B(T,[02)), -..) -

3. Since PSP is applied in wind tunnel facilities, a refeeestate without any
qguencher lp) is impracticable. Thus, a state with no flow is used as a refer
ence state for the formation of the ratio of quantum yieldfisBtate will be
denoted as wind-off state in the following. Here, the stptiessure is assumed
to be constant and precisely knowngs;.

4. The state where the unknown pressure distribution is firerest is further
called wind-on state.

12
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Fig. 2.2.: Schematic of a binary PSP with temperature-dependentereferprobe for
steady aerodynamic testing.

Up to this point, the introduced approach is still a methoddetecting oxygen con-
centrations. The closure for the problem as an aerodynarmgspre measurement tech-
nique is given by Henry’s law. It directly links the conceatton of a gas in a fluid (here:
[O2] in air) to the partial pressure and hence to the static pressdithe gas in the fluid
(here: pg,) in the fluid:

[O2] = ki po, (2.1.10)

whereky describes the solubility of the gas in the fluid (heBg:in air [O,] = 0.21ky).
The combination of this closure approach from Egu. 2]1.¢@tteer with the four con-
straints from above gives the basic equation for PSP apiglita

(") rp= (") mp-am-em (L) el

Tt Pref

This linear form of the Stern-Volmer equation describesptheto-physical behavior of
some luminophors very well. However, a higher-order eroplrapproach, such as:

(#) (T,p) = A(T) +B(T) <i) +C(T) (p)z (2.1.12)

Pref Pref

better approximates the intensity signal for a wider vgridiiuminophors. The ratio be-
tween the wind-on and wind-off luminescence intensitiegfsrred to as Stern-Volmer
ratio orl,e¢/I in the following. The sum of the binder- and luminophor-sfiecoeffi-
cientsA(T), B(T,p), C(T,p) is one afl = T, = const. They must be calibrated for each
individual paint composition. The coefficierBscan be interpreted as pressure sensitiv-
ity of the paint composition (in [%/ kPa]). By knowing the stareference pressul@ges

at the wind-off condition and by applying the luminophokesffic coefficientsA, B, C

to a given intensity ratides/I, the pressure distribution at the wind-on state can be

13



2. Optical field measurement techniques

calculated. This finally requires the inversion of EQu. P21.Figurd Z.P schematically
illustrates the practical implementation for the detemion of steady-state pressure
distributions. The luminophors are embedded in an oxygempable binder polymer.
They are commonly excited by ultraviolet light (e.g. LEDséa, flash lamp). The ex-
cited luminophors are exposed to an environment with a iceoteygen concentration
that changes between wind-off and wind-on conditions. Meéed luminophors which
are not deactivated by quenching emit luminescence inteasia longer wavelength.
This intensity distribution is recorded by a detector (€§.D, CMOS, PMT). In order
to separate the excitation from the emission signal, dpfiibars are typically used in
front of the detector.

A second luminophor that is pressure-invariant but sesestti temperature- and excita-
tion intensity was introduced in the binder polymer. Itisramoonly known as reference
monitor. This luminophor compensates local temperatuaglignts. Additionally, it
accounts for potential excitation fluctuations becauss itsually excited at the same
wavelength as the pressure-sensitive dye. Such PSPs ameocdyrreferred to as binary
PSPs because of their two luminophors. PSPs which only icothi pressure-sensitive
dye are widely known as uni coatings. Binary paints might seful for applications
where strong surface temperature changes appear at the (@ageduring transonic
testing as a consequence of compressibility effects). @yerlthickness of the active
PSP layer dpoly) typically varies between 10 and f@n in order to conserve the aero-
dynamic shape of the model and give a reasonable signalise-natio.

An additional coating was applied prior to the active PSRtajt is known as contact
or screen layer. This coating compensates surface inhameiges of the model, im-
proves the adhesion of the active layer on the model and ntagdse the SNR at the
same time. A bright paint with diffuse scattering is typigapplied as screen layer
because it reflects both, the excitation and the emissiarakigrhe thickness of the
contact layerdg) should be as low as possible. Typically, 511 are realistic.

Some commercially available uni and binary coatindg400, BF4001SS Ind. (2013))
have been used for the steady-state experiments preseitié@dthis thesis. Their emis-
sion spectra are shown in Figure]2.3. Porphyrin complexé$l){Reso-tetra-(penta-
fluorophenyl)porphyrine - PtTFPP) are used as pressuigtsenuminophors in both
coatings. The paints are characterized by a strong modesamh a high surface
smoothness and a good SNR. Further details on the compositithe binder (e.g.
volume percentages) are subject to trade secret of the azntdr and were not avail-
able. The difference between the two paints is clearly detap the peak occurring at
A ~556nm, reflecting the pressure-invariant reference dye.pBak from\ ~ 650nm

is dedicated to the PtTFPP luminophors. Its intensity ckangith pressure, tempera-
ture and excitation intensity. For an increase of the SNR;raes layer was usually
applied underneath all PSP coatings during the experimémthe following terminol-
ogy, a red camera acquires the pressure signal and a greerecaeoords the reference
signal, as a consequence from the spectral peaks in theiemisnd.
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Fig. 2.3.:Emission spectra of PtTFPP based one-compondashgd and two-
component PSPs¢lid), from|ISS Inc.|(2013).

PSP coatings as they were introduced up to here are knownnasrtmnal coatings.
They can be used for steady-state measurements only bechthe design of their
binder polymer. The gas diffusion time, which is a measureffe temporal resolution,
describes the time that a quencher molecule needs for ftsidi through the binder
to the position of the luminophor:

d2
Taifr 0 22 (2.1.13)
Dm
It is significantly dependent on the thickness of the binddymer dpory) and its gas
permeability Dm). Recent developments which enable the performance of B3P a
transient measurement technique are discussed in thevfiofo

2.1.4. Model for unsteady PSP

Reflecting relatiod_2.1.13, it is obvious that the design #ridkness of the binder
polymer limits the response time of a PSP. For an increasggbnse time, the layer
thicknessdyoly must be reduced and/or the porosity of the bindgrhas to be raised.
Reducing the layer thickness usually involves a decreatieedbNR due to a lower lu-
minophor concentration. To counter this effect, a variégpproaches established. The
goal still is creating a highly porous structure with a |laeffective surface where the lu-
minophors can be attached to. The transient PSP technigefersed to as instationary
PSP (iPSP - in the following). Figute 2.4 schematically shthe approach of a highly
porous iPSP with virtually no binder polymer and hence néudibn time constant.
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Fig. 2.4.: Schematic of highly porous iPSP surface for unsteady aeadic testing.

Baron et al.|(1993) demonstrated that this procedure wacapfe for increasing the
temporal resolution. They produced an emulsion that dtisd during drying and fi-
nally had a highly porous structure in which the luminopheese anchored. However,
the coating was very sensitive to shear forces and could &y @amoved from the
test body. Japanese scientists pursued a different iPSBambpthat was intentionally
designed for PSP measurements under cryogene conditignsRSP), see Asai etlal.
(1997;.1998: 2002). In cryogene wind tunnel flows, the fluidsists of nitrogen that is
evaporated and cools the fluid down to very low temperaturesontrast, the oxygen
concentration within this fluid drops down to a few ppm (1 pprtr part per million).
For a distinct interaction with such small amounts of oxygée luminophors must be
anchored directly at the surface of the test body in ordenédke the quenching process.
Their approach was an artificial surface roughening by mefas electrochemical cat-
alytic process (anodization). Hence, this approach is knasvAA-PSP (AA - anodized
aluminum). Artificial nano-structures are constructedmtythe catalytic process, sim-
ilar to the ones in Figure_2.4. These structures are hightirdphobic and easily ab-
sorb liquids by dipping. This is also the major disadvanthgeause this technique can
hardly be applied to test bodies which provide sensitivetadaic equipment that might
be destroyed through the dipping process. Neverthelesseithnique is widely used
due to its good surface quality and its high temporal regmiutomparée Mérienne etlal.
(2004); Kameda et al. (2005%); Sakaue et al. (2005) or Singh €011). Recent results
show that AA-PSP allows the resolution of characteristiwfieequencies in high Kilo-
or even Megahertz regimes, see Gregory et al. (2007) oré&uail. (2013). At such high
frequencies, a phase-locked acquisition and sample angrasgequired for a sufficient
SNR.

The test bodies which were used for the experiments thatrasepted within the scope
of this work were partly equipped with sensitive electromamsducers. From this rea-
son, the use of a highly porous polymer/ceramic binder (@B)Rvas chosen for iPSP
measurements, as it was first presented by Scroggin et 89Y1%he non-toxic binder
can be applied to the model surface by a spray gun like a ctiomah painting. A
water-based emulsion is produced from highly porous titarmlioxide particlesTiO»)
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Fig. 2.5.: Fluorescence lifetimes as a function of pressure and teahper Multiple
lifetime gates are the basis for the lifetime PSP method.

which were held together by a stabilizer. The individualdgincomponents crystallize
while drying (about 12-24 h, depending on the temperatunel) farm a sponge-like
structure that is resistant to shear forces. The luminaphce directly anchored within
this structure. The composition of the binder, arising flGnegory et al.|(2008), is as
follows: for 1g of distilled water, 1.72 g of iO, (DuPontR-900 TiPure) and 12 mg
of a dispersantRohm & HaasD-3021) were added. This solution was ball-milled for
about 1 h. Then, 3.5vol.% of a polymer emulsiétohm & HaasB-1000) were added
to the ceramic slurry. A layer of abouttBn was finally applied to the test body. The
pressure-sensitive dye was prepared from 1 mg of the PtTiRIRdphors which were
dissolved in 5ml toluene. It was applied to the ceramic bagerlby spray gun. The
paint properties are discussed later in this chapter.

2.1.5. Radiometric and lifetime PSP

Two basic measurement principles can be derived from EouBfil.I1. If the lu-
minophors are exposed to short-wave radiation for a cetiaia (exp» 7¢) the lumi-

nescence intensity can be integrated by a conventionalingaystem (e.g. CCD,
CMOS, s-CMOS) that is equipped with an appropriate optidtdrficompare Figure
[2.2. The ratidet/! of the integrated luminescence intensity from the windawftl the

wind-on conditions is calculated. The integration timestgpically ranged from a few
milliseconds to some seconds. This principle is usuallgrrel to as radiometric or
intensity method. The method is widely used and it is alsdiegfor the experiments
presented in this work. The major advantages of the radiocrmaethod is the simplic-
ity of the measurement apparatus and the data reductionlbasae fairly good SNR
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2. Optical field measurement techniques

that allows the detection of small pressure changes. Thagivg of a small number
of samples can provide high-quality PSP results. The mdgaddantage is that the
results are strongly dependent on the stationarity of libthexcitation source as well
as luminophor-specific properties (e.g. temperature,extnation, homogeneity).

The second measurement principle originates from the mé@iation of the ratio of the
luminescence lifetime;. Therefore, this PSP application is known as lifetime métho
compare Davis et al. (1995); Hradil ef al. (2002) or Mitsuale{2006). The lumines-
cence lifetime, as a response on an instantaneous exgifatige, is an exponential
decay rate that is variant to pressure and temperature ssséhematically shown in
Fig.[Z.8. Typically, this exponential decay rate is samgletivo or more points (gates)
by means of a fast scanning device, such as a photo-multiplie or a multi-gated
camera, compare Ruyten (2004). The ratio of the lifetimesfthe individual gates is
a luminophor-specific measure that changes with pressur¢eamperature. More than
one decay ratio is typically used in order to compensatedimpérature effect. The ma-
jor advantage of a multiple-ratio lifetime approach in camgon with the radiometric
PSP method is that the lifetime ratio needs no wind-off exfee state. The calcula-
tion of two lifetime ratios or more makes this method virtyahvariant to temperature
changes, to non-uniformities of the excitation intensityl @0 luminophor properties
(e.g. concentration and aging). The major disadvantagea aomplex recording sys-
tem and a fairly low SNR.

Good results from both methods require a high-quality imggystem. The image sen-
sor should have a low noise level, a high dynamic range (1érhietter) and a high
linearity in its response behavior. The imaging optics $thbave small aberrations and
distortions. High efforts are required which ensure a tewpee compensation, for ex-
ample. A detailed analysis of some effects which influeneemieasurement accuracy
of the radiometric method is presented later in Chdgter 3eviam more comprehensive
accuracy assessment can be found in Liu and Sullivan (2005).

The digital intensity images are analyzed with appropriataege processing tools. A
data reduction tool for radiometric PSP images was devdlegpéJniBwM. It will be
discussed in more detail in Chaptér 4.

2.1.6. Luminescence calibration

The luminescence calibration for the intensity method @sely linked to the terms of
an in-situ and an a-priori calibration, according to Liu &livan (2005). In an in-
situ calibration, the paint coefficienté,(B, C) are determined directly at the surface
of a coated wind tunnel model. This is done while the statespure inside the test
section is varied and the luminescence intensity of theteataoating is captured and
directly linked with the pressure information. This proaesl accounts for paint layer
thickness and/or luminophor concentration inhomogend@tythis approach, virtually
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Fig. 2.6.:Component view of the static Fig. 2.7.: Static PSP/TSP calibration rig
PSP/TSP calibration chamber. with 2 CCD cameras and uv il-
lumination (LED).

every pixel of the imaging sensor can be calibrated indi&iigu As a drawback, this
procedure premises a wind tunnel facility whose test seatam be pressurized under
steady state conditions.

An a-priori calibration usually means that the paint coédfits are determined from
a paint sample in a separate (laboratory) experiment. Isiglly performed in a
temperature-controlled chamber which can be pressurizéeeacuated. The geomet-
ric dimensions of the real wind tunnel setup (distances:etam PSP; illuminatior—
PSP) are simulated at the calibration rig. The luminescerteesity is captured at pre-
cisely known pressure(s) and temperature(s). Finallytalsiai calibration fit represents
the coefficients in EqU_Z2.1.12. The paint sample should ta&esame surface prop-
erties (material, roughness, ...) and experience the sametpeatment (no. of layers,
heat curing, ...) as the model coating in order to avoid aiteityschange that would
cause a potential bias error.

From the fact that the minority of wind tunnel facilities cha pressurized, the term
in-situ calibration is also used for a hybrid approach. Taeegal paint properties are
characterized in an a-priori calibration. This calibratidelivers the raw PSP results
which are finally cross-checked and corrected with the regsdfrom static pressure
ports within the model. For this, the luminescence intgnisitthe vicinity of the pres-
sure ports is plotted against the actual static port pressamd a rule is derived which
corrects a potential mismatch between both quantitiess dpproach also accounts for
external influences during a wind tunnel experiment likenpadntamination, aging or
a potential temperature effect.

The a-priori calibration setup developed at UniBwM (Bitegml. (2009)) is shown in
Figs.[2.6 and2]7. The chamber is made from aluminum and igrus to calibrate
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Fig. 2.8.:Accuracy assessment of theFig.2.9.:Accuracy assessment of the

static calibration pressure. Ac- static calibration temperature.
tual pressurep measured with Actual temperaturd measured
the PACE 5000 pressure con- with the TC-2812temperature
troller; reference pressurpyet controller; reference tempera-
measured by a Betz-manometer. ture T,ef measured by E&LIR Ti-

tanium 560MIR camera.

paints in the range frorfd < ps < 700 kPa, especially to cover the static pressure range
of the trisonic wind tunnel facility (TWM, see Sectibn 5JL.The static air pressure in-
side the chamber is controlled byGE Pace 500(pressure controller with extended
precision (0.01%S, FS= 700 kPa). Evacuation down to,,s~ 5kPa is done by a
membran vacuum pump. For the temperature adjustment irattation chamber, a
Quickcool HDPMhigh-power thermoelectric device (Peltier heater) is ushith has

a design temperature differencef = 71K between the hot and the cooled side. This
device is glued on the chamber’s cupper base. The base beaatirsg ductwork that

is rinsed with thermally conditioned water. The static temgure is sensed with a resis-
tance thermometer device (RTD 100) controlled b@aoltronic TC-2812emperature
controller with 0.1 K control precision. A PSP/TSP paint geris positioned and fixed
on top of the heating device. The accuracy and reprodugilafithe calibration setting
values such as pressure and temperature was assessed {#.Bigad 2.P. The static
chamber pressure set by the pressure controller was dneskexd with an independent
measurement of the actual static chamber pressure measiihed Betz-manometer
that had an effective range up to 4 kPa. The hysteresis betuwmeard and downward
measurements was negligible (about 10 Pa). The RMS unagrtaétween the actual
static pressure and its setting value was about 10 Pa witleinested range. Two in-
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Fig. 2.10.:Left: Stern-Volmer calibration curves of the prominent pressuaed
temperature-sensitive paints and their pressure sdtisgiat reference tem-
peratureRight: temperature sensitivities at reference pressure.

dependent measurements of the actual and the desiredestafaperature of the paint
sample were made while the desired temperature was set bgrtiperature controller
of the setup and the actual temperature of a black paint samas monitored by a
FLIR Titanium 560Minfrared camera. The results reveal a perfectly linear \ieha
within temperatures L0 < T < 40]°C. The RMS deviation of A3°C was within the
accuracy of the setting device.

After these benchmarks, 4 individual paint samples werpgyesl and calibrated. Each
sample carried a different paint such as: uni-PSP (UF400arp-PSP (BF400), tran-
sient polymer/ceramic PSP (pc-PSP) and temperaturetisensaint (TSP). The paint
excitation was performed by d8SI LM2X-DMHP405 nm high-power LED. The lu-
minescence signal was captured with a 14-bit cooled ineICD camerapo.2000
equipped with appropriate filters according to the specifiission spectra. Hence, a
band-pass filter with = (5504 50) nm and a 640 nm long-pass filter with high optical
density OD > 6) were used for the reference and the pressure signalscteste The
TSP luminophor emission was separated using a 570 nm losgfjli@r. The uni- and
binary-PSP samples were initially covered with a screerrlafhe TSP sample was
covered with a 10fim conventional white base codslasurit) for thermal insulation.
All samples were heat-cured in an oven for about 1 hour &G5Muring the fully
automatic calibration procedure the chamber was allowdzhtance for 2 minutes af-
ter significant pressure and temperature chanfyps<(10kPa orAT > 5K). The LED
only flashed during data acquisition in order to avoid phd¢gradation. The calibra-
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tion results for the different samples are displayed in Big@0, showing the individual
Stern-Volmer calibration curves at reference conditideft: (oressure sensitivityight:
temperature-dependency). All plots were normalized withreference intensity close
to ambient conditionspes = 100kPa,Tef = 25°C).

By having the same pressure-sensitive luminophor (PtTFRPPdtential difference in
the paint composition and the additional reference profeet&d the pressure sensitiv-
ity of the uni-paint in comparison with the binary-PSP by a0 %. The temperature
dependency was decreased froi%,/ K down to —0.06 %/ K by using the compensa-
tion of the reference dye.

The pressure sensitivity was abgutns~ 54 %/100 kPa for the transient pc-PSP. This
paint also revealed a very high temperature dependentygf=~ 2.5%/ K. This depen-
dency is obviously even higher than the sensitivity of thizalctemperature-sensitive
paint. This is mainly caused by the composition of the poly/osgamic binder. A care-
ful knowledge of the surface temperature is essential fgindaiccuracy measurements
with the transient pc-PSP. The first-order transfer fumctod pc-PSP was evaluated
in a high-frequency acoustic tube within a frequency rang8.b < f < 10kHz by
Sugimoto et al.[(2012). As reported, a widely constant atughéi AA < —0.5dB) and
phase angle¢ < 10°) is present for pc-PSP up to sampling rated ef 4 kHz. For
transient measurements with sampling rates higher thare4tkid amplitude dropped
by approx.AA ~ —1 dB/kHz and the phase angle delayed\gy~: 8°/ kHz.

The TSP showed nearly no pressure dependency and had a é¢wmpesensitivity of
about 16%)/ K. The individual results also reveal why a polynomial agmto is typi-
cally more convenient for the approximation of the paintrelateristics in comparison
to the linear Stern-Volmer model.

2.2. Particle image velocimetry (PIV)

2.2.1. Basic principle

The particle image velocimetry (P1V) is an optical methodtfee contactless determi-
nation of the flow velocity field in a transparent fluid. The hwt was developed in the
mid-1980s, see Adrian (1986). The principle of this optiteasurement technique is
based on the determination of displacements of tracercpestirom digitally recorded
images through correlation-based methods. For the detation of a velocity field,
small light scattering particles (called: tracer parsote seeding) are injected into the
flow. The particles are illuminated twice in a light-sheetiate stepg andt + At by a
short-pulse light source, such as a laser. The illuminatetigies are imaged through
optical lenses and their signal is digitally recorded in ¥ Rhage at each time step
using an image sensor (CCD, CMOS, ...). From the estimatgiadiemenas of a par-
ticle image ensemble in two consecutive PIV images, fromktimvledge of the time
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2.2. Particle image velocimetry (PIV)
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Fig. 2.11.:Principle arrangement of a planar particle image veloaiyn@IV) setup in
a wind tunnel for the estimation of a 2C2D velocity field.

interval At and by knowing the magnification of the imaging optid¢ghe local velocity
vector can be calculated as:

A

~ MAt
Figure[2.11 schematically displays a classical PIV setupgHe determination of two
components of a velocity vector in a plane (2 components ir-2RC2D-PIV). There
are more sophisticated extensions of the conventional 2BRDsetup, like 3C2D- or
3C3D-PIV, that allow the determination of the full threesgmonent velocity vector by
the use of multiple cameras. These more sophisticatecovsrare not within the scope
of this thesis and will not be discussed here. The subsystkatamake up a 2C2D
experimental setup as well as fundamentals of correldiased evaluation techniques
are explained below. More details on the individual compgieon the generation
of tracer particles or on the variety of evaluation appreacare discussed in detail in
Raffel et al.|(2007).

(2.2.14)
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2. Optical field measurement techniques

2.2.2. Particle generation

Strictly speaking, PIV does not measure the flow velocity thet convection of indi-
vidual tracer particles. This necessarily requires a gatidvi-up performance of the
seeding particles to the flow. Obviously, large and heavtigdes appear too inert to re-
solve fluid flows with strong gradients. As reported in Raéfeal. (2007), the diameter
of a single tracer particle and its density difference withpect to the fluid dominate the
follow-up performance. For aerodynamic tests in wind tusyr@mall droplets are often
used which are produced from a highly viscous fluid within edseg atomizer. Pres-
surized air is pushed through the nozzles of such an atomizat produces the small
droplets. The use of conventional salad oils or DEHS (djddtkexa-sebacate) as seed-
ing fluid has prevailed. DEHS was used for the experimentsigthesis. These fluids
typically produce droplets with an average diameter of .6n, compare Kahler et al.
(2002). As a compromise, such particles are able to follosvflbw over a wide dy-
namic range (e.g. wake of a backward-facing step) and tbaiteging signal is well de-
tectable on an image sensor. The seeding particles foryeaouc testing should not be
smaller than the dominant wavelength which illuminatesrtijgreen lightA = 530nm

= 0.53um). Otherwise, their scattering intensity appears intgemtly at larger dis-
tances of observation. At the department, several seettingizers are available which
produce tracer particles from DEHS in a suitable size andeatnation.

2.2.3. Patrticle illumination

Solid-state lasers with twin-cavities established forldetpulse illumination in stan-
dard PIV applications. Special crystals (e.g. heodym-dog&ium aluminum garnet
- Nd:YAG) form the laser medium of such lasers in order to emanochromatic light.
Therefore, the laser medium has to be excited by an exteneadyg source. The exci-
tation in a solid-state laser is usually made by a flash lampdiode. From the photo-
physical view, the stimulated emission plays the essertialin a laser. A molecule of
the laser medium that was excited can use the excitatioggéan impacting photon
in a way that it produces a second photon of similar waveleagtl propagation direc-
tion during its relaxation to the ground state. In order tewéothe stimulated emission,
the laser medium is usually located between 2 mirrors (r@sop By reflecting the
photons between the two mirrors, more and more photons ackiped. The photons
are reflected until one of the mirrors is opened and a packhghatons may escape
from the resonator. This is detectable as a short pulse obotwomatic light. The very
precise and fast shuttering of the resonator mirror is dgre ®@-switch which ensures
an identical emitted radiation power for each laser pul$e Whole assembly from the
laser medium, the resonator, the flash lamp and the Q-sveitahawn as laser cavity.
In a double-pulse laser, two laser cavities are embeddedevimalividual beams are
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2.2. Particle image velocimetry (PIV)

joined in special optics. The delayt between both laser pulses has to be adjusted
carefully because it determines the shift of the imagedgearensembles. For a reli-
able calculation of the local flow vector, the particle d&sg@ment within a PIV image
d should be 8-10 px. Hence, the pulse delay is strongly depgrmtethe dynamic of
the flow phenomena which are investigated as well as theadptiagnification of the
imaging system. For time-resolved or transient PV measargs, high-repetition-rate
solid-state lasers with typical pulse rates up to 10 kHz aadable.

By using a conventional 2C2D-PIV setup, the tracer pasicl@l be illuminated in
a plane (laser-light sheet) of finite thickness that is fatnfrem the laser beam and
whose thickness is adapted to the flow properties. For thmaéton of the light sheet,
the beam is passed through an array of lenses. The thickh#ss light sheet should
be minimal, since the detected signal of the scatteringgbestalways represents an
integration over the depth of the laser plane. In 3D-flowswitrong gradients, the
particles might be transported perpendicular to the ligees. Thus, a thick light sheet
might produce a potential uncertainty in the local flow vedtp a strong out-of-plane
motion of tracer particles. This motion cannot be detected tonventional 2C2D-PIV
setup but with a more sophisticated multiple-camera ambrodn a thin light sheet,
some particles might disappear between the two light pwidesg would impede their
digital evaluation.

2.2.4. Particle imaging

Digital CCD or CMOS cameras established for the recordinthefsignal from the il-
luminated tracer particles. They have a high quantum yrettié wavelength region of
most PIV lasers. A high SNR and high dynamic ranges of up tatléisure that the
particles can be imaged sufficiently even under low lightdittons. Camera technolo-
gies with multiple-exposure option have been developeakyHre able to capture the
displacement of particles in a double-frame image at the steps andt + At. This
acquisition technique is known as double frame/single supotechnology and is also
applied within the scope of this thesis. Modern camerag tdfge sensor resolutions
up to 16 Mpx or allow the double exposure within a delayaoK 750ns (e.g. interline-
or frame-transfer cameras). High-speed CMOS cameras ailalale for the transient
PIV measurements that provide a sensor resolution of 1 Mplxaarecording rate of
16 kHz at full resolution.

The particle image quality plays a crucial role for accuRlfé measurement. The parti-
cle image should be round without blurring. The measuremeogrtainty additionally
depends on the size of the particle image. The diameter oftelpamage should be
2-3 px for the lowest measurement uncertainty, see Raffdl ¢€2007). It is also recom-
mended to adjust the optical setup carefully and use higlitgoatical components in
order to reach high-quality particle images with reduceeregtiions.
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Fig. 2.12.:(a) Schematic of a standard cross-correlation PIV princifiiVector deter-
mination from the correlation plane of an interrogation eaw; Left: Sum-
mation of a particle ensemble exposed andt + At. The ensembles dis-
placement wad\s = [20; § px; Right: Two-dimensional correlation coeffi-
cient plane between the first and second exposure.

2.2.5. Evaluation methods

Modern PIV data evaluation is widely based on window-catieh methods, compare
Keane and Adriarl (1992) or Raffel et al. (2007). A schemattia dassical PIV cross-
correlation evaluation is sketched in Fig._2.12 (a). Theviddal PIV double-frame
images are sub-divided into squared interrogation winddvbe interrogation window
size typically ranges from 128px 128 px down to 8 pxx 8 px whereas the interroga-
tion windows may overlap by a certain amount in order to iaseethe resolution of
the vector field result. (Note: squared interrogation regiare abbreviated by a shorter
notation, e.g. 128px2, in the following context). The final size of the interrogati
windows restricts the resolution of the vector field restach interrogation window
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2.2. Particle image velocimetry (PIV)

represents a local flow vector. If the size of the interragatvindows is chosen too
small or the particle shift between both laser pulses is &0ge, the particle ensemble
might have exceeded the corresponding interrogation wisdmd hence their evalua-
tion is impeded. However, state-of-the-art evaluatiomatims (e.g. iterative window
deformation schemes) can help to correlate the data fromibt#rrogation windows.
An average density of 6-8 particles should be present imdivVidual interrogation win-
dows.

A particle image ensemble from three particle images insidieterrogation window of
507 px? was synthetically shifted b#s = [20,6] px between the time stepsandt + At
as to be seen on the left in Fig_2112 (b) (Note: usually, tieeld be two individual
PIV frames which were superimposed in the figure for the fitation of the evalua-
tion procedure). The particle image ensembles were addedth2 % Gaussian noise.
The two-dimensional cross-correlation between the tirapsstandt + At is performed
using the fast Fourier transform (FFT). At the point of gesatsimilarity between the
two image signals a maximum forms in a correlation planendgatd on the right in
Figure[2.12 (b). The distance between this maximum and thecef the correlation
plane is directly proportional to the shift of the particlessemble. The position of the
maximumiXo; Yo] can be estimated from three-point estimators with sublpiseuracy.
Therefore, the peak can be fitted by various fit functions\Raféel et al. [(2007). For a
Gaussian fitting, the peak locus is approximated by:

INRi_1j) —INRi41 )
2|nR(i_1ﬁj) —4InR(iA’j) +2|n R(H—L])

Xo =i+ (2.2.15)

In R(i.jfl) —In R(i,jfl)
(i,j-1) —4INRGi j) +2INR j_q)

Yo=""2hR

The shift of the particle image ensemble is finally estimaéedalculating the difference
between the peak locus and the center of the correlatiom plEme complete evaluation
of all interrogation windows in a PIV double-frame imagedsdo an instantaneous
vector field result. A large number of samples (2001 < 20,000) is typically recorded
and evaluated in order to extract flow properties and redighdtistics (e.g. mean flow
or fluctuations).

Meinhart et al.|(2000) introduced an approach that incieéise SNR and the spatial
resolution by averaging the correlation planes of the iiddial interrogation windows,
as schematically shown in Fig._2]13. This approach, knowsuas-of-correlation tech-
nique, was intentionally developed for micro-fluidics. Thenefit of averaging the
correlation planes is that the size of the interrogationdeims can be reduced while the
spatial resolution is increased. If the number of PIV dottdene recordingdN is suffi-
ciently high, there is a certain probability that a correlafpeak establishes even if the
size of the interrogation window is smaller than the aversgécle shift. The drawback
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Fig. 2.13.:Schematic of a PIV evaluation based on the averaging of theslation
planes, as proposed by Meinhart etlal. (2000).

of this technique was that all statistical information (eRgynolds shear forcesu/v')
vanished so that the final vector field only represents thenrfleav field. However,
modern methods allow the extraction of the turbulent flowpprties from the shape
and orientation of the correlation peak, as reported by ®ciski et al. |(2012). The
minimum interrogation window size for sum-of-correlatiemaluations should be not
smaller than the size of the actual particle images as regppant Kahler et al.| (2012a).
Both, standard cross- and sum-of-correlation evaluatihiersies were applied in order
to derive the results from the PIV measurements within thésis.
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3. Relevant PSP error sources

The error sources discussed below does not address lunoinepécific bias effects
(e.g. photo-degradation) because these are usually tbdrad by the paint developers
and documented in the data-sheets (e.g. photo-degradatierof PtTFPPx 1%/ h,
compare 1SS Incl (2013)). The study moreover encountere gffiects that are specific
under the constraints of the experimental setups in the tuimakl facilities at UniBwM.
The error sources are dominant for the mismatch betweerathéEP results and the
readings from static reference pressure ports. As a coaeequthe application of an
in-situ correction to the raw PSP results becomes necesshgyindividual effects as
well as their order of magnitude are examined here. The keayd of the magnitude of
the individual error sources can be helpful to estimate tbasarement uncertainty of
the entire PSP system. Some correction techniques ardirmted in order minimize the
final measurement uncertainty. A more detailed analysidl skasitivity parameters is
presented in Liu and Sullivah (2005).

3.1. Temperature effect

The PSP calibration plots which were discussed earlieatedehat most PSP coatings
somehow suffer from a certain temperature dependency. Muudtaces might be ex-
posed to strong temperature changes of several Kelvingltramsonic test conditions
as a consequence of compressibility effects. Hence, tHacgutemperature must be
known precisely in order to measure high-accuracy prestishgbutions.

The application of a binary paint was already introducednfimimizing the tempera-
ture dependency. Nevertheless, theses paints also hawalldesmperature dependency.
That’s why surface temperature sensors are typically usedaxlel surfaces. This com-
bination of a binary PSP and a surface temperature sensartisyarly suitable for
transonic applications. At low-speed conditions the usafgen uni-PSP in combina-
tion with a temperature sensor typically delivers suffitiasults.

The usage of a TSP, either subsequently or in parallel to asRB&iment, is the sec-
ond option that is applied at the institute. The temperanfgmation from the TSP is
mapped on the PSP results for the compensation of the tetopeedfect.

A FLIR Titanium 560Minfrared camera is partly used to determine the surfacegemp
ature. It offers a temperature resolution below 0.1 K. Tpigligation is restricted since
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3. Relevant PSP error sources

the test sections of the wind tunnels only have limited IRx@nglazing.

A fourth alternative is the static surface temperature feomumerical simulation. If
the opportunity is missing to use one of the options disaisgeto here, the surface
temperatur@w might be estimated by applying the adiabatic wall model:

Taw/To = [1+1(k —1)M2 /2)[1+ (k — 1)MZ /272 (3.1.1)

whereag is the recovery factor of the local boundary layer profitgis the total temper-
ature M., is the flow Mach number ank the specific heat. Hence, this error is strongly
dependent on both, the temperature-dependency of the R8Rgcand the accuracy of
the temperature measurements.

3.2. Excitation non-uniformity

Since the intensity signal of a PSP is directly proportidnahe intensity of the excita-
tion, the measurement accuracy is also depending direatth@temporal and spatial
uniformity or stability of the excitation. No matter, if thexcitation source or the model
moves, both effects introduce a potential measurement ietithe final PSP results.
This section examines the magnitude of such a relative motio

In the past, mercury arc lamps were used for the excitatidPS®s because they pro-
duced a high intensity of (near-) ultraviolet light. The orajisadvantage of these lamps
was a strong fluctuation of the light intensity up to sevesacpnt because the light is
produced by a random spark discharging process. Nowad&3s hre widely used for
fluorescence applications because they combine severahtzdes: 1. They are com-
mercially available in a variety of narrow-band emittingwsbengths; 2. High-power
emitter (arrays) easily reach an optical output of 100 W oren8. The intensity distri-
bution is smooth and continuous (no speckle); 4. The outpgensity is very constant
(Al < 0.1%f/h). Thus, the temporal non-uniformity of a modern PSHtation using
LEDs is assumed to be negligible for further consideratiddsnce, the spatial varia-
tion of the illumination pattern as a consequence of a larbpation or a model motion
is assumed to be the dominant error source.

The intensity pattern of any light source has a characiensbfile (e.g. Gaussian or
top-hat). This pattern might have a significant influencend intensity ratio of two
sub-sequent imaged pattern is considered. The magnitutie effect is dominated by
the potential shift between the sub-sequent pattern imagedy the optical magnifi-
cationM of the imaging system. Typical PSP experiments are condugtia optical
magnification in the range of D< M < 0.001 (large models are observed from a long
imaging distance). A model motion or deformation of e.g.rArB as a consequence of
aerodynamic forces between wind-on and wind-off cond#tioright not be noticeable
on the imaging sensor because the actual shift is typicallywb1 px. The image sensor
cannot resolve this shift but it would increase the noiséhinftnal intensity ratio. In
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Fig. 3.1.: Left: Intensity field and center-line intensity distribution of. aminus CBT-
120 uvhigh-power LED with & = —75mm spherical front-lenKight: not-
to-scale schematic of the synthetic illumination pattehiit @long the shift
radiusr.

PSP experiments which are conducted at large magnificaidns0.1) (small models
or model portions are observed from a short distance), tht@mof 0.5 mm can cause
a shift of several pixels in the intensity image. This wowdd to an enormous increase
in the noise level of the intensity ratio. This effect is imédied if the excitation source
has a narrow-angled illumination pattern with a strongrisigy gradient.

The spatial and temporal non-uniform behavior of a high-@olkED as typically used
for PSP excitation at UniBwM was simulated in the followifithis non-uniformity can
be interpreted as a vibration of the light source or a moddlondetween the resting
wind-off condition and various sub-sequent wind-on PSErisity images (e.g. tran-
sient PSP measurements).

The left-hand side of Figufe_3.1 shows the LED intensityqrattas it was projected
on a white diffused screerD(~ 180 mm~ 3,600 px; magnificatiorM =~ 0.15) and
imaged by an 11 MPx camerado.4000. The intensity pattern of the LED was syn-
thetically shifted horizontally and vertically within arrge of[—400< F < 400 px with
Ar = 0.5px as the step size. The ratio between the initial and ttitedhintensity pattern
can be interpreted as the intensity rdtig/1. The LED was equipped with a spherical
lens (diameterD = 100 mm, focal lengthF = —75mm) that compensated the illumi-
nation characteristic and homogeneously maximized ttemgity profile, as indicated
by the white line profile in Figl_3]2. The peak in the centerted profile is caused by
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Fig. 3.2.:Error in the intensity ratio as a consequence of a synthéiit along the
vectorT. The solid lines represent the mean intensity ratio and fee bars
reflect the standard deviation.

the LED emitter which is imaged by the lens. Optical abeoratiare caused in the outer
portions due to refractions on the edge of the lens as iretiday the two peaks. The
intensity ratio between the shifted and the non-shiftedrezfce pattern was calculated
within a 72 px? evaluation region in the center of the reference pattéasifed squaje
The results are shown in FigureB.2 for the horizorntéd¢k), the vertical blue) and the
combined shiftsgrangd. The solid lines show the mean intensity rdtig/l within the
evaluation region and the error bars represent the staw@ardtionso. The slopes of
the curves are slightly asymmetric due to the rectanguld®-ehitter area and a slight
misalignment of the optical axis between the emitter andehs. The closeup shows
the results betweejr-10 < ¥ < 10| px. Within this range, the mean intensity ratio is af-
fected by less than.03%. The standard deviation in this area.i8% at its maximum.

A spatial filtering of the intensity ratio is mandatory in P&pplications in mostly any
case. Hence, the average from the mean deviali@W and the standard deviation
is assumed to represent a conservative estimation of atmdtereasurement uncer-
tainty. A shift of < 10px can cause an uncertainty of about 0.16 %~¢®00 Pa) in
the final pressure distribution if a PSP coating is applied tias an assumed pressure
sensitivity of 76 %/100 kPa (e.g. binary-PSP). This effent be countered by a rigid
experimental setup or an artificial reduction of the imagmhetion (e.g. de-focussing,
pixel-binning).
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3.3. Self-illumination

3.3. Self-illumination

Self-illumination (SI) is a typical error source in fluoresce applications such as
intensity-based measurement techniques. It occurs ifutiénlescence intensity super-
imposes on adjacent surfaces as it is the case for complektwimel geometries (e.g.
wing-body-tail configuration). During a PSP measuremergsgure and temperature-
dependent superpositions of luminescence signals cam atthe geometry intersec-
tions (e.g. wing with body or tails with body). Within the folving section, the SI-
effect is introduced and the radiosity algorithm is presdraind experimentally vali-
dated for its correction.

3.3.1. Reflection models

diffuse (Lambertian) specular real model

c BRDF
Iy = 1—cos(¢) L=1 L=1

- cos(¢)

Fig. 3.3.: Reflection models that are widely used in computer graplicshie simula-
tion of light scatteringl_eft: ideal diffuse (Lambertian) modeGenter:ideal
mirror reflection modelRight: real light model.

Three widely applied approaches for modeling light reflactproperties in computer
graphics are presented in Figlirel3.3. The Lambertian méefél describes the ideal
diffuse reflection of light on a diffuse surface by means of:

C
=1 7—;cos¢ (3.3.2)

whereas the reflected intensifyhas a fixed scattering characteristic by the teog¢)
and just depends on the intensity of the incident lighhd the absorption coefficient
¢ of the scattering surface. The absorption coefficient s how much light is ab-
sorbed or reflected on the surface. It is defined between 0l(thady) and 1 (white
surface with ideal diffuse properties).

The second case, the specular model, which is shown in thélendd Fig. [3:3 repre-
sents the ideal reflection of the incident intensitguch ad, = | applies. The specular
model is valid for mirroring screens with high optical qixaknd low surface roughness.
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A reflection model that better expresses real light behasaonbines the terms of a dif-
fuse model with the direction-depending character of thecsglar model, comparable
to the model presented on the right in Figurd 3.3. Globairilhation components (e.g.
background light) and properties of the reflecting surfaom{/isotropy) moreover com-
plete the real light model. These terms are typically corabiim a direction-dependent
model that is specifically dependent from the surface neteFhis model is known as
bi-directional reflection distribution function (BRDF)hts, the modeling of real-light
scattering and propagation is much more complex. A wideddusodel for the simula-
tion of real scattering properties is the Phong model, coampaong|(1975). Its BRDF
sums up the individual diffuskey and specular componerks such as:

n+2
2

BRDFppond @) = kg +ks cos'(¢) (3.3.3)

The anglep describes the angle between the surface normal and therechlight. The
factorn is used to simulate the reflection properties of the surface.

3.3.2. The self-illumination effect

The Sl-effect is illustrated on a 2D concave corner in Figlife The scene with two ele-
ments (not necessarily) having the same absorption caafti; is illuminated with ra-
diation of intensityle. The intensityl; is reflected on the surface whereg@,) = A (le)
holds. The light scattering characteristics symbolize itteal-diffuse @ashed blug
and the real-light scatteringsglid blug. Considering element 2, it is evident that
this element experiencés as well as the reflected intensity from the elemenk; 1)(
Since both portions have the same wavelengths, their paroiperimpose such as
B =le+ Y Ir. This effect is trivially valid in reverse. It can be showrattthe normal-
ized total radiation poweB is nearly doubled in the vicinity of the intersection of both
surfaces at = 0 as reported by Le Sant (2001). The first-order influenceisfefiect
has theoretically decayed with increasing distance fragrntersection at = h. This
Sl-effect is primarily dependent on the geometry of the scéinless the excitation is
stable in time and position, this self-illumination eff@tays no role in PSP applications
because it cancels out in the intensity rafig/!.

A secondary Sl-effect is stimulated by the luminescence BfS&. The same scene
as before is reconsidered in Figlre]3.5 experiencing thee saritationle. A PSP
coating was applied to the surfaces. This PSP’s luminesckris both dependent
on the excitation intensity as well as sensitive to presandfor temperature changes.
Analogous to the sample discussed above, the luminesceilideevscattered at the
elements 1 and 2. The luminescence scattering charaitesisthe PSP is sym-
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Fig. 3.4.: Superposition of excitation intensity at adjacent suracéeft: self-
illumination at a rectangular corner due to the excitatigif he superposition
of intensities cancels out in an intensity ratio if the eatidn is stationary and
the geometry remains unchangdRight: relative increase of the total radia-
tion powerB on the horizontal element due to superimposed intensities.
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Fig. 3.5.: Cross effects between excitation and luminescence ititesnsit adjacent sur-
faces;Left: self-illumination at a rectangular corner due to the exidtale
and luminescence intensity, || changes with pressure, temperature &nd
and hence does not cancel out in the PSP intensity rRight: relative inten-
sity change with ambient pressupeon the horizontal element due to excita-
tion le and luminescence intensity

bolized by the red distributions. A superposition of theigton intensities in the
vicinity of the intersection causes an increase in the l@stence intensity. If the scene
is steady and stationary, this effect cancels out in thengitg ratio. Unlike the previ-
ous example, the Sl-effect cannot be eliminated by formirgratio ofls/1, as the
pressure (and usually) the temperature changes in a PSRregpe Thus, the lumines-
cence power in the vicinity of the intersection is not constaut is changing between
wind-off and wind-on conditions. This means, that a presgand temperature) depen-
dent Sl-effect occurs.

The self-illumination effect based on the superpositiofunfinescence intensities was
experimentally examined in the static PSP calibration dieamon a perpendicular cor-
ner. The scattering properties of the intersecting susfaee varied. Figuie 3.6 shows
the studied configurations. The base platente) had dimensions of Z8nm?. It was
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3. Relevant PSP error sources

r/

bolt & dowels 1

Fig. 3.6.: Samples for the experimental characterization of the feleeiin the static PSP
calibration chamber; base plate: binary-PSP; adjacefacas: 1 frosted
aluminum, 2 binary-PSP and 3liffuse black paint.

coated with the PSP coatings UF400, BF400 and pc-PSP. Ttjeeeat configurations
were prepared for each base platea frosted aluminum platel(n Figure[3.6); a plate
that carried the same PSP coating as the base plea@d a plate with a black absorber
coating @). The individual surfaces had a height 0f3of the base plates length. They
were attached to the base plate with dowels and a bolt. Tkisred that the Sl-effect
occurred at the same spatial position for all configuratidrie configuration with the
binary-PSP (BF400) is discussed in the following. The rssof the remaining PSPs
can be found in Appendix A.

The samples were calibrated in the static calibration ahatemt temperatufg =25°C
and static pressures in the rangg2ii < ps < 200 kPa withAp = 20kPa. The PSP was
excited with a 405 nm high-power LED from a distance of abea400 mm. The lumi-
nescence signal was recorded by wen.2000CCD cameras equipped with appropriate
signal filters.

Figure[3.T shows the Sl-effect for the three configuratidran( left to right) at two
static pressurep/pret = 1+ 80%. The reference pressure wags = 100kPa. The
view to the base plate is from the top and the adjacent sufdairgs out of the image
plane €at black ling. For the calculation of the relative effect in the intepgiatio

Al /lyef, the intensity ratio was normalized with a value at the loegge. It was as-
sumed that the first-order influence has already decayedkaidhition. Therefore, the
relative change in the intensity ratio is always close tmzdrthe lower edge of the
base plate. It is apparent that configuration 1 and 2 prodwteaaly noticeable inten-
sity change whereas the third configuration does not. Charifjie pressure by 80%
results in an intensity-ratio change in the vicinity of timeirsection by about-2 %.
Furthermore, configuration 1 and 2 show different Sl-effdwracterisitcs which are
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3.3. Self-illumination
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Fig. 3.7.: Experimentally determined self-illumination effect on ectangular corner
whose base plate was covered with binary PSP (BF400). Adljstefaces
(from left to right): aluminum, PSP, black painTop row: Sl-effect for
p/ Pref = 0.2; Bottom row: Sl-effect forp/ pret = 1.8; presf = 100kPa.

highlighted by the dashed lines. Configuration 1 (frostedréthum) shows the char-
acteristic of an anisotropic surface which is dependenherstirface material and the
viewing direction and that cannot be described by the sirhplabertian surface but
by the real-light model, see Ruyten (1997). Configuratio?3R«> PSP shows the
characteristics of a Lambertian diffuse surface. Here Sheffect shows a maximum
in the center of the base plate and it drops to the edges ofothfggaration, compare
Ruyten [(1997). The slightly asymmetrical intensity distition can be explained by a
suboptimal heat flow between the base plate and the Pelégethplaced underneath
the sample for tempering.

The black plate in configuration 3 acted as an absorber. HeheeSl-effect almost
completely vanished for all calibrated pressures at thigigaration. In general, it can
be concluded from the results that the observed effect istantially lower than it is
expected from the literature, compare Ruylen (1997); Ld &@01). The authors re-
ported intensity changes by 25 % and more as a consequenke sélf-illumination.
Compared with other PSP error sources (e.g. temperatuséigity), the influence of
the Sl-effect withdt-2% at enormous pressure differencest@®0 % is rather low. Nev-
ertheless, the implementation of the radiosity-algoritsrpresented in the following
which can be used to correct the Sl-effect at complex geaasein order to get high-
accuracy PSP results.
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3. Relevant PSP error sources

3.3.3. Radiosity - diffuse light modeling

The radiosity method models the propagation of radiatigih{lor heat) in a scene based
on the diffuse Lambertian reflectance model, isee Goral €18B4) or Cohen et al.
(1986). In terms of PSP, only the scattering of light will bensidered in the follow-
ing. The propagation of light is computed for the entire scand not only for the
viewing direction of a potential observer like it is done lay4tracing algorithms. A po-
tential Sl-effect might occur at surfaces which are invisifhidden) for an observer but
it might also affect other visible surfaces. From this reasbe complete illumination
map of a scene is valuable for the correction of the Sl-effeB{SP applications.

The radiosity algorithm is physically based on the cong@meof energy. The total
radiation in a scene is constant. The light that is not alezbib reflected at the sur-
face. Further simplifications and assumptions are giveroiralzt al. (1984); Ashdown
(1994) or Cohen and Walldce (1995). The total radioBity) of a surface element is
defined as:

1
B(X) = E(X) + & (X) /B ) —p—COSbrx CoghexHID-dA (33.4)

XX

whereE(x) is the sum of the intrinsic radiation at the surface elemeri(x') is the
sum of the reflected radiation from all other surface elemand the geometric term
Copy x COSpy x - HID describes the occlusion problem. It ensures that only thesp
of a scene contribute to the total radiosity which are noelgled by any obstacles.
It is 1 if the visibility between the surface elements is natden, otherwise it is O.
The anglecosp is defined between the outward-facing surface normal anditketion
from where the radiation propagatef)gx/. The reflection coefficient; specifies the
relationship between the absorbed and the reflected rawliati mentioned above. The
decay of radiation with increasing distance between twasarelements is taken into
account by the term/{dX «). The geometrical form factofF ; is introduced in its
differential form in order to simplify Equatidn_3.3.4. Thissults in:

F = : / / coSP”coSPn HID,, - dAdA (3.3.5)

as reported in_Goral etal. (1984); Ashdown (1994) or Coheh\dallace 1(1995). A
form factorF j describes the geometric relationship between two difteaksurface
elements andj in a scene. The integral over the entire scene surface ismjmsed
into its sum over discrete surface elements (patches) fanatytical solution such as:

1 cospijn CORjn,i
Fj= ngszn‘HlDi.jn‘AAjn (3.3.6)
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3.3. Self-illumination

applies. By doing so, Eqi_3.3.4 can be reformulated as:
n
Bi=E+¢j z BjFiJ, 1<i<n (3.3.7)
=1

for its analytical solution. Her®&; represents the total radiosity per surface patakh
the sum of the intrinsic radiatidf; at the surface element and the reflected radiation of
the remaining patcheg'j‘:1 BjFij. Equatiori 3.3 is finally written in matrix notation:

E; l1-c1Fi1 —cGaiF2 -+ —CaFin B
E> —CoFo1 1-coFo - —CroFon By
= : . . . (3.3.8)
En —CrnFn1 —CnFn2 -+ 1—crnFnn Bn
N—— N——
E (1-T) B

This particular system of equations can be solved with ésteddl analytical methods
(e.g. Gauss-Seidel).

3.3.4. Radiosity implementation

A 2D scene is shown in Figufe_3.8 that illustrates the meaafrthe individual terms
(e.g. form factor). The scene was discretized iNtsurface patches by means of a
CFD mesh generator. The form factor between two patchekiggrited by means of
a sender facei & 1...N) at the positiorx (top right of the scene) and a receiver face
(j=1...N, j #1i) at the positiorx’ (bottom). Both patches have the absolute distance
vector|ds,| but different viewing direction vectofé. The occlusion problem can be
interpreted as a shadowed region by means of Figuie 3.8hézatehich are visible
from the sending face are marked in green, hidden ones are red

Form factors which are senseless in terms of its physicahingand its portions to the
total radiation power can be excluded a-priori in order tmidwunnecessary calculations.
Such patches might be located on an averted side with regp#wt sending patch or
they might be somehow covered by one or more overlying patchieis exclusion can
be either done by using the directional property of Lambargmitter which allowed
no reflection of radiation focosp < 0. Furthermore, the z-buffer algorithm is often
applied in order to solve the occlusion problem, comparee@and Wallace (1995) or
Ashdown (1994).

A radiosity algorithm was implemented Matlab™. Figure[3.9 shows the calculated
total radiationB in a scene with two obstacles. The scene was discretizedint 8300
equidistant patches by a mesh generator. The illuminatement (emitter top right)
was initialized with an intrinsic radiation & = 10, whereas all the other elements had
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— hidden patch
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Fig. 3.8.:lllustration of a discretized occlusion-scene with its igpetrical form fac-
tor(s) between a sender and a receiver patch; vispee() and invisible
(red) elements from the sender position are highlighted.

Lambertian
emitter

illumination map with
occlusion (HID) solution

total number of scene
surface patches: 5285

Fig. 3.9.: Simulated propagation of light from a diffuse Lambertianitéen (top right)
calculated with the radiosity algorithm.

E = 0. The algorithm produced a physically meaningful solutioall areas (i.e. occlu-
sion, the decay of intensity with increasing distance fromemitter, the superposition
of light where surfaces intersect). The algorithm was agjii the following to correct
the Sl-effect from the experiments presented above. liyitsome conditioning of the
experimental data was required. The experimental data wgesgbed on a surface grid
that represented a discretized geometry of the cornerriexpet. The only parameter
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Fig. 3.10.:Pressure dependency of the absorption coefficefar the three adjacent
configurations gymbol} of the BF400-coated base plate; linear fit lines of
the empirical absorption coefficients are included.

which was free to be varied and by which the radiosity sotutiould be controlled
on the constraint of a steady state (with respect to illutinaand geometry) was the
radiation absorption coefficient. The goal was to find values far which finally pro-
duce a radiosity solution that had minimum deviations fromexperimental data. The
consideration of the intensity ratio change required a ploysical interpretation of the
absorption coefficient: The radiosity in the vicinity of adgnt surfaces may increase or
decrease depending on the pressure ratio. Hence, the Iosdiation energy must also
be allowed. This slightly altered interpretation of the Lzertian model resulted in the
fact that the absorption coefficient may not only have pesitialues between 0 and 1
but can also be negative. Finalty,was varied in the range 6f0.05 < ¢; < 0.05 with
Acy = 0.001 for each calibration pressure.

Figure[3.I0 displays the empirical values §ymbol} for the BF400 configurations.
The scattered data were approximated by a linear fit. It caseba that the reflection
coefficient is nearly constant gt= 0 for the black absorber paint. Its pressure-invariant
slope confirms a good suppression of the Sl-effect as it waa@dy assumed from the
first impressions. The other two configurations show a sicanifi pressure dependency.
The measured intensity distributions were finally corrédtg means of the radiosity
algorithm and the; values from the linear fits were applied.

For the correction, the actually measured intensity rats wonsidered as the total ra-
diation solutionB. Hence, Equ[_3.317 must be reformulated in order to caleuta
intrinsic radiationE without the superposition of the Sl-effect. Figlire 3.11vehithe
comparison between the measurtift(sample half and the corrected intensity ratio
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Fig. 3.11.:Comparison of the intensity change in the vicinity of a ragwar corner
due to self-illuminationleft sample halfmeasured Sl-effecRight sample
half: radiosity-corrected Sl-effectAdjacent surfacegfrom left to right):
frosted aluminum, BF400, absorber paint; pressure rajiop;es = 1—80%
(top) and p/ pref = 1+ 80% (ottom).

(right sample halj for the three configurations of the BF400 base plate. Thespire
ratios are agaip/pref = 1£0.8.

It is obvious that the self-illumination can be reduced by@8m the vicinity of the
intersection by means of the radiosity algorithm. Howeitels also evident that the
radiation propagation disobeys an ideal-diffuse propegdaw as indicated by the re-
maining intensity pattern in the vicinity of the intersecti The comparison of the first
two samples (PSP aluminum and PSR PSP) with the configuration PSP black
shows that self-illumination might be better suppressed tifack absorber coating.
All surfaces that intersect with a PSP-coated area and varemot from interest dur-
ing the PSP experiment should be covered with a black abspeiet. Nevertheless,
it could be confirmed that the radiosity algorithm can be asiilty to correct the
self-illumination effect on adjacent surfaces which areered with a PSP coating.

3.4. Paint contamination

PSP coatings tend to absorb liquids and solved contamitatiom the gas in the ap-
plication surrounding as a consequence of the coatings@able binder, compare
Sakaue et al. (2006). Figure 3112 shows the effect of a hjiliogleft) and a hydropho-
bic binder ight) on a water droplet. Hydrophobic surfaces are charactébiye large
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3.4. Paint contamination

hydrophilic surface: small contact angle y hydrophobic surface: large contact angle y

Fig. 3.12.:Water droplets on a hydrophiliteft) and on a hydrophobic surfaceght).

contact anglg/ but by a small affected area. Hence, a contamination tylgicdluences
the porosity of the PSP. This can cause cross-effects toudecting and the diffusion
time. This, in turn, can reduce the pressure sensitivitythademporal resolution.

The following experiments assessed the impact of containmsalike oil droplets or
carbon soot particles on the pressure sensitivity of a P@Bngpand classified the or-
der of magnitude of the measurement error. The experimeets warried out in the
static calibration chamber. Two paint samples were coatiéil 20 um of the binary
PSP BF400. Each sample was split up into four quadrantse uadrants were ar-
tificially contaminated with different intensities; theuidth was used as reference. A
sudden pollution of the paint surface is simulated by thistsgy.

Figure[3.IB shows the samples in an overall view on the Iefie Tpper sample was
polluted with a conventional, transparent salad oil. Theglosample was contaminated
with powdered carbon particles which were dissolved ingnkiin order to apply the
contamination by a spray gun. The microscopic closeupsatigplay the different
contamination levels. The images underneath show theibathcloseup which was
used to estimate the degree of contamination. The contéioriseemulated typical pol-
lutions as they occur in the wind tunnel facilities at UniBwidil droplets highly likely
residue from the seeding particles of PIV measurementdbdbasoot particles imitate
conventional dust.

Both samples were calibrated twice, clean and contaminatdd= 25°C in the range
of [10< ps < 160 kPa withAp = 10kPa. The reference pressure vpag = 100kPa.
The clean quadrant served as a reference for the deteroriradtihe systematic devia-
tion between the two consecutive calibrations. The remgiexperimental setup was
the same like for a conventional PSP calibration, as inttedwearlier.

Three topics were from major interest and should be answeitbdhese experiments:

1. How is the contamination effect on the PSP pressure s8gtysénd on the mea-
surement accuracy?

2. Isitpossible to compensate the contamination effect égma of a reference dye
in a binary-PSP coating? How is the difference in these tes@mpared with
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Fig. 3.13.:Macroscopic photograph of the contaminated sample withracoinated
quadrants of different contamination levetdoseupy The 4th reference
quadrant was left blankfop: salad oil contaminationBottom: contamina-
tion with carbon soot particles.

the results from a uni-PSP?

3. Isit possible to minimize the impact of the contaminatigran adept designation
of the recording times for the PSP intensity images (wirfdsabr wind-on or
wind-on prior wind-off) and how is the remaining measuremenrcertainty?

The intensity ratid,ef/I is considered in the following in order to answer these ques-
tions. The reference and the pressure-sensitive dye infd@Bwere evaluated either
isolated or combined in order to simulate a contaminatioa ohi-PSP or of a binary-
PSP.

A continuously increased contamination during a wind tmaa can obviously lead
to a continuous change of the pressure sensitivity with tifitee third item examined
the question for the best moment to record the wind-offinéndntensity images from
contaminated surfaces. A ratio indexed with clean./camukated that the wind-off im-
ages were recorded from the clean PSP surface before thewvindl was started. An
index cont./cont. means that the wind-off images were dembfrom the contaminated
surface after the wind tunnel was stopped. The wind-on imagee recorded from the
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3.4. Paint contamination

contaminated surface in both cases. The classic calibrafithe clean sample served
as a reference for the calculation of the measurement @crt
The specific evaluation schemes and sub routines were aw#oll

1. averaging, image alignment and dark-frame subtractiothie intensity images
of the pressure monitdg(p),

2. averaging, image alignment and dark-frame subtractoth intensity images
of the reference monitdi (p),

3. calculation of the normalized pressure intensity imagenkbans of the reference
imagel =1Ip(p)/I(p).

4. calculation of the Stern-Volmer ratios which simulate different image acquisi-
tion states:

a) reference(lyef/I )dea,./dean: Iclearf L0OKP3/Iclear(P)
b) clean/ Cont-(lref/l )clearycont = lciear(100kP3/lcont (P)
C) Cont / Cont(lref/l )cont/cont == Icont (100 kpa/lcont ( p) y

5. extraction of the representative intensities from aaegif 5¢ px2 in the center
of each quadrant,

6. calculation of the deviations between the clean refereatibration and the con-
taminated calibrations.

The results of the oil contamination are displayed in Fi@@ife} and the ones from the
carbon pollution are shown in Figute_3115. The upper parhefindividual figures
shows the Stern-Volmer plots. The lower part displays thenisity deviations of the
different contamination levels from the clean referenceeda percent. The different
contamination levels are shown color-coded. The left- gjlt+thand-side compare the
results from the binary- and the uni-PSP, respectively.

It can be seen that even a moderate contamination only hasleeffact on the intensity
ratio in the case of the oil-contaminated sample, no métteeiratio (lref/l)clearycont

or the ratio(lret/!)cont /cont i considered. This effect is assumed to be mainly caused
by the hydrophobic surface characteristic of the PSP. Thplelis effectively cover a
small area of the PSP coating. This leads to a reasonablé &ffeation of the pres-
sure sensitivity. The quencher can still diffuse into thedeir and deactivate the lu-
minophores. The transparency and stationarity of the dtdptthermore causes that
the effect on the excitation and emission intensity coulaviukely reduced by the refer-
ence dye in the PSP coating. A deviation of 1-2 % from the cieéarence calibration
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Fig. 3.14.:Left: Influence of the oil contamination on the intensity rationgsboth the
pressure and the reference probe and the isolated evaludtibe pressure
probe ¢ight); Top: Stern-Volmer plotsBottom: difference in the individual
ratios with respect to the clean reference ratio; the cointation levels of

the individual quadrants are color-coded.
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Fig. 3.15.:Left: Influence of the carbon contamination on the intensity rasiog both
the pressure and the reference probe and the isolated #oalo&the pres-
sure proberfght); Top: Stern-Volmer plotsBottom: difference in the in-
dividual ratios with respect to the clean reference ratig, ¢contamination

levels of the individual quadrants are color-coded.
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followed for moderate oil contaminations if a binary-PSR ba used. Using a uni-PSP,
the deviation slightly increases up to 3-5%. The strongailtamination (#4) led to the
formation of a thin film on the PSP surface. This film causedstigpression of the gas
diffusion and clearly affected the pressure sensitivitgnek, a change in the intensity
ratio by about 15 % (with respect to the clean reference éas®jdent if the reference
luminophore information is used. The isolated evaluatibtihe uni-PSP revealed a de-
viation by about 55 %.

The deviations in the intensity ratio for the carbon contaatibn instantly grow with in-
creasing contamination level as expected. Macroscopiguspaoot particles deposited
on the PSP surface and impeded the excitation of the lumoreph Microscopic parti-
cles penetrated into the porous binder and influenced thechiregy process and hence
the pressure sensitivity. The contamination effect is smwecompensated by the refer-
ence molecule. It resulted in deviations of up to 10 % for tinaty-PSP. The deviations
rise above 100 % for the isolated consideration of the pressignal.

It should be noted that the individual contaminations did lead to an increased
pressure-sensitivity as indicated by the steeper slop#seddffected curves. This vir-
tual increase aroused by the reduced intensities as a amrs=E|of the contamination.
In general it can be stated from these experiments that téesity ratio which is formed
by means of clean and contaminated intensity images/l )ciearycont) is significantly
affected from the contamination. The intensity ratio imalgarly suffers from the local
intensity drops as a consequence of the contamination. érheval of these areas from
the final ratio image by appropriate image processing teghas might be possible but
definitely introduces a residual measurement error.

If PSP experiments are carried out in facilities which suffem moderate or strong
contaminations, no matter if continuous or sudden polhgjahe wind-off intensity
images should be recorded at similar contamination leets@wind-on images imme-
diately after the wind tunnel shut-down, as it was simuldigdhe ratios indexed with
(Iret/cont/cont- This approach can reduce the effect of the contaminatioednnot
suppress it. Advanced image processing strategies migintdiéurther decrease the
contamination effect.

3.5. Summary

Some dominant factors were examined that have the mosfisagrtiimpact on the PSP
measurement accuracy under the conditions given at UniBevlyl PSP coatings, wind
tunnel infrastructure, equipment).

In order to compensate the PSP temperature effect, diffeteategies are typically fol-
lowed: A one-component PSP in combination with a surface&ature sensor on the
model surface is usually applied at low-speed conditionbinary-PSP in combination
with a thermoelectric element is preferentially used fangonic/high-speed PSP exper-
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iments. CFD calculations are preformed in addition if thraperature dependency of a
PSP is high (compare pc-PSP). The simulated surface tetnpeidistribution can be
used as an input for the data evaluation to correct the PSetature effect.

The investigation of a non-stationary illumination pattes it can originate from rel-
ative motions between the model and the excitation (e.g. einmation, deformation,
lamp vibration) showed that the synthetic motion of a honmixgl intensity pattern
of an LED excitation that is typically used at the departneEnised a change by about
0.16 % in the intensity ratio if the pattern is shifted not mtitan+-10 px. A PSP with a
pressure sensitivity of 76 %/ 100 kPa would suffer from anestainty of about 200 Pa
as a consequence of this motion.

The self-illumination effect was classified by means of apeginent on a generic cor-
ner. Itwas shown that the error in the vicinity of the intetsen of two adjacent surfaces
ought to be in the range d@f2%. A semi-empirical approach was presented for the cor-
rection of the self-illumination effect based on a radipsitgorithm. The corrected
results showed that the self-illumination effect could educed by 80 % by means of
the algorithm. Anyhow, if a PSP measurment is performed énvikinity of adjacent
surfaces where only one surface is from interest, the spafece should be coated with
a diffuse black absorber paint in order to suppress thelkgifination effect.

The study of oil and carbon soot contaminants on PSP surfavesaled the order of
magnitude of a potential measurement uncertainty as a goaesee of the contamina-
tion. However, these uncertainties are difficult to esterand may vary from a few
percent up ta> 100% depending on the contamination and its intensity. Tdeeaf

a binary-PSP usually promotes the suppression of small tmraaminations. If con-
taminations are present in the wind tunnel flow, the winduatnsity images should
be acquired at similar contamination stages as the windraigés. This might be right
prior to and after the wind tunnel shut-down. Anyway, unbedsd tunnel facilities are
affected by any contaminations, a carefull cleaning of #wility is mandatory before
testing.
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4.1. Overview

The PSP measurement technique is mainly used at large aeeospsearch facilities
in contrast to established optical measurement techniguels as PIV or LDV. This
is one reason why mainly in-house solutions exist for PSR dealuation. European
evaluation solutions lik&opas(DLR), OMS(TsAGI) or Afix (ONERA) are usually not
sold commercially but sometimes provided within cooperadi Due to the comparably
small number of PSP measurement systems at university aadrah departments, up
to now only a few commercial providers of PSP systems estadi.ISS Inc.provides
sale and development of PSP systems as well as evaluatibna®based o®OMS see
ISS Inc. (2013). The drawback of a black-box solution witHatck of adaptation oppor-
tunities to individual fluid-mechanical problems made #valuation routine unsuitable
for the experiments carried out at UniBwM. Therefore an omhduse solution named
IRES - Intensity Reduction & Evaluation Softwavas developed as a proprietary im-
age processing tool. It was designed for the analysis angkcsinn of digital intensity
images into pressure and temperature distributions. €urtbre, it was specifically
adapted to some fixed boundary conditions such as:

« the variety of problems — data evaluation should work faznaifluidics as well as
macroscopic low-speed, transonic and supersonic fluidaemécal experiments,

* the measuring equipment — interoperability with avaistidhrd- and software,

« its usability — simple application of the tool by staff oudéents from the depart-
ment,

* its expandability — numerous individual flow problems didoby combined in
one main routine including individual post-processing ajpynities.

The efficient interaction between the given components o6R Rard- and software
system was from primary importance for the program desigigurgé[4.1 illustrates

the function oflRESas an interface between the specific system componentgingxis
recording systems should be used. They work reliably andreres synchronous data
acquisition with a plurality of cameras and light sourcesvadl as the simultaneous
recording of sensor data of any kind. The program shouldgz®¢he data directly
without reformatting in order to increase the evaluatioficieincy. An interface for
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system components)

|

CFD
(T,p fields for in-situ
correction if necessary)

calibration system, ...)

Fig. 4.1.:IRESas a link between the individual design constraints ancegyst

CFD results should help to increase the measurement agcafabe final pressure
distribution (e.g. reduce the temperature effect by me&i@® surface temperature
distributions). The output format should be compatibldnveibmmon visualization tools
(e.g.Tecplof”, Ensight").

The tool should be able to perform state-of-the-art imagmaient and data projection
onto 3D grids by means of well defined marker distributiontse grid projection might
be required because:

1. typically, two cameras are used for binary-PSP measuresmat UniBwM.
Hence, the signal can be recorded from (slightly) differéietving angles by
each camera. Especially the intensity images from compéexngtries have to
be dewarped and aligned by means of intrinsic and extriresiceta parameter
(explanation follows below).

2. aerodynamic forces can cause a potential model defamatia translation with
respect to the wind-off state during the flow state. A calioteof the intensity ra-
tio that does not account for these effects is simply wroregbse it can establish
correspondences between two points which are usually gdifsindependent as
it was examined in the previous chapter.

Hence, advanced data analysis techniques are typicallieddpr high precision PSP
results. In the past, many approaches were presented tinedsed the accuracy of
the intensity image alignment. An overview of the most cotimal ways is sum-
marized by Venkatakrishnan (2004). Shanmugasundaramamndr8h-Abolhassani
(1995),| Bell and McLachlan (1996) or Le Sant et al. (1997)aduced fundamental
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4.2. Implementation

works on alignment techniques based on image features.€Bterés must be detected
in both, the wind-off and the wind-on images. These featooesd be artificial markers
(e.g. registration markers or pressure taps) or naturalres (e.g. intensity variations
due to the illumination pattern or the luminophore concatitn). The images are seg-
mented into polyhedrons on behalf of the features and deslaby means of affine
transformations. Affine transformations require a largmber of features for a high
accuracy alignment especially for complex geometriestheuextensions to this align-
ment technique were presented by Liu etlal. (2000), Le Saai: 2005) or Kuzub et al.
(2011).

Sung et al.[(2005) presented a correlation-based imagenadigt by means of standard
PIV evaluation algorithms. The wind-off and wind-on intépsmages were correlated
and the resulting shift vector field was used for a reconstmof the deformed or
shifted intensity image. This comparably time-consumingthrod is able to produce
high quality image alignments depending on the texture e@iritensity image.

A common approach to reduce the data volume is the projeofitime intensity image
on a discretized surface grid of the model like it is used f&iDCcalculations. This
method was introduced for PSP applications by Donovan ¢1893) and extended by
Bell and McLachlan| (1996). It is based on the photogrammalggrithms as they are
applied in computer graphics. All standard operations lier ¢alculation of the final
pressure distribution (dark-frame subtraction, raticcekdtion, averaging or filtering)
are performed on the grid.

IRESuses a hybrid approach. The image alignment is performe@®ihy2means of a
camera calibration and a working grid. The working grid isated from a coarse input
grid. Details of the implementation and the operation aseutised now.

4.2. Implementation

The basic functions dRESare described on the basis of a PSP evaluation. The general
procedure also applies to the evaluation of TSPs. For mdoeniation on the proper
usage of the tool, the reader is referred to the user guide.

IRESwas developed iMatlab™ using its functions and comfortable image processing
toolboxes from the version R2012a. The flow chart in FiguB:stimmarizes the tool
and its main functions. GenerallRESprovides the possibility to process the intensity
images of up to 10 pressure cameras (in the following denate@d camera, with re-
spect to the color of the luminescence signal) and 10 refereameras (green camera).
By this, 360° PSP measurements can be performed with high spatial resolut

During the implementation, it was also focused on the uséefparallel-processing
functionality. It raises the temporal efficiency during #aaluation of large amounts
of data as they might origin from time-resolved measuremelttwas additionally fo-
cused on the automation of the analysis. Input parametsrdilsure an automated and
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4. IRES- data reduction for PSP

paint calibration;
parameter-file generation;
grid pre-processing;
data organizer

initialize case
(read parameter-file; parallel
processing options; data linking)
5w | |
j=1 Dpressure camera(s) | v A
process wind-off data
(averaging; dark-frame
correction; filtering)

L 2
input or detection camera calibration
of initial marker > and working grid
positions (u,v) creation FEES e
4 N\

process wind-on data
(dark-frame correction; filtering;
mapping) —
\__create intensity ratio (/.;/I) )

automatic sub-pixel estima-
tion of marker positions by
previous image correlation

convert (/,.¢/ I) into pressure
(coefficient) or temperature;
in-situ correction; statistics

. T J
v
visuali- merge all mappings into one
. @ final pressure / temperature
zation & .
« distribution
2
< !
31 party software G

individual post - processing ]

Fig. 4.2.:Flow chart for a PSP/TSP data evaluation WRES

reproducible evaluation. The index “wof” is used in the dwling if wind-off images
are discussed (index “won” for wind-on images). All stamtaperations (e.g. dark-
frame subtraction, averaging) are described in detailindrid Sullivan!(2005) and are
not discussed here.

Assuming that a PSP measurement is performed using a bioating (red and green
camera). The intensity is recorded at the wind-off and windstate. The image align-
ment is based on the rggt camera coordinate system. All remaining intensity images
such as regbn, greer,or and greepon are mapped into the rggs camera system by
means of individual camera calibrations and a working dFide working grid has the
same resolution of grid points as the ygdcamera has pixel that carry PSP information
(no background). The working grid must be created only onceshch data set. The
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4.2. Implementation

projection approach has advantages and drawbacks. Thieeadaantages are:

* sub-pixel accurate image alignment for all intensity ims@f up to 10 camera
sets,

 usage of simple two-dimensional image filter techniquegkvare constant for
the entire ratio image,

« the possibility of the final usage of either the two-dimensil image information
or the reduced data on a three-dimensional grid.

Three drawbacks are:

« creation of the working grid might be memory and time-cansg for images
with very high resolutions (>10 Mpx),

« intensity image mapping from one camera to another camise-tionsuming,

« the interpolation during the image alignment from one came another might
slightly affect the data (smoothing or noise increase).

After all involved images were mapped into the ggdsystem, the calculation of the in-
tensity ratio and the pressure conversion follows. The fesllts can be post-processed
by means of individually adapted functions (e.g. integratif pressures in order to cal-
culate forces or spectral analysis). The operational trackgl of fundamentalRES
subroutines is explained below.

4.2.1. Input files

IRESrequires a specific folder structure and some basic inpwt fildhe folder struc-
ture can be found in Appendix B. Furthermore, seven inpus file mandatory for a
successfulRESevaluation. The file "case-name.set" is used to set the pauthgor
establishing the internal case variables. The name of teisfiould contain relevant
test parameters.

The parameter file named "Parafile_case-name.dat" endgrastomatic evaluation. It
contains relevant evaluation presets. An exemplary pasarfiee is discussed in detail
in Appendix B.

A surface grid file called "case-name_InputGrid.dat” isuisgg that includes a dis-
cretized surface in the ASCII format. This grid serves ashihsis for the generation
of the working grid (explanation follows below) and it casithe surface pressure
mapping for visualization if desired. The entire surfaca& gnust consist either of
triangles or rectangles, a hybrid mesh is not allowed. Itlvamreated with any CFD
mesh generator. So faBambit" surface meshes are supported which were converted
into the ASCII-hypermesh format BYGRID™.
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4. IRES- data reduction for PSP

Four files are mandatory that contain the environmental itiond during the exper-
iments for each recorded image. The files "wind-off_pressiBa.dat" and "wind-
off_temperature_K.dat" contain the ambient static pressu Pascal and the static
model temperature in Kelvin for each wind-off image. The sapplies for the wind-
on files "wind-on_pressure_Pa.dat" and "wind-on_tempegaK.dat". The *tempera-
ture* files remain empty if a surface temperature distrilutivas available from TSP,
CFD or IR data (plug-in for CFD and IR not yet implemented).

The in-situ correction of the PSP results is applied by meétiwe "tap_pressures_Pa.dat"
file. It contains amm x n matrix withn static pressure readings from the model in Pascal
for mwind-on intensity images.

4.2.2. Marker detection

Image registration markers on the model surface are marydatoan IRESevaluation
because the individual camera calibrations are calcufabad the correspondences be-
tween the image marker positions and their geometric positon the model. Dark,
round spots with an imaged diameter of about 10 px are p#atlgwsuited as registra-
tion markers. The markers should be distributed randoméy tve model whereas the
region-of-interest should be surrounded by the markersirBeometric positions must
be well known in any case. For a planar test geometry, atfeasmarkers are required.
In the case of a complex geometry, at least six registratiarkens must be noticeable
for each camera.

IREShas an implemented marker detection routine that allowérikieng between the
markers in the image and their geometric positions. The haeto identify the coarse
marker position in the first intensity images of each invdlwamera. The detection
in the successive images is done automaticdREScalculates the precise sub-pixel
positions of each marker from the coarsely picked positiofiserefore, the intensity
image is segmented. The size of the segmented image can hedib§i the "marker
search radius". Several algorithms can be selected fordterdination of the marker
positions. They provide different accuracy levels acamydb the quality of the inten-
sity images. The centroid algorithm can be the best choicenfirkers which appear
perspectively distorted or that are close to edges. The gt image is separated
into fore- and background informations by means of an irtgisreshold. The cen-
troid of the segmented foreground information is calculdig means of standaidat-
lab™ functionality. The centroids position is subsequentlydlias the sub-pixel precise
marker position. The segmentation into fore- and backgi@and hence the calculation
of the centroid is affected by image noise. Hence, the egtignposition of the same
marker may vary by some tenths of a pixel in noisy subsequengés.

A much more precise marker position estimation can be pagdrby means of a cross-
correlation of the segmented image with an artificial markée intensity profile of the
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4.2. Implementation

repeatability of
sub-pixel marker
position estimation
in IRES

pat'h of picked
positions

/

/

/— search radius: 20 px
search radius: 40 px

Fig. 4.3.: Repeatability of the detected marker position for variocigged positions di-
agonal ling for changing marker search radbléck and white lines The
horizontal ¢lashedl and vertical deviationssplid) between the detected and
the original marker position are outlined.

artificial markers is either Gaussian or top-hat. The shage frientation or stretching)
is estimated by an initial fore- and background segmemafitie shape parameters are
used as an input for the generation of the artificial markke Jub-pixel accurate deter-
mination of the marker position from the 2D cross-correlagplane works similar to a
PIV evaluation according to Eqli._2.2]16.

Figure[4.3B proves the reliability and repeatability of trmrelation-based marker de-
tection for various coarsely picked positiortiggonal ling. The results are displayed
for varying marker search radii. The calculated positionsnibe independent from the
picked position in order to ensure a safe and reliable mat&rmination in an auto-
matic evaluation of subsequent (potentially moving) PSBges. The high accuracy
requirements are mandatory for a precise camera calibratiich is the basis for the
creation of the working grid and the image alignment.

4.2.3. Working grid

IRESrequires a working grid for the sub-pixel accurate mappigllantensity images
from every camera into the rggk reference camera system at full image resolution.
The image alignment as it was implementedRESimplies the procedure sketched in

Figure[4.4:
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4. IRES- data reduction for PSP

camera camera
pressure wind-off 7

image plane (red,,.;)

image marker

positions P’(u, \'

rd 1 \ / !
/ 1 \ / /) I
s s A \ \ Frly t ‘.' ______
geometric marker positions P(x,y,z) input grid

Fig. 4.4.: Schematic of the working grid creation IRES Left: camera calibration
based on the model markers and the coarse input &ight: creation of
the working grid green with the reg,,s camera resolution by applying the
camera calibration for each pixel.

1. A specific calibration as given by the relations 4.2.1[a@d4must be performed
for each camera in order to calculate the intrinsic and esiticamera parameter
as a basis for the image mapping from one camera into anofftez. camera
calibration is performed by means of the wind-off intensifyage, the geometric
(red) and image marker positionbl(€), compare schematic on the left in Figure

2. An auxiliary grid (working grid) is created by means of thind-off intensity
image and the calibration of the reference camera systemelisasvthe input
grid. The working grid has the same number of nodgedn as the reference
camera has pixels, whereas pixels with background infoaomsit(no PSP) are
skipped, compare right in Figure 4.4.

U-s L L, Ly Ly §
V- S = Ls Lg L7 Lg 2 (4.2.1)
S Lo Lo Lz L2 1
———
image coordinatep’ transformation matrit. worlMtesP
LiX+Loy+L3z+Lg
u
LoX+Lioy+L112+L12
_ Lsx+Lgy+L7z+Lg (4.2.2)
LoX+Lioy+L112+L12 o
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4.3. Validation

The camera calibration is based on the pin-hole camera madgbroposed by Tsai
(1986). The basic relation that links the image poift&l,v) and the geometric coor-
dinatesP(x,y,z) is given in Equ[4.2]1 arld 4.2.2 whereas the coefficients efrdns-
formation matrixL describe the camera calibration, see Azad ke al. (2009)m Fine
coefficients, the intrinsic (e.g. focal length or princigeint) and extrinsic camera
parameter (orientation and position) can be calculatece Specific relations for the
conversion are given in Appendix B in Edu._BJl0.1 and B.0.2.eAaf pseudo-code al-
gorithms describes the calibration procedure and theioreaf the working grid. The
algorithms are also attached in Appendix B.

The transformation coefficientsin Equ. [4.2.1 can be calculated by meansof 6
marker correspondences using Algorithin 1. The working grigenerated from the
knowledge of the camera calibration and a raw camera imageineg,os system by
means of Algorithni3. The remaining intensity images arepeddrom their specific
cameras onto the reference image by means of the createthganid and the Algo-
rithms[2[24 and15. For a high-accuracy image alignment, dgg@amera calibration is
required. This, in turn, premises an accurate determinatiche marker positions in
the individual intensity images. It finally clarifies the @ff that was put into the precise
marker determination at the beginning of this section.

4.2.4. Pressures conversion

A bi-square fitting function of the form:

Iref p 2 p P\’
(7>:A+BAT+CA(—>+DAT +E4(—>~T+F4(—> (4.2.3)
I Pref Pref Pref

was implemented itRES Equ.[4.2.B is solved for pressure or temperature in case
a PSP or a TSP evaluation, respectively. The coefficidntE are paint characteris-
tics which can be determined in a calibration chamber or biyasitu calibration. The
temperature information for the compensation of the teatpee effect in a PSP mea-
surement either comes from a temperature sensor, TSP/#bdatCFD calculation.

4.3. Validation

The accuracy of the calculated intensity ratio is examinethbans of synthetic images
which emulate a transient measurement series. Two images 4800 images each)
were generated that simulate the major impact factors onatiee accuracy. One data
set was created with different image qualities (noise Ewlat can affect the precise
marker determination. State-of-the-art CCD and CMOS camean have typical noise

of

levels betweeri0.1 < oy < 5]%. The second image set emulated a shift between the
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4. IRES- data reduction for PSP

wind-off and the wind-on images as a consequence of a patembidel motion (or aero-
elastic deformation) which might be resolved in a transierdge series. The images
were further defined by:

* The size was 52px?;,

« The individual image consisted of a flat-field part and a sog@osed Gaussian
white noise;

* The wind-on/wind-off flat-field ratio was 1;

Six registration markers were included in order to map thages on a generic
surface;

» Set 1: The noise level was varied betwgen < oy < 5]%;

* Set 2: A model motion was simulated while a continuous i shift around
the image center witfil <r < 10 % was applied to each image. The images
were finally superimposed with 1 % white Gaussian noise.

The intensity ratio from the individual images was calcethin|RESwhereas no image
filtering was applied. The individual ratio images were sdgently averaged in order
to evaluate the noise level with respect to the number ofeaest ratio images. The av-
eraged intensity ratio for every loop was evaluated in aaregilar box of & px? close
to the image center. Within the box the megarand the standard deviatiam which
define the signal-noise-rat®NR= Li/o were calculated for the intensity ratio.

The results of the noise study are shown in [Eig] 4.5. Thehlaftd side shows a semi-
logarithmic plot of the SNR with respect to the image numloervarious noise levels
(symbol}. The SNR increases as expected vBtiRO 1/, /Nimg. The right-hand side
presents the residual noise portiofNl: 3 (In/lo — 1) - 100% that is finally present in
the averaged ratio by knowing that the exact ratio should. Béh& noise residuum is a
direct measure for the accuracy of the raw (unfiltered) witgmatio.

Images with a noise level of 1 % finally produce a noise leveltmiut 0.2 % in the indi-
vidual intensity ratio. As expected, an increased numbesaaiples further decreased
the noise level below 0.003 % after averaging 500 intensitips.

The spatial filtering of the intensity ratio is mandatory i8RPapplications in order to
reduce the residual noise. The data set which was superadpeigh 1% noise was
re-evaluated with an activated image filtering of siz@. The residuals are included
in the right figure, as indicated by the hollow triangles. #sashown that the filtering
can decrease the residual noise by a factor of 10 down to @482 a single evaluated
image pair.

A noise level of 5% which is present in the raw intensity imageoduced a resid-
ual noise level of about 1% in the processed intensity rdtionly one image is
evaluated. A significant higher number of ratio images mustaberaged in or-
der to get comparable results as for the 1% noise level. Bhigdinly caused by

58



4.

3. \alidation

300 = 3
i S
SNRdB’ i M E ] -
[dB] | ey £ 0.5
2007 e 3 | .
I e 2 0: LT,
] - el b 4 = Q;: an
I P N e
100 noiselevel| 2 1 Ngznxz filtere noise level
] * 05%| 7057 ;i rd *05%
[ vibration amplitude: 0 px || » 1% ©  Jvibration amplitude: 0 px|| ** 1%
1 no image filtering ¢ 5% - no image filtering ¢ 5%
10° 10' 10%,, [-] 10° 10' 10°, . [-]

Fig. 4.5.: Left: signal-to-noise ratio [dB] in the final intensity ratio foarous raw im-
age noise levels evaluated WHRES Right: residuum of the remaining noise
level with respect to different raw image noise levels wialeraging 500

intensity ratio images.
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Fig. 4.6.: Left: signal-to-noise ratio [dB] in the final intensity ratio foarous model
motion amplitudes evaluated wilRES Right: residuum of the remaining
noise level with respect to different model motion amplésavhile averaging
500 intensity ratio images, from Bitter et al. (2012).

a slight variation in the estimated marker location due tithage noise. As a conse-
guence, the camera calibrations of the individual image® wkghtly different. This
directly affected the image alignment.

The results for the data set that emulated the synthetic inookion are displayed in a
similar manner in Figl_4]6. The SNReft) remains almost unaffected from the model
motion amplitude if more than 7 images are averaged. As stoowthe right, a single
unfiltered ratio image has a residual noise level of aBeIB % at its maximum. From
7 images on, the residual noise level drops down signifigamttl is nearly not affected

59



4. IRES- data reduction for PSP
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Fig. 4.7.: Computation performance with respect to the intensity iem@golution using
the single and parallel CPU evaluation option$RIES evaluation performed
on anintel 17™dual quad-core CPU.

by any model motion amplitude.
It can be summarized that intensity ratios from wind-offfddon intensity images that:

* have a moderate noise level of about 1%,
» showed model motions or deformations frefriL0 pX,
« were finally smoothed by an appropriate gradient-preegrirnage filter

can be evaluated with an accuracy of about 0.04%. With a pressensitivity of
76 %/ 100 kPa this would result in an uncertainty of about Shze individual filtered
ratio image as a consequence from the mapping procedurenWRES A significant
decrease of the uncertainty down to about 0.006 % (or 8 P&kifinal ratio image is
possible if more than 7 ratio images were averaged.

Finally, the evaluation time was benchmarked by means dhstic intensity images
of varying resolution. They were processed using the parptbcessing option. The
image resolutions varied between 0.1 Mpx and 11 Mpo(4000. The evaluation in-
cluded the image filtering, an in-situ correction and thexgabjection on the 3D grid.
The results are presented in Figlurd 4.7. Ifitel 17" dual quad-core CPU architecture
is used (140 G(FI)O/ s) a doubling of the CPU number resuhieal30 % speed-up for
images with resolutions 0.5Mpx. The processing of 10 intensity images with the high-
est resolution took about 130 s on four parallel CPUs. If thage resolution is smaller,
the data-i/o dominated the image processing and the benéfie parallel-processing
option vanished.
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4.4. Summary

4.4, Summary

The PSP data processing tdBIESwhich was developed at UniBwM was introduced
within this chapter. The basic functionality was discusedwtreas the precise marker
determination and the image alignment were focused.

The processing of two synthetic images series that emutiifetent image qualities
or potential model motions validated the performancéRESwith respect to the eval-
uation of transient PSP image series. It was shown that theifirage alignment and,
hence, the intensity ratio is dependent on the quality ofrélve intensity images. If
the intensity images contain noise levels up to 1% and theeimodtion amplitudes
are below 10px an individual filtered pressure image costairesidual uncertainty of
about 50 Pascal as a consequence from the mapping prod&¥s3iThis residual was
significantly decreased by means of image averaging for thae seven intensity im-
ages.

The evaluation performance of the program was assessedtateaoéthe-art desktop
PC using the implemented parallel-processing optiolRIES A doubling of the CPU
number resulted in a 30 % speed-up for high-resolution gitgimages.
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5. Benchmark of the PSP system

5.1. Wind tunnel facilities

5.1.1. Trisonic wind tunnel Munich

The trisonic wind tunnel (TWM) at UniBwM is a blow-down windrnel. Its subsys-
tems are sketched in Figure b.1. Air is taken from the atmesgtdried, compressed
to 2 MPa and stored in two vessels (2) - each having a volum®®fif. The filling

of the storage vessels from ambient pressure takes abdubdr$ with 3 compressors
(1). The compressed gas is led through a feed line with salfetices into the wind
tunnel facility for operation. The mass flow is controlled d&ydraulic piston valve
located at positiora. The total pressure in the facility can be adjusted in thgean
of pt = [120...500 kPa by means of this control unit. The accuracy of the pressur

Trisonic Wind tunnel Munich (TWM)
a) control valve

b) settling chamber
¢) Laval-nozzle

d) test section

e) plenum chamber
f) diffusor

g) outlet

burried infrastructure
1. air compressors
2. storage vessel (190 m?)

Fig. 5.1.: Sub systems of the trisonic wind tunnel Munich (TWM).
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Fig. 5.2.: Turbulence level of the TWM with respect to the flow Mach numatkunit-
Reynolds numbers aroundst 10° m—1.

adjustment is 0.5kPa. Unit-Reynolds numbers from=R@...80]- 10°m~! are pos-
sible as a consequence of the total pressure variation.eiTgticles for PIV inves-
tigations can be introduced at the position of the contrblevavhile using the strong
turbulence for their mixing with the flow at this position. &flow is further led through
the settling chamber with flow straightenel before it passes the Laval nozzlg.(
The nozzle allows a continuous adjustment of the flow Machbremin the range of
Mo = [0.3...3.0]. The setting accuracy 8M. = 0.005. The maximum wind tunnel
run time with full storage vessels at the lowest total presguthe test section is about
300s at M, = 3.0. The maximum flow rate is about 240 kg/ spatnax and M, = 1.0.
Here, the maximum run time for measurements is about 40 s.

The test sectiond) has a rectangular cross section and a measurement voluabe waif
[1,200- x 300" x 6797 mme. There are various optical accessibilities to the test sec-
tion from both sides and from the top. The test section cargbigpped with perforated
walls in order to avoid blockage effects of larger models dels can be mounted either
using guiding slots in the side walls or via a rear sting modifite angle of attack can
be adjusted contentiously in both cases betweeh< a < 25°. The test section is
surrounded by a plenum chambey. (The minimum optical path for an optical observa-
tion of the flow from the inside of the plenum chamber is abo81@. From the outside
this distance is not shorter than about 1.4 m. The flow finadlsps the diffuseif § that
re-compresses the gas before it is guided back to the atracsih

Wind tunnel characteristics
The wind tunnel turbulence level was assessed for diffeflemt Mach numbers by

means of PIV as shown in Fig_5.2. The turbulence level isradtdu5-2.5 % at subsonic
conditions and decreases down to 0.5 % at supersonic comsliti
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Fig. 5.3.: Axial (blacK) and horizontal grangé vibration power spectra of the TWM
facility at Mach numbers M = [0.4; 0.7; 2.6] (from top to bottom). Two
dominant frequencies dt~ [20; 100Hz originated from the hydraulic con-
trol valve.

High flow rates cause vibrations of the entire facility. Ier to identify specific char-
acteristics and separate them from potential dominant féatufes, the vibration spec-
trum of the facility was investigated. A marker at one of thdeswvalls was tracked us-
ing a high-speed camera with a recording ratésof 10kHz. The camera was isolated
from the surrounding and stored in a special air-cushioystem. Figuré 5]3 shows
the axial &) and horizontaly) power spectral densit§ of the marker at different sub-
and supersonic flow Mach numbers. Two dominant frequentiés£/20;100Hz and
their higher harmonic portions can be examined from the plas assumed that these
vibrations are mainly caused by the hydraulic flow contrdvea

5.1.2. Open-jet wind tunnel

Beside an Eiffel wind tunnel, an open-jet wind tunnel as swdtécally shown in Fig.
is available for low-speed investigations at UniBwMeThcility can be equipped
with two individual nozzles with exit diameters bf= [170; 370mm. The wind tunnel
is continuously driven by a 2.4 kW radial fan that producesaimum total pressure
change of about 980 Pa. Hence, flow speeds up to 60 m/s candiedeat the exit of
the smaller nozzle.
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radial fan
D
diffusor flow nozzle |4
!

straightener

flow speed
<60 m/s

Fig. 5.4.: Schematic of the open-jet wind tunnel at UniBwM. Flow speeg$o 60 m/s
can be reached with interchangeable nozzles.

NACA 23012

registration markers

Fig. 5.5.: Experimental setup at the open-jet wind tunnel (a) for the-$peed PSP
validation experiments onldACA23012 airfoil (b); 405 nm LED excitation
(c) and camera with signal filter (d), frdm Bitter and K&h[2011).

5.2. PSP at low-speed conditions

5.2.1. Experimental setup

The validation experiments for the PSP system at low-speedittons were conducted
using aNACA 23012 airfoil in the open-jet wind tunnel. The experimergeatup is
shown in Figurd 5J5. The airfoiloj was made from steel and had dimensions of
¢ =127mm chord length and = 203mm span/X = bZ/S: 1.5). The airfoil was
mounted about 50 mm away from the nozzle exit. It was postiom the center of
the nozzle so that the airfoil protruded some centimeteysrx the nozzle diameter.
The rigid construction of the setup and low aerodynamiceésrmompletely suppressed
model motion or deformation during the experiments.

The following model painting procedure was applied: A whiifuse screen layer from
a conventional base coat was applied to the cleaned modelceun order to com-
pensate some surface inhomogeneities and to increase Re2BNmage registration
markers were positioned on this coating using a rotatingesgabof pen in a 3-axis
CNC machine. By this procedure, the markers were preciggliedd with a position-
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5.2. PSP at low-speed conditions

ing accuracy of @5mm. The airfoil was coated with the uni-PSP (UF400) after t
marker application. Hence, the markers remained cleasiiph in the individual inten-
sity image but completely vanished in the intensity ratio. &ffection of the PSP layer
was ascertained from the waterproof pen even some weeksesftimg. The total layer
thickness was approximately 340um (measured with uanix 1500.

The excitation of the PSP layer was done using two pulsed @d%igh-power LEDs, as
highlighted in Fig[5.b. They were mounted about 350 mm awaemfthe model. The
LEDs produced an optical power of about 3W in pulsed modeatjuer (frequency:
fLep = 250Hz, pulse duratiort, = 220us). The LEDs only flashed during the image
recording in order to preserve the paint from aging.

A 14 bit pco.4000CCD camera ) with sensor dimensions of,@08 x 2,672 pxX
(11 Mpx) was used for the image recording. It was mountedegeticular to the flow
vector ahead the suction side of the airfoil at a distanc&0f8m. A 570 nm long-pass
interference filter (transmissian 95 %, optical densit¥DD > 6) was installed between
the camera and th2eissMakro-Planar T*2/50 mm lens in order to avoid a potential
filter leakage, see Gongora-Orozco etlal. (2009). The $patialution with the optical
components was about 11.5 px/mm at an angle of attaekl2°. This corresponds to
an optical magnification d1 ~ 1 : 9. The camera intergration time wgs= 900ms in
order to have a luminescence intensity level close to thexfell capacity of the camera
(=~ 15,000cts).

This experimental setup was chosen in order to emulate #asgdimensions at the
TWM test section where similar validation experiments weoeducted under high-
speed conditions (next section). This approach shouldrerzssbetter comparability of
the uncertainty analysis from both test series.

5.2.2. Methodology

The experiments were conducted at various flow speeds agiclgaangles of attack
a. The individual test cases are summarized in Table 5.1. Tg&eaf attack was
adjusted from the resting position at= 0° after the wind tunnel was started in order
to avoid a potential flow separation. The wind tunnel already 10 minutes before
the recording of the intensity images was started in ordexdltv a homogenization
of the surface temperature. A ptl00 surface temperaturgosavas attached to the
model for the compensation of the PSP temperature effestvalues were recorded
for each individual image with an accuracy of 0.1 K. Severristty images as well as
dark images were recorded at the wind-on and wind-off staié® wind-off images
were recorded directly after the wind tunnel was stoppedtistafter the acquisition of
the wind-on images. The airfoil was equipped with staticpuge taps. Three ports on
the suction side were selected in order to use their readiimgke in-situ correction of
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quantity change parameters (flow speed variation)
open jet velocityJe, [M/S] 20 40 60
dynamic pressurg. [Pa] 225.2 900.9 2,027.2
angle of attacla [°]  [12;20] 12 [12;20; 24, 28]
Reynolds number R€1004 160 320 480
ambient pressurp. [Pa] 95,200
ambient temperaturg, [°C] 25.2
model temperaturés [°C] 25.1
magpnificationM [1] 1:9
eff. pixel arrayw x h [px?] 2,300 1,400
integration time; [ms] 900
optic ZeissMakro-Planar T* 2/50 mm

Tab. 5.1.:Flow conditions and acquisition parameter for tRdCA 23012 low-speed
PSP experiments in the open-jet wind tunnel.

the PSP results. Seven more ports were used for a compafisoa @aw PSP results
with the tap readings. This procedure should give an esomaif the measurement
uncertainty. The pressure measurements at the static werts conducted using a
ScaniValvepressure scanning device. The sensor was able to resoady state static
pressures in the range pf7 < ps < 7]kPa. The sensor voltage values were integrated
over 2s, averaged and finally converted into pressures bysnafea linear calibration

fit. Due to the long integration time, the static pressure tapre only read out once
during the test series. It was assumed that the values didhaoige with time during
the test series.

5.2.3. Results

Figure[5.6 shows the ensemble-averaged distributionseoptissure coefficientcy

on the suction side of the airfoil for varying flow spedds = [20; 40; 60m/s (from
top to bottom) air = 12°. In Figure[5.Y the corresponding pressure distributions fo
varying angles of attack = [20; 24; 28° (from top to bottom) at a constant flow speed
of U, = 60m/s are displayed. The readings from the conventiSnahiValvaneasure-
ments are includedsymbol} for the comparison with the PSP results. The ports which
have been used for the in-situ correction are highlightethbyblue symbols.

Strong 3D flow effects occurred as a consequence of the expetal setup as indicated
by the topology of the individual pressure distributionsr & reliable comparison of the
PSP data with the pressure tap readings, the PSP data wastedtirom the vicinity of
the scattered pressure taps at the position of the blaok trac
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U, =20 m/s
Re, = 160.000
a=12°

U, =40 m/s
Re, = 320.000
o=12°

U, =60 m/s
Re, = 480.000
a=12°

psp E W

" D Py <[] 050051 152 25
Fig. 5.6.: Pressure distributions on IMACA 23012 airfoil for different wind tunnel

speeddJ,, = [20; 40; 60m/s (from top to bottom) at a constant angle of at-
tacka = 12°.
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/
U, =60 m/s
Re, = 480.000
o =20°

/
U, =60 m/s
Re, = 480.000
o =24°

/
U, =60 m/s
Re, = 480.000

A2
o=28°

psp E W

" DDy <,[1-050 051 152 25

Fig. 5.7.:Pressure distributions onMACA23012 airfoil for different angles of attack
a = [20; 24; 28° (from top to bottom) at a constant wind tunnel speed of
U = 60m/s.
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At U, = 20m/s, a pressure gradient over the suction side of thellaffonly Apss=
Pssmax — Pssmin =~ 220 Pa was successfully resolved. A local flow separatiani(lar
separation bubble - LSB) clearly established behind thditlggedge suction peak as a
consequence of the flow Reynolds numbers, as indicated biyuting in the pressure
lineplot. With raising flow speed, the length of the LSB desed and the suction peak
clearly established at the leading edge of the airfoil. TRER®f the PSP results also
increased as a consequence of an increased dynamic prasdurence a stronger pres-
sure gradient. The highest SNR occurredat= 60m/s andx = 28°. The temperature
at the trailing edge of the airfoil changed Affmax < 0.25K between the wind-on and
the wind-off states during the individual experiments.

5.2.4. Measurement uncertainty

The deviation between the raw PSP results and the in-sitected results was esti-
mated by means of some specific portions that were derivetiap@{3B and by means
of some assumptions from Liu and Sullivan (2005). Based enrtividual uncertain-
ties g, a global uncertaintyEest = \/zaz is calculated. A portion oér ~ 0.5% is
expected from the maximum temperature drift during the $peed experiments as a
consequence of the temperature dependence of the unipain= 0.6 %/K). The un-
certainty of the temperature sensor was included into thisgn. The other individual
portions are expected to have the following values:

specific uncertainty assumed portion [%]
a-priori calibration 1
paint thickness* 0.4
luminophore concentration* 0.3
photo degradation 0.3
spectral filter leakage* 0.5
excitation instability 0.1
model motion 0.1
temperature effect 0.5
mapping procedure  0.04 (7 images averaged)
total Eest 1.4

Tab. 5.2.: Estimation of the total PSP measurement uncertaltiaty representing the
deviation between the actual and the in-situ corrected RSts; * portions
taken from_Liu and Sullivan (2005).
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Us [M/s]  a[°] Apss[kPa] GC ACp,rms Ereal [%0]
20 12 0.22 -0.0279 0.1381 -2.87
20 0.19 0.0760 0.1656 14.28
40 12 1.02 -0.0138 0.0673 -1.22
12 2.23 0.0169 0.0444 1.49

60 20 3.09 0.0152 0.0528 0.99
24 3.73 0.0328 0.0678 1.78
28 4.13 -0.0158 0.0654 -0.77

PSP accuracy at low speeds.(> 40m/s) 0.0603 1.29

Tab. 5.3.:Relative and absolute measurement uncertainty in the fieaspre mappings
from the low-speed PSP experiments conducted NA@A 23012 airfoil in
the open-jet wind tunnel.

A total estimated deviation dEest~ 1.4% is expected between the raw and the in-
situ corrected pressure mappings from these assumptions.adtual deviation was
2%. The deviations are in good agreement with each otherubedhe values from
Liu and Sullivan ((2005) are only assumptions and some pammée.g. sensor linear-
ity) were not even considered. Nevertheless, this errdigois only an intrinsic mea-
sure which expresses the execution quality of the PSP neyasuts itself. This error
portion should completely vanish by applying an in-situreotion with static pressure
taps. Hence, the absolute uncertainty of a PSP pressuribuligtn was calculated in
the following manner:

« Calculate the pressure coefficients at each pressuresgadizered ether from the
pressure tapscfs) or from the in-situ corrected PSP distribution in the vigin
of the pressure tapsypsp-

* Calculate the difference at each pressure tap positioncansgider the average
Acp = Cps— Cp pspand the corresponding RMS valuBs, rms.

The taps which were used for the in-situ correction weremduided in the calculations.
The RMS valugicy rmsfinally represents the absolute measurement uncertaingati
test case. The results are given in Tdblé 5.3.

The effective relative measurement uncertaiBty, was calculated between the tap
data (s) and the PSP datepgsp) in Pascal, normalized with the maximum pressure
difference over the suction side of the airfadlgss), such as:

Ereal= %‘100% with  Apss= Pssmax— Pssmin (5.2.1)

SS
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Fig. 5.8.: Experimental setup at the TWM (a) for the transonic PSP/T8&surements
on aNACAO0012 airfoil (b); 405 nm LED excitation (c), camera with sidn
filter (d) and mirror (e).

The measurement uncertainty was the highest at very low fi@eds due to the low
dynamic pressure that caused only a small pressure gradiS® results can be ob-
tained with an average relative measurement uncertairdpaidt 14 % at flow speeds
U > 40m/s. The individual measurement uncertainties werelyim&kraged over all
test cases in order to announce an absolute global measuremeertainty for low-
speed applications. Hence, the determination of the pressefficient was possible
with Acp rms ~ 0.06. Compared with values from elg. Engler étlal. (2002) thesiees
match the expectation at low-speed conditions and provexbd gystem performance.
The comparably high uncertainty is the combined consequeranly of the fairly low
dynamic pressure, the small pressure gradient and theisgysif the paint.

5.3. PSP at transonic conditions

5.3.1. Experimental setup

Validation experiments of the steady PSP system were coeduc the TWM facility
under transonic test conditions. PSP and TSP experimenéspgeformed subsequently
on two individuaINACAO0012 airfoils. The TSP data was intentionally recorded in or
der to generate a data base for the validation of the TSP dali@gation inIRES It was
planned to validate the correction of PSP results by meaasI&P data set.

The binary-PSPRF400 and the one-component TSECTE) were applied on the
suction side of the individual airfoils. Underneath the R&fer, a base coating was
applied and the marker application procedure resembletbthspeed test series. The
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continuous intensity image acquisition
30 ! __blow-down _t
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Fig. 5.9.: Development of the flow temperatufe and the model surface temperature
Ts before, during and after a wind tunnel run; 3 wind-on and woffdntensity
images were extracted from the time series data (gray boxes)

total PSP layer thickness was about-385um. The base coating thickness underneath
the TSP was higher as it served for thermal insulation. Tra fiickness including the
active TSP layer was about 1pén.

The experimental setup in the TWM test section is sketchethereft in Figurd 5.B.
The right-hand side presents a closeup of the excitationd BBd the PSP airfoil.
The figures point out the spatial dimensions that were algdemented during the
low-speed test series. The airfoils span extended theeasitannel width (chord length
wasc = 200mm,A = 1.5). The LEDs were operated with the same parameters as in
the low-speed experiments. Two 14 pito.4000CCD cameras mounted horizontally
due to limited space were used for the PSP tests and one wasarshe TSP mea-
surements. Their view was deflected by*398h a mirror. Each camera was equipped
with a ZeissMakro-Planar T* 2/50 mm lens and a filter mount between theezam
and the lens. Interference filters were applied for signphssion (PSR4 long-pass,

A =640nm; PSKeen band-pass) = 550+40; TSP: long-pasg, =570nm,0D > 6).

A region-of-interest (ROI) of aboyji 50" x 200-] mm was detectable by each camera.
The spatial resolution at = 4° was about 11.1 px/mm (i.é4 ~ 1 : 10).

There were 42 static pressure ports located circumfetragimund each airfoil, wheres
20 ports were available for the comparison with the PSP dwtialeé the ROI. Three
ports were used for the in-situ correction and the remairings were applied for
the accuracy assessment. The static pressure at the partaeesured with a digital
pressure scanning devi€&SP-64HDthat was sampled with 1 kHz. The readings were
finally averaged over 1s averaged.

Each model was equipped with a pt100 RTD located at thertgaddge inside the ROI.
The voltage values of the sensors were sampled with 1 kHzeoatded continuously
for each intensity image.
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guantity change parameters (Mach number variation)
Mach number M [1] 0.3 0.65 0.7 0.8

Reynolds number R¢10°] 4 [4; 6] 4 4
run static pressurps [kPa] 291.2 [120.4;173.1] 112.5 93.2
dynamic pressurg. [kPa] 18.3 [35.6;51.2] 38.6 41.7

angle of attacla [°] 4 [0;4;8] 4 4

magnificationM [1] 1:10

pixel arrayw x h [px?] 1,670x 2,200
integration time PSE [ms] 1,500
integration time TSR [ms] 800
optic ZeissMakro-Planar T* 2/50 mm

Tab. 5.4.:Flow conditions and acquisition parameter for th&CA0012 PSP/TSP ex-
periments in the trisonic wind tunnel (TWM).

5.3.2. Methodology

The blow-down process of the wind tunnel facility caused matioomous change of the
surface temperature as a consequence of the fluid expamsicomplete homogeniza-
tion of the surface temperature was not possible due to thigelil run time. Figure
[5:9 shows the typical behavior of the flow and the static moel@lperature during a
wind tunnel run. The intensity images for each test case vem@rded as a time series
with a fixed frequency offacq = 0.5Hz. After the wind tunnel was started, the tem-
perature was allowed to adapt for about 15-20s before thasetime for 3 wind-on
intensity recordings at fairly stable temperature conddi Three wind-off images
were recorded immediately after the wind tunnel reacherkiting state shortly after
its shut-down.

A malfunction of the angle-of-attack control unit impedée tirfoil pitching after the
wind tunnel start in order to prevent potential flow separai The angle of attack
was calibrated and locked manually prior to each test. Thé#itiawas extensively
cleaned before the experiments in order to avoid potengialt gontaminations caused
by seeding fluids in the flow or on the walls of the wind tunnel.

Flow parameters like Mach and Reynolds number or the angleatbdck
were varied during the experiments. Only one flow conditioaswaried at
the same time. A constant Reynolds number resulted in latgéc spres-
sure differences inside the test section during the indadidtests. All rele-
vant flow quantities and acquisition parameter are summdrin Table [54.
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PSP -
" Do Dyjosin < [1-05 0 05 1 15 2

Fig. 5.10.:Pressure distributions on the suction side NCA0012 airfoil for different

flow Mach numbers M = [0.3; 0.7; 0.8] (from top to bottom) at a constant
angle of attacla = 4° and a constant Reynolds number,Re4- 10°.

76



5.3. PSP at transonic conditions

/
Mach = 0.65

Re =4-10°
a=0°

PP BT

B Do Piinsi < []-05 0 05 1 15 2

Fig. 5.11.:Pressure distributions on the suction side BfCA0012 airfoil for different
angles of attackr = [0; 4; 8° (from top to bottom) at constant wind tunnel
Mach and Reynolds numbers;M= 0.65, Re = 4-1CP.
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Mach =0.70
Re =4-10°
a=4°

Fig. 5.12.: Temperature map on IMACA0012 airfoil at M, = 0.7, Re = 4-1(° and
o =4°. The pressure distribution from the TSP airfaitdnge is compared
with the one from the PSP airfoiblacK) in the plane of symmetry.

5.3.3. Results

Figure[5.10 shows the ensemble-averaged surface presstiteutions—c, on the suc-
tion side of the airfoil for various Mach numbersJd\v= [0.3; 0.7; 0.8] (from top to bot-
tom) at a constant angle of attagk= 4° and a constant Reynolds number.Re4- 10°.
Figure5.11 displays the corresponding pressure mappingifferent angles of attack
o =[0; 4; §° (from top to bottom) at constant Mach and Reynolds numbess-M.65
and Re = 4- 1CF, respectively. The results show a widely two-dimensiora flopol-
ogy unlike the results from the low-speed experiments. detiee PSP data could be
extracted at the plane of symmetryyat O for a comparison with the readings from
the static pressure ports as indicated by the black trace. pféssure distribution at
M« = 0.3 hypothesizes that the flow was not fully developed and eedfédrom the
high turbulence level. The high static pressure insidedbledection as a consequence
of the constant Reynolds number additionally affected éseilt. A pressure difference
of Apss= 19.2kPa was measured along the suction side of the airfoil at=VD.3.
The other plots show a smooth and homogeneous pressuriudistt. The location
of the suction peak at the leading edge as well as the posifithe re-compression
was determined precisely. The re-compression partly oeduas a sharp shock (e.g.
Mo = [0.65; Q7] ata = 4°) or as blurred isentropic re-compression (e.g. ¥ 0.65
ata = 8°).

Figure[5.IP shows the surface temperature distributiorherstiction side as a result
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Mo a[]  Re[10°]  Apss[kPal Acp Acprms  Ereal[%]
0.3 4 4 28.1 -0.0150 0.0443 -0.98
0 4 19.2 -0.0038 0.0153 -0.72
065 4 4 59.1 -0.0143 0.0300 -1.05
' 4 6 85.0 0.0130 0.0287 0.79
8 4 61.7 0.0224 0.0439 1.39
0.7 4 4 58.2 0.0032 0.0181 0.21
0.8 4 4 31.3 -0.0002 0.0232 -0.07
PSP accuracy for the TWM test series 0.0309 0.86

Tab. 5.5.:Relative and absolute measurement uncertainty in the fis& Fsults at
high-speed test conditions in the TWM.

of the TSP measurements. Several issues finally impedegtieation of the TSP re-
sults for a reduction of the PSP temperature effect. Sineérémsition of the boundary
layer state from laminar to turbulent was not enforced byesantificial surface rough-
ness, turbulent wedges formed on the leading edge as a emmeof small surface
roughness due to impact of dust or ice particles or othertipgienclosures. The tran-
sition can also be tripped by means of some artificial surfaoghness such abrasive
paper. The second issue was the deviation between the géooress sections of the
individual airfoils. The geometry difference led to a diface in the pressure distribu-
tions between both airfoils as to be seen by comparing thie gt@ssure readings from
the TSP airfoil orangg and the data from the PSP airfdill&ck). An image-pattern cor-
relation measurement (optical geometry reconstructidmjoth clean airfoils without
any coating revealed contour deviations of 0.1 mm at its mari. Due to this issue
the idea of correcting the PSP data by using the TSP infoomatas renounced. Nev-
ertheless, it could be stated that the surface temperaistrébdtions can be measured
within an accuracy oAT < 0.1K by means of the TSP measurement technique.

5.3.4. Measurement uncertainty

The deviation between the raw PSP results and the in-sitected results under tran-
sonic conditions was estimated similar to the low-speetigdeses. Most of the in-
dividual uncertainty portions from the low-speed testsevalso applied in order to
estimate the total expected uncertainty of the raw PSPtsdsyl, during the transonic
tests. The portion of the temperature effect was adapted te 0.3%. This value
was estimated from the surface temperature gradient (dbbut 5K) and the temper-
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ature sensitivity of the binary-PSP. On the other hand, trégn of the model motion
had to be increased due to strong aerodynamic forces andtafhbout 1-2 px be-
tween the wind-on and the wind-off images. Finally, the déon between the raw
and the corrected results was estimated Wt~ 1.3%. The actual deviation was
E ~ 1.7%. The agreement is even better compared to the low speedirments. Ta-
ble[5.5 discusses the relative and absolute measuremeettaintiesk,ea andAcy rms
similar to the low-speed results for each test case. Sin€erR&sures absolute inten-
sities, the significantly higher pressure gradient alorggction side resulted in an
explicitly stronger intensity change in comparison witle tbw-speed results. This is
also reflected in the final measurement uncertainties. A P&suanement under tran-
sonic test conditions in the TWM facility is possible with accuracy of,q4 ~ 0.86%

for flow Mach numbers of @ < M« < 0.8. An absolute measurement uncertainty of
Acprms ~ 0.031 can be given for the pressure coefficient calculatiore fEfative un-
certainty during the transonic test was reduced by abou0id comparison to the
low-speed experiments. A comparison with a wide varietyrahsonic experiments
from literature revealed that state-of-the-art PSP systara able to measure with an
absolute uncertainty afcpyms = 0.005...0.01. These values were partly reached in
the presented experiments. Nevertheless, the scattefrithg ancertainty values was
slightly too large over the tested Mach and Reynolds numéege. The uncertainty
of prospective experiments can be reduced with a larger euwftwind-on recordings
and a better treatment of the temperature effect.

5.4. Summary

The performance of the entire PSP system as well as its neasat uncertainty were
benchmarked by means of a low-speed and a transonic tess.seow-speed experi-
ments were conducted in the open-jet wind tunnel facilitypddACA23012 airfoil at
flow speeds up tbl, = 60m/s. The final relative measurement uncertainty was kestwe
1 and 2 percent for the low-speed tests. The low-speed peessafficient map can be
calculated with an uncertainty éicp yms = 0.06.

Transonic PSP experiments were conducted in the TWM faaititaNACA0012 air-
foil at Mach numbers ranging from M= [0.3...0.8]. The final relative measurement
uncertainty was reduced below 1% during these experimanégsc@nsequence of the
larger pressure gradient and the higher SNR. A pressuréicieef map was finally es-
timated withAc, rms = 0.03 for Mach numbers.G < M« < 0.8. It was shown for both
test series that the actual uncertainty between the rawhenid-situ corrected pressure
distributions was abol ~ 2% (low-speed) an#é ~ 1.7 % (high-speed) which was in
good agreement with the estimated value.

Temperature-sensitive paint measurements were alsorperfiounder transonic condi-
tions. The data was suitable to benchmark the TSP evaluati®®ES The determina-
tion of surface temperature distributions was possiblé ait accuracy oAT < 0.1K.
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6. Characterization of a turbulent
separating/reattaching flow

This chapter concentrates on the investigation of the sfiekey questions that are

from particular interest within the project part of UniBwMeg introduction). In or-

der to answer these questions, the dynamics of coherent fitterp in the near wake

are examined by means of transient optical velocity andspresmeasurements. The
investigations were conducted as follows:

1. The boundary layer state on the cylindrical body wasaHitiinvestigated by
means of the standard particle image velocimetry (PIV).dsfrom importance
that the boundary layer, which separates from the base @feheric configura-
tion, is fully turbulent at this position in order to matctetteal flight conditions.

2. The topology and dynamics of coherent flow pattern in thizcelation area were
examined by means of the time-resolved particle image iraktey (TR-PIV).

3. The coherent pressure dynamics in the recirculation\aeza characterized by
means of the instationary pressure-sensitive paint meamnt technique (iPSP).
This test series was split into two sub series: The first seideused on the
base flow in the lateral plane. The second series concethtoatéhe interaction
between the wake flow and the nozzle structure (here: theosugiing).

The particular interest of the project part at UniBwM is tHea@cterization of the
flow/structure interaction under transonic conditions at #0.7. Some experiments
were additionally conducted at low-speed conditions,(}0.3). Transient measure-
ments were required in order characterize the flow dynansahey might originate
from dominant vortex shedding. The results are widely surized in|Bitter et al.
(2011) and Bitter et all (2012).

The outline of this chapter is as follows: The design and ¢iclnical equipment of the
generic spacecraft model is initially discussed. The tégtis from 2D- and 3D-RANS
CFD simulations, which were performed in parallel to theexitpents, are discussed
in the following. The numerical simulations were performedrder to compare the
topology of the wake flow with the test results. Afterwardie experimental setups for
the individual experiments are introduced before the nudghugy for the data acqui-
sition and conditioning is presented separately for eashseries. The results of the
experiments are finally discussed in the order of their apez.
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6.1. Generic spacecraft model

Figured 6.1l anf 612 show the components and the dimensiahe ofiodular generic
configuration that was used for the experiments. It is a 1d@0ed generic model
of an ARIANE Vspacecrafts main stage without boosters. The main diamétee
model wasD = 54mm and its overall length wds= 2313 mm. It was designed in a
shell-like construction to allow for the equipment withtgtaand unsteady pressure and
temperature sensors. The nose cone had a full aperture &g and a nose radius
of R=5mm. The cylindrical part had a lengith= 1643 mm.

The model was equipped with 16 unsteady pressure transd{adite XCQ-63 with

a maximum gauge pressure difference of 350 kPa. 13 of theduaers were located
in the base, see detail A in Figure6.2. At the time of the expents, it was only
possible to acquire the signals from four sensors simubtaslg. The picked sensors
were located on a radial line gtR= [0.45; 052; 0.85; 095 .

There were 4 static pressure ports on the cylindrical pacuniferentially distributed
over 90° which were used to avoid a potential oblique installatiorthef model in the
test section. A pressure manifold was installed inside tbeehin oder to distribute
the static reference pressure from the test section direzthe reference ports of the
unsteady pressure transducers. Furthermore, the modetiétc4 static temperature
sensors (PT100RTD, M222) - 2 at the cylindrical part and 2 inside the base. These
were incorporated into the model’s surface by a thermal sidae

A rear sting support was used for the installation of the rhatéhe test section. It
was turned from a steel pipe and had a length of about 700 mmotiter diameter of
the support wa® = 21.5mm. It emulated the dimensions of a scaled nozzle which
is placed instead at the original spacecraft. The lengthe®ihbzzle would have been
about 1.2 times the model diameter. This type of model sispenvas chosen in order
to avoid strong three-dimensional flow effects that a stnotinting would have caused
(as investigated by van Oudheusden and Scarano!(2008))infllence of this model
support on the flow (e.g. a potential delay or even preverdfdhe wake reattachment
- open wake) was examined |in_Scharnowski and K&hler (2011).open wake as a
consequence of the model support occurred for inlet Machbeusof M, > 2 and was
no problem at subjacent flow speeds.

All magnetically shielded lead wires and pressure hose® et through the sting
support. From manufacturing reasons, the sting supportedano temperature and
pressure sensors.

82



6.1. Generic spacecraft model

center body (alu)
thread ring (alu)

nose cone (alu)

Fig. 6.1.: Components of the modular generic spacecraft model made dfominum.
The model is equipped with: 16 unsteady pressure transslud@rin the base
and 3 in the cylindrical part; four static pressure portsit i the vicinity of
the nose cone; four static temperature sensors - two in ted two in the

cylindrical part.

side view base view  detail A

221.33 LN

T T 1=

P RS

R5% < :

on
< Ps
164.3

Fig. 6.2.: Dimensions of the generic spacecraft model (all dimensionem). The posi-
tions of the pressure transducers, the static pressure gradtthe temperature
sensors are marked with ps andT, respectively.
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6. Characterization of a turbulent separating/reattarfiow

6.2. Numerical predictions

Two- and three-dimensional Reynolds-Averaged Navieké&oRANS) simulations
were performed in order to:

1. get an impression of the flow topology in the vicinity of tihedel,
2. have a comparison for the experimental results,

3. simulate the follow-up behavior of tracer particles ie flow and estimate the
tracer density in near-wall regions,

4. estimate the iPSP measurement uncertainty from thecgutémperature distri-
bution (as a consequence of compressibility effects).

The 2D mesh (created witBientaur™) consisted of about 200,000 unstructured grid
nodes. The boundary layer on the model and sting support egmdved by 30 struc-
tured cell layers with an initial cell height dfy,s = 1.0-10-%m and a subsequent
stretching of 124 in order to cover an expected boundary layer height of a®oum.

A cell-refinement box was created in the wake that restrittedell size to approx. 1%
of the model diameter. It extended from the base wjif) = 5 andz/D = 2. The flow
problem was initialized with axisymmetric and pressurédst boundary conditions.
The 3D mesh was created from one quarter of the model geoimstde the TWM test
section. Horizontal and vertical symmetry conditions a#i a@pressure in- and outlet
were defined at the corresponding walls. The grid consistedaut 3.3 million cells
and had a similar cell refinement as the 2D mesh. About 80%6006tured elements
were used for the boundary layer (30 layétg,s = 1.0-10-%m, stretching 1224).

The simulations were performed by means of the commercial $tdverFluentwhile
they were initialized with the flow conditions atdv= 0.7 from Tab[€.1. The Reynolds-
stress turbulence model with default parameters, an éixfifiee-stepping scheme with
CFL = 2 and the density-based flow solver preset were applied inrf2C3®. The re-
sults were converged (residuaisl0—°) after approx. 15,000 and 5,400 iterations in 2D
and 3D, respectively. Figute®.3 compares the results dfhand the 3D simulations
and estimates the displacement effect of the model in theséesion compared to the
free-flight boundary condition. A dislocation of the reatiment position of 5% and an
increase of the outer flow speed by 1.5 % was the consequestoettie 3D boundary
conditions. Hence, the more convenient 2D data can be usel l&dter comparison
with the data from the planar PIV measurements.

The follow-up behavior of tracer particles was examined ®ans of the 2D simula-
tions in Fig.[6.4. The particles cannot follow strong flowdjemts as a consequence of
inertial effects. Such strong gradients occur at the positthere the nose cone merges
into the cylindrical part or were the flow separates from theey Solid particles with
the density of the seeding fluid DEHB & 912kg/n?) were injected into the flow up-
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6.2. Numerical predictions

3D: model in TWM test section

flow Mach number

2D: model with farfield boundary conditions 0 02 04 06 08

Fig. 6.3.: Comparison of the flow fields between the 3D-RANS simulatidth w\WM
boundary conditionst¢p) and the 2D-RANS simulation with farfield condi-
tions (botton); M = 0.7, Rey = 1-10°.
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Fig. 6.4.: Contour-plot of the velocity magnitude in the vicinity oitimodel as a result
from a 2D-RANS simulation at M = 0.7 test conditions characterizing the
flow-follow behavior of tracer particles.
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6. Characterization of a turbulent separating/reattarfiow

IJJ-

surface pressure coefficient 03 -0.1 0.1
1= - J
static surface temperature 289 290 291

side view

K] EE _ base view

Fig. 6.5.: Results of a 3D-RANS simulation of the M= 0.7 test casefop: surface
pressure coefficientBottom: static surface temperaturdeft: side view;
Right: base view from the rear.

stream of the model. The size of the particles was varieddmt@.5 < d, < 2.0 um
indicated by the different colors of the particle traje@er The particles were injected
close to the symmetry line g = 1-10~°x/D and atyi—p3 =y1 + (i—1)-0.025x/D.
The particle trajectories nearly merge at the model nose.shmaller the particles, the
better is their ability to follow the strong curvatures. Tesolution of near-wall bound-
ary layer domains is impeded by larger tracer particles aedns to be possible with
particles that have a size of8um or even smaller. However, three-dimensional and un-
steady effects would carry a fraction of particles in neaftwegions and into the wake
recirculation area during the experiments. Neverthelegsexpected that the seeding
density is significantly lower in these areas.

Figure[6.5 shows the surface pressure coeffidgats a result from the 3D simulations.
A similar pressure distribution in the wake and on the mo@eskbis expected from the
ensemble-averaged iPSP experiments. The absolute pretifference between the
core and the reattachment of the wake recirculation voggxédicted to be approx.
19kPa.

The lower part of the figure displays the static temperatigstidution. A temperature
gradient ofAT ~ 3K can be examined in the regions-of-interest for the iPSBsme-
ments. An in-situ pressure error of about 7-8 % is expectéldeiftemperature depen-
dence of pc-PSP is applied.
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6.3. Experimental setup and test parameter

b 3 setup 2 (base)

window ®

ROI
setup | setup 2
o

MCY; S - - Mw
S d S N S
test section test section
plenum
chamber chamber|
linear motion setup 1 (wake)

unit

Fig. 6.6.: Left: Non-scaled schematic of the experimental setups for th®TNRnvesti-
gations; cameragj, high-repetition-rate laseb), light sheet opticsd), mirror
(d); Right: setups for the iPSP experiments; near-wake characteniz@@tup
1); base flow investigations (setup 2); cameag (nirror (b), Scheimpflug-
angle correction device), excitation LED ().

6.3. Experimental setup and test parameter

The TR-PIV and iPSP measurements were performed conselguitithe TWM facility

at Mach numbers M = [0.3;0.7]. The Reynolds numbers were chosen in order to
match the demands of project partners who are responsitiedie detailed numerical
investigation on this configuration by means of large-eddgeiached-eddy methods.
The Reynolds numbers (with respect to the base diameteg) Rey = [0.7; 1.0] - 108
(higher at M, = 0.7). The wind tunnel turbulence level at the subsonic cooni
was Tu= [2.5,1.2]% (lower at Mx = 0.7). The individual experimtental setups are
introduced in the following.

PIV measurements

A high-repetition-rate PIV system with @uantronix Darwin Duo Nd:YLF double-
pulse laser was used. The laser had a pulse duratign~efl20ns providing 22 mJ
laser light energy per cavity at 1kHz repetition rate. Theefabeam with a diver-
gence ofo,I ~ 25mrad was led through two spherical lenses with focal lengths of
F = —40mm and~ = +50mm followed by two cylindrical lenses with = —25mm
andF = +50mm in order to form the laser-light sheet. Its thicknesthiafocal line
was approx. 500um. A perpendicular access of the laser beam into the plenam<h
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6. Characterization of a turbulent separating/reattarfiow

z boundary layer (PIV). Z base (iPSP)

|

iPSP wake (iPSP) -

Fig. 6.7.: Definition of the coordinate system and the fields-of-view e TR-PIV
(dotted and the iPSP measurementaghed.

ber was mandatory in order to avoid a potential light shesbdation as a consequence
of density changes during a wind tunnel run. A mirror on ttegssupport finally redi-
rected the light sheet towards the model. The installatidghePIV system at the TWM
test section is sketched on the left in Hig.]6.6PAantom V.1digh-speed CMOS cam-
era with a resolution of 1 Mpx (frame rate 6200 frames/s dtrgolution) was used
for the image recording. The field-of-view for the boundaaydr investigations was
125Y % 20" mn? and it started 0.2 model diameters ahead the junction ofytiredci-
cal part and the nose cone, as outlined in Eigl 6.7. The walestigations were split
into two parts in order to have a high spatial resolution.Baeke field-of-view had a
height of 0.22 model diameters with a slight overlappingnpare Fig[6J7. The PIV
tracer particles were generated from DEHS (Di-Ethyl-HeSgbacat) by means of two
PivTecseeding atomizers. They produce particles with a mean déaro&lum and a
relaxation time of about 2s, see Ragni et al. (2011). The specific test conditions and
recording parameters for the PIV experiments are givendnuiper part of Tableg.1.

PSP measurements

The transient pressure-sensitive paint measurementiteehwith a polymer/ceramic
base layer (pc-PSP) was used for the time-resolved chaeatten of coherent surface
pressure pattern. The formulation of the base coat waglintexd in Section 2.11.4. The
active layer was composed from 5mg of PtTFPP dissolved inl2ff toluene. Both
compositions were applied to the model by a spray gun. Thokrbiss of the entire
coating waslygly ~ 15um.

The registration markers from round cavities with a diamefe.5 mm were incorpo-
rated in the model during the manufacturing process. Theg wleared from polymer
fill-up after the pc-PSP layer has dried.

The experiments were split into two test series regardiegsttientific key questions.
The sting support was coated with pc-PSP within a range ofrifqor 18x/D) down-
stream of the model base in order to investigate the flowfstra interaction in the
wake, see left side of Figufe 6.8. The base was coated withSiz-over 180 for the
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6.3. Experimental setup and test parameter

marker for image resection

.

Fig. 6.8.: Left: rear-sting mounting covered with pc-PSP for wake dynantiesacteri-
zation;Right: base covered with pc-PSP for mode structure investigations

~

black paint for self-illumination suppression

second test series in order to resolve potential charatitepressure modes, compare
right-hand-side in Figurie8.8. The corresponding expentalesetups for these experi-
ments are sketched on the right in Figlure 6.6.

A Phantom V.1high-speed CMOS camera (a) was used for image recordingtin bo
test series. The camera was installed out of the plenum ddraatta distance of about
1.4 m away from the PSP surface during the wake investigatmetup 1). For the base-
flow investigations (setup 2), the camera was attachedthjirecthe wind tunnel wall
in the plenum chamber at a distance of about 0.4 m. The canmrawas deflected
on a mirror (b) in order to allow the observation of the bassadrom the rear. The
usage of a Scheimpflug device (c) was mandatory in order torergsconstant image
sharpness. The image would have been partly blurred as aquesce of the oblique
viewing plane if this device is rejected.

A high pass filter with a cut-on wavelength of 570 nm (transmisT > 93 %, optical
densityOD > 6) was used in front of the objective lens for signal sepamatifwo Lu-
minus CBV-120U\high power LEDs (d), each with 10 W optical power, were opedat
in continuous-wave mode for the excitation of the PSP. A gphaklens with a focal
length ofF = —75mm and a diameter & = 120mm was used in front of each LED
in order to maximize the excitation intensity for short oration times and to ensure a
homogeneous light distribution. The LEDs were installeéctiy at the window to the
test section inside the plenum chamber in both setups. Téwfigptest conditions and
recording parameters for the iPSP experiments are givereitotver part of Table 6l 1.
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TR-PIV investigations

region-of-interest ROI
Mach number N,
Reynolds number Rg-10°] |
run total pressure; [kPa]
PIV sampling ratefs py [Hz]
At [us]
field-of-viewW x H [mm?]
pixel array [p¥]

optics
magnificationM
recordingsN [-107]

boundary layer |

wake (eft: upper ROIlyight: lower ROI)
0.3;0.7
0.7; 1.0 (with respect to M)

200; 150 (with respect to B¢

500 4,000
6; 3 (with respect to M) 10; 5 (with respect to M)
125x%x 20 125x 35 125x 30
1,280x 200 1,280x 350 1280x 300
Zeiss Sonnar T* 2.8/180 mm, F4
1:5
10 | 8

iPSP investigations

region-of-interest ROI

Mach number N,

Reynolds number Rg-10°]

run total pressure; [kPa]

run static pressurps [kPa]

Kulite sampling ratefs iy [Hz]
iPSP sampling raté; jpsp[Hz] 1,000
cut-off frequencyfc [Hz] 512
integration time; jpsp [US] 999
field-of-viewW x H [mm?] 106.4 x 32.2
pixel array [p¥] 1,184x 352
optics
magnificationM
recordingsN [-107] 12

wake (sample rate variation) |

base (sample rate variation)
0.3;0.7

0.65; 1.0 (with respect to )

170; 150 (with respect to B¢

160; 107 (with respect to B¢

10,000
2,000 4,000 1,000 2,000
1,024 2,048 512 1,024
499 249 999 499
805x 234 518x17.6 314x575 314x575
896x 256 576x 192 336x 768 336x 768
Zeiss Sonnar T* 2.8/180 mm, F5.6 Zeiss Macro-Planar T* 50 mm, F4
1:45 1:4.6
24 44 21

Tab. 6.1.: Flow conditions and image acquisition parameter for thesient PIV and PSP investigations in the TWM.
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6.4. Data handling
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Fig. 6.9.: Time series of 500 PIV recordings showing the ralaghedl and the shift
corrected $olid) wall position at M, = 0.7.

6.4. Data handling

PIV measurements

Data acquisition

The PIV data acquisition and processing was performed®Raéitisfrom LaVision The
pulse delayit between the particle illumination was chosen between 3 anitf®sec-
onds for the boundary layer investigations and between tiCGbamicroseconds in the
slower wake.

The image acquisition rates for the boundary layer invasitgs werefacq= 500Hz.
The wake experiments were performed at sampling rate604z in order to resolve
shedding frequencies dfneq= [405900Hz (higher at M, = 0.7) based on an ex-
pected reduced frequency (St f - D /Us) of Sty = 0.21. Between 8,000 and 10,000
PIV images were recorded in the individual test series atiogrto Tabld 6.11.

Pre-processing

A pitching motion of the model which was partly stimulated\myrtex shedding from
the base was corrected in the PIV images using a cross-atorelalgorithm in or-
der to ensure a resting wall position for an accurate caiocmaf near-wall velocity
gradients. Two image features (e.g. reflections) were &halnd their shifts relative
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6. Characterization of a turbulent separating/reattarfiow

0.1
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Fig. 6.10.:Top: clipping of an inverted raw PIV image at M= 0.7 in the vicinity
of the baseMiddle: intensity-filtered and shift corrected image for further
processing;Bottom: instantaneous and post-processed vector field in the
vicinity of the base (every second vector is shown).

to the first image of the series were calculated. The shifreye was interpolated on
a regular grid for further processing. Fig. 6.9 displaysrine and the shift-corrected
model motion amplitudes for 500 images.

An initial filtering of the PIV recordings was performed inder to avoid potential
spurious vectors due to low signal-noise-ratios. A slidavgrage was calculated in
each PIV image within windows of size 4px? that overlapped by 1 px. The average
values were subtracted from the raw image at the correspgmudisitions. The particle
image size was not affected by this procedure.
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6.4. Data handling

Main PIV evaluation

The evaluation of the boundary layer data was performedgusimulti-pass sum-of-
correlation scheme with a decreasing interrogation winsiae from 32 px2 to 62 px2.
The window overlap was 50 %. The major interest of these tigatsons were not the
flow statistics but the topology of the boundary layer. Thmsf-correlation scheme
offered a high spatial resolution but annihilated the terapmformation. A spatial res-
olution of 420x 65 vectors or 3 vectors/ mm was reached by means of this procedure.
The evaluation in the wake was performed by means of a hylppdoach. An initial
average flow field was calculated over 500 images by meanswidicorrelation with
a decreasing interrogation window size 132 162 px?). This vector field was used
as a starting solution for the calculation of the instantaisevector fields by means of
a multi-pass cross-correlation scheme. The interrogatiodow size decreased from
322px? to 162 px2. The final correlation pass was carried out twice. The windwer-
lap was 50 %. The spatial resolution of the merged data frotin B®Is was 16& 80
vectors or 14 vectors/ mm.

Post-processing

A strong vector-post processing (outliers between 5-10igher at M, = 0.7) was
applied to the instantaneous wake vector fields in order ¢tuer all outliers which
could affect the statistics. The resulting vector gaps witledl up by interpolation
in order to ensure a gap-less time series data. The fill-updeas by means of the
Matlab™ surface interpolation scheme. Fig{ire .10 shows a closkap imverted raw
PIV recording fop), the same filtered and shift-corrected imageddle and the cor-
responding instantaneous velocity fielbf{torm) at M., = 0.7 as a prove of the image
processing. The number of seeding particles seemed to bea@érom step one to step
two as a consequence of display effects.

The wake flow dynamics were characterized by means of a freguanalysis. The
time-resolved vector data was converted into the frequeoayain by FFT at each vec-
tor position. The Welch windowing was applied for ampliti@#ancement, see Welch
(1967). The size of one Welch window was 1s (i.e. 4000 sarhplas the overlap was
75 %.

PSP measurements

Data acquisition

The drift of the flow temperature was the major challenge thast be handled for
accurate iPSP measurements. The precise knowledge of ttlel tremnperature was
mandatory due to the strong temperature dependence of pcHRfBird 6. 111 shows an
example of the variation of the model temperatusti€) and the static base pressure
(black) during a wind tunnel run.
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Fig. 6.11.: Typical behavior of the static base pressa¢k) and the model tempera-
ture (lue) during a wind tunnel run; The image acquisition sequenoes f
capturing the wind-on and wind-off images are included.

The iPSP intensity image and sensor data acquisition weedtafter the wind tunnel
has reached steady conditions. All data were recorded astimgous time series. The
wind-on/wind-off data extraction from the time series ieewplary sketched in Figure
[6.13. All individual components already worked in loop- @ntinuous mode in order
to ensure balanced operating conditions.

All sensor signals were recorded wittDEWE-50-PClparallel scanning device. The
sampling rates were 10,000 Hz and 1,000 Hz for the pressur¢hantemperature sen-
sors, respectively. The temperature measurements wedeactaa by means of a 4-wire
RTD setup. The accuracy waS < 0.1K. The uncertainty during the pressure scan-
ning wasAp < 10Pa.

A dark current compensation of the camera was made priorotf test in order to avoid
a potential drift of the sensor noise. Dark intensity imagese additionally taken after
the final wind-off image. They were used to correct both, tiedwon and the wind-off
images. The dark frame correction was mainly done in ordeotopensate a potential
characteristic pattern of the CMOS sensor. There was ndfisignt background light.
Hence no classic dark-frame correction was needed.

The iPSP sample rates were varied according to the frearstxelocity in order to
resolve the same reduced frequencies as in the PIV invéistigaand to check the per-
formance of the iPSP system at various acquisition fregaen@he sample rates were
chosen withfsjpsp= [1; 2; 4 kHz according to Table8.1. It was necessary to crop the
frame size at higher frame rates in order to keep the propiosage acquisition proce-
dure.
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Fig. 6.12.:Comparison of the power spectral dend@yf) from a raw pressure trans-
ducer signallglue) and from an iPSP-adapted transducer sigblalol).

Data conditioning

The raw signal of the pressure transducers (10 kHz) wascatifi binned according
to the corresponding iPSP integration times in order to @ammgignals with the same
resolution in time. The transducer samples that were recbdiiring the integration
time of the camera were averaged. Fidure 6.12 compares ther gpectral densit®

of a raw plue) and a binned pressure transducer sighkak). The noise from the raw
signal was slightly reduced as a consequence of the binniregeas all characteristic
features were kept.

Main PSP evaluation

About 1,000 wind-off images, 1,000 dark images and 16,060680D wind-on inten-
sity images were available for the final data evaluatiolRES The data evaluation of
16,000 PSP signal images took about 2 h on 12 parallel CPUs.

The in-situ correction was applied automatically to theilsof the base measurements.
A fit function was created for each instantaneous pressuppimg that linked the pres-
sure values from the raw PSP results with the desired supfassures at the positions
of the four transducers. The fit function was applied to thérempressure map. The
wake results were corrected by means of an average fit funtttat was derived from
the base data. This became necessary because the sting snggrporated no pressure
transducer for in-situ correction. Each instantaneoussure mapping was projected
on a specific structured grid with resolutions 0fx4220 surface elements (sting mesh)
and 173x 50 surface elements (base mesh) according td Fig] 6.13.
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sting mesh: base mesh:
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Fig. 6.13.:Data projection grids for the iPSP measurements showingdsh for the
wake result left) with a resolution of 41 220 cells and the mesh for the
base resultsright) with 173x 50 structured surface elements.

Post-processing

All subsequent data processing was performed on the grice prassure data was
converted into the frequency domain by FFT in order to idgntharacteristic fre-
quencies in the time-signal. The power spectral derSitf)) of the pressure signals
from the transducers and from iPSP were computed by usingviieh algorithm in
order to enhance the spectral amplitudes (similar to the d&¥a processing). The
cut-off frequencies which define the corresponding freqguarsolutions are given by
fc = 0.5- fs. They werefc = [512; 1024; 2048 Hz for the corresponding sampling fre-
quenciesfs = [1,000; 2000; 4000 Hz according to Table 6l 1. The length of a Welch
window was 1s (i.e. 1,000 samples for a sampling rate of 1 kg window overlap
was 75 %.

The convention:

o2~ [ -G(f)dllog()] = G ms (64.)

proposed by Owen (1958) was used for the display and thesfisnuof the pressure
spectra. The notation describes the total energy of a Eedudiquency band. It artifi-
cially amplifies small characteristic pressure fluctuatiiorthe spectra which essentially
determine characteristic buffet loads. The power spectsumormalized with the local
frequency and the pressure fluctuation (squared RMS valine)spectra can be plotted
in linear-logarithmic scales as a consequence from thisideration.

The integrated values of the pressure fluctuation coefticigms were computed by:

Cprms =\ P2/Co (6.4.2)

Here,p' is the pressure fluctuation ang is the dynamic pressure. One scientific goal
was the identification of characteristic base pressure mtigg have a dominant radial
distribution. This analysis was possible as a consequette gtructured data projec-
tion grids. The pressure data were extracted at a cons@insraR from the base grid
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Fig. 6.14.:Model characteristics in the axiabrfange, the horizontal §lue) and the
lateral plack) direction. Top Model vibration amplitudes at M= [0.3; 0.7];
Bottom characteristic model shaking spectra at M 0.7.

or at a certain constant positiayiD from the wake grid. These pressure signals were an-
alyzed using the FFT. The spatial frequencies were cordvémte physical dimensions

by means of the grid spacing factor that was 1.05 celis/2 cells/ mm, respectively, in
order to identify dominant spatial wavelength that chamaze the extension of coherent
pressure modes.

6.5. Model characteristics

The vibration of the model and the model’'s resonance specivare investigated dur-
ing two wind tunnel runs at M = [0.3; 0.7] test conditions. A registration marker on
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6. Characterization of a turbulent separating/reattarfiow

the surface was tracked with a sample rate of 2kHz in ordesdolve the model motion.
The data was acquired using the experimental setups froiR 8f@measurements. The
model motion amplitudes and characteristic spectra inxta fiow direction ), in the
horizontal planey, yawing) and in the lateral plane, pitching) are summarized in Fig.
[6.14. The motion amplitudes are about 0.5 mm at its maximulnis dorresponds to a
shift of about 5 px in the intensity images in combinationhvthie optical magnification.
The power spectr&(f) in all three dimensions revealed dominant peaks around the
models resonance frequencyfat 39.2Hz. It was also shown that the amplitudes of
the lateral motion are approximately two orders of magmth@yher compared to the
remaining spectra. In this case, the measurement sequersgeaerformed with setup 2
(camera attached to the wind tunnel wall). The spectrum efitledel was obviously
superimposed by the vibration of the wind tunnel. Henceryasttaristic frequencies
aroundf = [39.2,170 Hz, which were generated by the model setup, and frequencies
aroundf = [20,100 Hz, which caused by the wind tunnel itself, must not be iretex

as dominant flow frequencies in the latter discussion of ¢lselts.
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Fig. 6.15.:Boundary layer topology in the experimentabg and middle and in the
numerical datakfotton); the absolute mean velocity is color-coded; the de-
velopment of the boundary layer heighgo/D and the form factoH;> is
highlighted by thesolid anddashedslopes, respectively.

6.6. PIV Results

6.6.1. Boundary layer topology

The topology of the boundary layer is shown color-coded guFe[6.15. The normal-
ized absolute velocity fields from the ensemble-averagedPT\Rdata are displayed. A
comparison was made with the two-dimensional numericalisitions at M, = 0.7.
The boundary layer heigldyg grows up to 3.8 mm for M = 0.3 and up to 5.6 mm for
Mo = 0.7 at the positiorx/D = —1.5. The empirical boundary layer shape fadtgp re-
flects the topology of the boundary layer profile. It is cadtat from the ratio between
the displacement thicknegs and the momentum thickne& A laminar, a turbulent
and a separated boundary layer is presentfgr= [2.6; 1.3; > 4], respectively. The
numerical results predicted a flow separation in the vigiaftthe junction between the
nose cone and the cylindrical part of the model as indicayetid shape factor. A laser
light reflection partially impeded the evaluation of the esimental results at this posi-
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6. Characterization of a turbulent separating/reattarfiow

0.2
2D |——— xD=-26,PIV
--------- XID = -2.6, CFD
015 XID = -1.6, PIV
1 XID = -1.6, CFD
0.1
0.05.
oL Lo
| M, =0.7, Rg = 110°|
_0-05 T T T T T T T— T
0 05 1,

Fig. 6.16.: Comparison of the boundary layer profilexAD = —2.6 (black) andx/D =
—1.6 (gray) between experimentabglid) and numerical datedéshed for
the Mach number M = 0.7.

tion. Unfortunately, the reflection extended over 20 mm s the expected separation
bubble could not be resolved in the experiments. The slotigecghape factor revealed
that the boundary layer is turbulent frofiD ~ —2.5 in both, the experimental and the
numerical data.

A comparison of the experimental and numerical boundargripyofiles ak/D = —2.6
(black andx/D = —1.6 (gray) is displayed in Fig.[6.16. The profiles from the ex-
perimental data were averaged over 6 interrogation windiowthe axial direction
(6-0.0984mm) for smoothing. The very good agreement of the prefilgpes vali-
dated the conclusions of the turbulent boundary layer statethe general topology.
The entire boundary layer height was resolved within 12 phéexperiments. The op-
tical magnification of the experimental setup as well asalk bf tracer particles in the
near-wall region impeded the PIV evaluation down to the wile investigation of the
near-wall region down to the viscous sub layer requires hérigptical magnification
of about 10- 20 : 1, a higher seeding density and a more sophisticatecedataation
technique as reportedlin Kahler et al. (2012b).

6.6.2. Wake flow topology

The normalized velocity magnitude in the wake is shown cotmted for both Mach
numbers in Fig[[6.17 in comparison to the 2D-RANS simulaiahM, = 0.7. A dis-
tinct recirculation vortex with a clear reattachment lomatestablished in the wake. A
secondary counter-rotating vortex was clearly resolveithéncorner between the base
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Fig. 6.17.:Normalized wake velocity magnitude from PIV atd= 0.3 (top), Me, = 0.7
(middle and from 2D-RANS simulation at M= 0.7 conditions botton).

and the sting support by means of the RANS simulation asatelitby the stream lines.
This vortex was also confirmed in the PIV results but the spegsolution of the vector
field is too low to characterize its extension precisely.

The criteria for the estimation of the reattachment lengtasu,y = 0. Hence, the reat-
tachment lengths were estimated with: (0.98+0.01) x/D andl, ~ (1.134+0.01) x/D

at M, = 0.3 and M, = 0.7, respectively. The uncertainty was given from the resmhut
of the vector field. The size of the recirculation area is guedicted by about 15 %
in the RANS simulations. Here, reattachment occuils t(1.332+ 0.001) x/D. This
discrepancy is mainly caused by a mismatch of the turbulenoguction and dissipa-
tion terms between the experiments and the simulationsmismatch assumption was
also confirmed by the topology of the turbulent kinetic efesgk = 0.5- (U2 +w'2))
as shown in Fig_6.18. The maximum valueskdfiffer by a factor of 1.5 between the
simulations and the experiments (note the scaling of therdmrs in Fig[6.18). Nev-
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Fig. 6.18.:Normalized turbulent kinetic energy from PIV atM= 0.3 (top), M« = 0.7
(middlg and from 2D-RANS simulation at M= 0.7 conditions botton).

ertheless, the topology of the wake flow and the absolutecsaddi the wake velocity
magnitude compared well with each other. The thicknessesHear layer decreased
with increasing Mach number. An overall broadening of thesshayer towards the reat-
tachment location indicated enormous unsteady fluctusiiiothis region and a strong
momentum transfer between the outer free stream flow anétreulation area caused
by vortex shedding. The amplification kfin the vicinity of the shear layer separation
point at the base was introduced artificially. It was the egugnce of spurious vectors
which were caused by an instationary oil droplet at this tpmsi

6.6.3. Coherent wake dynamics

The velocity perturbationi = u;(t) — Gy was computed for every instantaneous vector
field. Itis a characteristic measure for shedding vortidésge amplitude spectrum of the
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Fig. 6.19.:Local amplitude spectrum of the velocity perturbation niagie with re-
spect to the axial wake position atd= 0.3.
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Fig. 6.20.:Local amplitude spectrum of the velocity perturbation niagie with re-
spect to the axial wake position atd= 0.7.

velocity perturbation magnitude was calculated at eacivighal vector location within
the dashed box in the wake region that was highlighted in teeiqus figures. The re-
sults were averaged vertically in order to increase the SR local amplitude spectra
with respect to the axial position in the wake are displayetthé Figure5 6.19 and 6120
for Me, = 0.3 and M, = 0.7, respectively. Both spectra reveal two major charadteris
features: on the one hand, a region of low dynamic range appethe vicinity of the
base up to¢/ly = 0.5. Apparently, no coherent structures of a distinct fregyemere
resolved with PIV in this area. A formation of certain domih&equencies is evident
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6. Characterization of a turbulent separating/reattarfiow

beyondx/I; > 0.5. The peak locations in the spectra are located around @0®5 at

Mo
the

= 0.3 and around 900-1000 Hz for M= 0.7. These peaks partially correspond to
expected frequencies of dominant vortex shedding atlzcesl frequency around

f-D/Us = 0.21.

6.6

4. Summary of the PIV experiments

The results of the PIV measurements revealed the followarggptions:

« The state of the boundary layer is fully turbulent when giamtes from the base.

« The agreement of the flow topology and the velocity magmitbdtween the ex-
perimental results and the 2D/3D-RANS calculations wag geod. There was
a discrepancy between the turbulence production termseirRétynolds-stress
turbulence model and the turbulence level in the wind tutivelhad a significant
effect on the wake reattachment position. This location @as-predicted by
about 15 % in the numerical results.

The strongest unsteady effects were identified at abo@08@-upstream of the
reattachment position as examined from the topology ofuhautent kinetic en-

ergy.

* The presence of expected dominant shedding frequencas@rd00Hz at
Mo = 0.3 and around 900 at M= 0.7 was confirmed by the PIV measurements.
Nevertheless, the amplitudes were very noisy and only atedfor very strong
fluctuations.

The PSP measurements should preferentially help to retfodvow dynamics which

are
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Fig. 6.21.:Comparison of the base buffet spectras( ) /a2 of the four active pressure
transducers inside the base located/&= [0.45;052;085;095|.

6.7. PSP results

6.7.1. Comparison: iPSP vs. pressure transducer

A comparison between the buffet spectra from the conveatipressure transducers
and the results of the iPSP measurements was initially maaeder to ensure that
frequencies which were resolved with iPSP reliably repretiee flow characteristics.
Figurd6.Z1 shows the similarity of all four pressure tramsds. The 3rd sensor located
atr/R=0.52 was used as a reference for the iPSP results in the folljpsistussions.
The static base pressures at the reference transduceg dusiiind tunnel run were
ps = (1582834 0.538) kPa at M, = 0.3 andps = (101721+0.784) kPa at M, = 0.7.
These pressure fluctuations led to intensity changes d3.@.26 in the iPSP images.
Figure[6.22 shows a comparison of the base buffet spectratiie pressure transduc-
ers @ashed and the spectra from the iPSP signalslid) at both test Mach numbers.
The iPSP data was extracted from the base grid in the vicofityre reference pres-
sure transducer for this comparison. The spectra at diffdRSP sample rates are
shown color-coded in the figures. The good agreement betiteespectra in both,
the amplitude and the position of characteristic frequesicshowed that iPSP was ca-
pable to resolve the flow phenomena precisely. A dominank pstablished around

f ~ 405 Hz and a second, wider one aroung: 870 Hz for M, = 0.3. The first peak
confirmed the expected frequency of characteristic vortexdding at a reduced fre-
quency off - D/Us. = 0.21. The wider peak ought to represent its higher harmonic, as
already measured In_Scharnowski and Kéahler (2011). At-M0.7, dominant peaks
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Fig. 6.22.:Comparison between the base buffet spectra from the iP®RIsi§olid)
and from the pressure transducedaghed; the iPSP sample rates were
fsipsp= 1kHz (black and fsjpsp= 2kHz (orange); Left: M., = 0.3; Right:
Mo =0.7.

formed around ~ 400 Hz and around ~ 900 Hz. The peak arounfi~ 900 Hz corre-
sponded to the expected frequency of characteristic vahierdding. The peak around
f ~ 400 Hz reflected one harmonic of the wind tunnel perturbaitian was discussed
earlier. The dominant amplitudes are 10-15 % lower atM0.7. They might be ampli-
fied by the higher turbulence level and the perturbations@ettydraulic system at the
lower test Mach number.

6.7.2. Base flow topology
Mean pressure distribution

The ensemble-averaged base pressure distributions ame $hiahe Figure§ 6.23 and
for Mo = 0.3 and M, = 0.7, respectively. The view from the rear is presented
in polar coordinates whereaB = 0° represents the positive-axis in the global co-
ordinate system. The gray filled areas cover screws and #ssyre transducers. No
iPSP signal was available at these positions. A fairly comtsstatic pressure distribu-
tion developed at the base as it was expected from the RAN@aions. The pres-
sure minimum is located at about 20 % of the base height. Aspreschange towards
the sting supportr(R = 0.4) is caused by the secondary vortex rotating in the junc-
tion between the sting and the model base. Its asymmettighdison, especially at
M« = 0.7, indicated a potential oblique oncoming flow. This mighthased by a slight
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Fig. 6.23.:Left: ensemble-averaged base pressure distribution.at=M.3 in polar
coordinates®, r/R); Right: line plots ofcp andcy rms extracted atp = 55°
in comparison with the pressure transducer ressjtmpol3.
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Fig. 6.24.:Left: ensemble-averaged base pressure distribution.a=M.7 in polar
coordinates®, r /R); Right: line plots ofcp andcy rms extracted atp = 55°
in comparison with the pressure transducer ressitspol3.

sting bending as a consequence of strong aerodynamic fddegsrtunately, the four
static installation pressure ports on the cylindrical p&the model indicated no notice-
able pressure difference.

A quantitative comparison between the pressure transdadees and iPSP is done on
the right-hand side of each figure. The pressure coefficipand the pressure fluctu-
ationscp rms were compared. The line plots represent the iPSP data arsyhieols
show the transducer data. The iPSP data was extractee-&i5°. The values otprms
are nearly doubled in case of the low Mach number compardetoansonic one. This
was expected as a consequence of the higher wind tunneléndeulevel at M, = 0.3.
The highest fluctuations occur in the vicinity of the pressoninimum. The measure-
ment uncertainty was assessed by means of all four pressungducers which were
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Fig. 6.25.:Normalized base pressure fluctuatigriq., at three consecutive time steps
(At =5-107%s) for Mw = 0.3 (left) and for M, = 0.7 (right).

used for the in-situ correction. The deviations betweendheand the in-situ corrected
results were examined during thiRESevaluation. They were at-810 % -lower at
M« = 0.7 due to a stronger pressure gradient. These deviationsshightly higher
but still in good agreement with the expectations made byehgerature distribution
from CFD. Paint contamination and aging played an additioola and increased the
uncertainty. The final deviations between the transducetstee corrected iPSP signals
wereAcp = 0.015 for M, = 0.3 andAcp = 0.009 at M, = 0.7. The uncertainty was
higher for M, = 0.3 as a consequence of the higher static pressure in the ttisinse
the lower pressure fluctuations and the higher turbulencs. le

Pressure fluctuations

An impression of the time-dependent topology of the bassgure fluctuation at three
consecutive time steps can be received by means of Eig] &2 starting time step
was chosen randomly. As already mentioned, the fluctuatioplieudes are higher
for M, = 0.3. The distribution of the pressure fluctuation events apggkataggered
at the lower Mach number. Their distributions seemed mucbosher at M, = 0.7.
The occurrence of highp( > 0) and low @' < 0) pressure fluctuation events was
statistically investigated. Each instantaneous presswpping was segmented into
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Fig. 6.26.:Statistical evaluation of the coincidence between the sfziew (p’ < 0,
blug) and high @' > 0, red) pressure fluctuation events and their relative
number of occurrence.

areas of low and high pressure fluctuations. Therefore, nb&idual probability-
density functions (PDF) of the pressure signals were nazedwith the 3 quantiles
(30 = [1.61; 235 kPa) for M, = 0.3 and M, = 0.7, respectively. The normalized
PDFs are displayed on top of Figlire 8.26 for both test Machbmrsa The segmenta-
tion boundaries for the pressure mappings were chosendiegdo the color-shaded
regions in these PDFs. An algorithm was used that binarizedégmented pressure
mappings and extracted the area information of the detestedts. The area of the
individual eventA(p’) was normalized with the base area that was covered with iPSP
Awt. The relative fluctuation area is plotted on the abscisshardwer plot of Figure
[6.28. The number of occurrence of the high and low pressweatewvas normalized
by the total number of detected events for each Mach numbbesir Values are plotted
along the ordinate. The plot was croppedap’) /At < 6- 102 due to a large num-
ber of smaller events which were introduced into the redujtthe size of the spatial
filter. The results confirm the visual impression that moralgen pressure events oc-
curred at M, = 0.3 whereas large-size pressure fluctuations dominated.a¢d.7. It

is expected that these characteristics were not a Reynofdber effect because of the
similarity of the test Reynolds numbers. It might be causgdhle flow quality at low
subsonic conditions as previously mentioned.
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Fig. 6.27.:Space-time correlation plot of the normalized pressurdifaton p’'/g. at
M. = 0.3 (left) and M, = 0.7 (right) extracted from the base gtR = 0.52
for 500 reduced time-steps U, /D; the black arrows indicate pattern con-
vection with a reduced convection ratefgf U, /D = 0.079.

Coherent pattern convection

The pressure fluctuation signal was extracted from the bagieearadius where the
reference pressure transducer was locat¢R € 0.52) in order to identify dominant
pattern convection rates. Figure 8.27 shows the correspgrspace-time correlation
at 200 reduced time-stes U, /D for both test Mach numbers. The signal was in-
terpolated at the positions of the pressure transducethifvthe dashedboundaries)
using a cubic spline due to the absence of iPSP informatidghisposition. The vi-
sual identification of pattern convections was possibleMar = 0.3 by means of this
plot due to sufficiently high sample rates. The estimatedged convection rates were
fc-Uw /D = 0.079+ 0.01, as indicated by the black arrows. This corresponds to ra-
dial convection rates aob) = 2mtfc &~ 950rad/s or about 150 Hz. A peak at 150 Hz was
also present in the base buffet spectra that were discussker.e Unfortunately, this
frequency collided with a characteristic frequency frora &xperimental setup. In the
case of M, = 0.7, the sample rate was too low for an estimation of convectites by
this analysis.

The estimated pattern convection rates were confirmed bysnafaa two-point corre-
lation, compare _Hudy et al. (2007). Therefore, the time daneé the signal at each
radial positiond from Figurd 6.2V was cross-correlated with the signabat 0°. The
signal had to be super-sampled by a factor of 5 for this aisilgorder to avoid peak-
locking. Coherent convection rates can be identified iféhiera certain correlation
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Fig. 6.28.:Contour map of the two-point cross-correlation betweerbale pressure
fluctuation signals along/R = 0.52 and the reference signal &t= 0° at
Mo = 0.3 (left) and M, = 0.7 (right); the pattern convectioff - U /D is
estimated from the inclination of the correlation ped&ghed; the segmen-
tation threshold was 0.black).
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Fig. 6.29.:Contour map of the auto-correlation coefficiéhfor all base pressure fluc-
tuation signals along/R = 0.52 at M, = 0.3 (left) and M, = 0.7 (right).

between the reference signal and the remaining ones. Tiss-coorelation result is
shown in Figuré6.28 for both Mach numbers at 100 reduced sieyest - U, /D. Both
plots show a distinct correlation between the referenceasignd the signals in the im-
mediate neighborhood. The convection rate is charactebigethe inclination of the
correlation peak, according to Hudy et &l. (2007). The datien map was segmented
with Matlab™ using thresholds between 0.1 and 0.3, as indicated by thk baundary.
An elliptical fit was applied to the segmented correlatiorpriraorder to estimate the
peak orientation.

Coherent pattern convection ratesfgf U, /D = [0.071; Q085 + 0.02 were estimated
from this investigation at M = 0.3 and M, = 0.7, respectively. The uncertainty was
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Fig. 6.30.:Spatial wavelength spectrag 0 1/f) of base pressure modes foed¥= 0.3
(left) and M, = 0.7 (middle); the signal was extracted gtR = 0.52 for 500
reduced time-steps- U, /D; Right: time-averaged wavelength spectra and
the standard deviations.

given by the corresponding results with different segmténahresholds. The values
for M = 0.3 are in good agreement and confirm the pattern convecties est they
were visually detected before.

@2) proposed the auto-correlation of charatiesgnals for the identifica-
tion of dominant time scales in the flow. The evaluation wadgomed in a similar
manner than the one from above. The super-sampled timdsigfithe pressure fluctu-
ations were self-correlated at each positenThe auto-correlation maps are presented
in Figure[6.29 for both Mach numbers. A homogeneous digidhiof the time scales
in the separated base flow is expected if there are no trigg@aes in the flow. The
actual distribution is homogeneous over a wide radial raAgeund® = 0° (the direc-
tion of the horizontay - axis) the peak is spreading slightly forJM= 0.3. This indicates
a small variation in the dominant time scales. It might besealuby interferences be-
tween the model and the vertical wind tunnel wall as a coresecgi of the rectangular
(non-symmetric) cross-section.

Coherent pattern wavelength

Finally, the pressure fluctuation signal from Figlire 6.2%wnalyzed in order to iden-
tify coherent pattern wavelengths. Large-eddy simulatitmat were performed by
project partners indicated an instantaneous mode-liked&ribution of base pressure
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fluctuations, compaie Statnikov ef al. (2012). The spaceaitonf each instantaneous
pressure fluctuations signal was converted by means of FRd.spatial wavelength
of a pressure modé is proportional to its inverted spatial frequency. The mpat
wavelengths of the corresponding signals are presenteayinef6.30 for both Mach
numbers at 500 reduced time steps. The right-hand-sidessiioaveraged wavelength
spectrum and the corresponding standard deviations.

Structures with large spatial wavelengths dominate thetspdor both Mach num-
bers. The formation of pressure modes with a preferrettdétribution could not
be confirmed by this analysis. However, a mode-like appeararfip’ is somehow
present. It can be concluded from both, Figure6.27 and EIiB0, that the strongest
pressure fluctuations modes seemed to have dominant wgtledeim the range of
100° < Ay < 200°.

6.7.3. Wake flow topology

The comparison between the pressure transducers and i®8RHhe previous section
showed that iPSP is capable to resolve small pressure ftigtsavith high frequencies
precisely and reliably. This benchmark was shown in advéreoause the iPSP wake
data (discussed in the following) could not be correcteth piessure transducer signals
due to their absence within the rear sting support.

Mean pressure distribution

Figured 6.3l anf 6.82 show a contour map of the ensemblagaamwake pressure
distribution at M, = 0.3 and M, = 0.7 acquired with 2kHz and averaged from 16384
wind-on samples. The line plots @f andcpms in the upper part were extracted at
@& = —200° (black trace in the surface pressure plot). The axial coatdi was nor-
malized with the reattachment length from PIV which wére= [0.98;113/x/D at

M = [0.3;0.7]. The regular dot structure in the pressure map (especiaiia= 0.3)
originated from the registration markers.

The pressure differendic, as well as the absolute pressure fluctuation coefficigms

is nearly doubled for M = 0.3 compared to the transonic test case. This might be the
consequence of the high turbulence level and the amplificaif perturbations as al-
ready assumed in the base flow results. The line plotg ahdcy rms are compared with
data from literature in the case ofdM= 0.7, compare Deprés etlél. (2004). Deprés et al.
(2004) acquired their data on a comparable model by meansstéady pressure trans-
ducers at M, = 0.85. Their model was fixed in the test section using a strut.celei
could be equipped with a cylindrical nozzle of lengtl2[D instead of a sting support.
The good agreement in botty andcp ms, validated the presented iPSP results and the
data handling in absence of pressure transducers for atuinesrection.

113



6. Characterization of a turbulent separating/reattarfiow

ensemble-averaged pressure distribution
¢, [-]
-03  -0.1 0.1 0.3 full view

detail view

Fig. 6.31.:Contour plot of the ensemble-averaged wake surface-peed@iributiorg,
at Mw = 0.3 and line plots o, andcy ms extracted atp = —200° (black

trace).
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Fig. 6.32.:Contour plot of the ensemble-averaged wake surface-peed@iributiorg,
at Mw = 0.7 and line plots o, andcyms extracted atp = —200° (black
trace); comparison with data fr tlal. (200darggles.
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Fig. 6.33.:Space-time correlation plot of the normalized pressuretfaton p’'/g. at
M = 0.3 (left) and M, = 0.7 (right) extracted from the wake &t = —200°
for 500 reduced time-stes Ue /D.

The pressure distribution at = 0.7 exhibited the clear formation of a vortex core
aroundx/l; = 0.4 as indicated by the pressure minimum. It was examined bgroth
authors that the location of the highest pressure fluctnstigms is located about 25 %
upstream of the mean reattachment length, compare Hudy @04&17) or Deck et al.
(2007). These result were confirmed by the iPSP results. Ehémum wake pressure
Cp,max Was located about 10 % downstream of the reattachment gsitsince the
topology of the pressure distribution established as d@rgein the averaged results
from M = 0.7, the wake flow seemed somehow triggered and not yet fullgldped

at M = 0.3. The major indicator for this assumption was the formatibriocally
predefined low pressure regions in the topology at the lowachivhumber. These low
pressure regions were noticeable even in the ensemblagmeeresults, as indicated by
the deep blue areas in the pressure map of-M0.3. The flow triggering might also
be the consequence of the flow quality in the wind tunnel atitinimum operational
Mach number.

Spectral analysis

The space-time correlation of the pressure fluctuationasigrshown analogous to the
base flow results in Figufe 6.83 for 500 reduced time steps.ifi$tantaneous pressure
fluctuation signals were extracted in the axial directiothatsame positions of the line
plots in the previous images. The pressure fluctuations wenmalized using the dy-
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Fig. 6.34.:Contour map of the auto-correlation coeffici€tor all wake pressure fluc-
tuation signals along = —200° at M., = 0.3 (left) and M, = 0.7 (right).

namic pressur@w. It was shown that the relative pressure fluctuation angwisuare
stronger at M, = 0.3. The flow is dominated by large-scaled coherent eventshndype
pear intermittently. The large fluctuations seemed to ektarer the entire near-wake.
The dynamic range of the events seemed to reach from failyfilequencies, as in-
dicated by the strong coherent packages, up to large freseras indicated by the
smaller amplitudes.

The time-scales were analyzed in a similar manner as forabe-Bow results by means
of a signal auto-correlation. The time domain of the supended pressure fluctuation
signals (super-sampling factor: 5) were self-correlatezhah axial wake position. The
results are presented in Figlire 6.34 for 40 reduced times st&gslight peak-locking
as a consequence of the chosen sampling rates was stileablicin the plots. The
absolute length of the signal cut-out was- [0.022; Q010 s (lower at M, = 0.7). The
time scales in the wake vary with their axial position. It vea®wn that the time scales
in the center of the vortex core gtl; ~ 0.4 correlate less compared to the reattachment
position. It is assumed that weak short-duration pressuctuthtions are present in this
area. Large-scale fluctuations should be too inert to fotlesvflow gradients into this
domain. The largest coherent time scales appeared upstifednm reattachment posi-
tion at the maximum of, rms. It is assumed that the dominant wake buffeting somehow
originates from the coherent structures in this area. Tlaadheristic change of the
time-scale pattern was already measured in the separafonda fence at Re 7,900
by/Hudy et al.|(2007).

The local buffet spectra along the wake’'s main axis was ddrirom the surface
pressure fluctuations in a similar manner than it was alrestiywn for the PIV
investigations. The time domain of the pressure fluctuasigmal was extracted
at ® = —200° and converted into the frequency domain by FFT. The resulis a
presented in the Figurés 6135 and 6.36 fox M 0.3 and M, = 0.7, respectively.
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Fig. 6.35.:Local buffet spectrum of the pressure fluctuations with eespo the axial
wake position at M = 0.3; dominant vortex shedding occurs arouiggbq~
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Fig. 6.36.:Local buffet spectrum of the pressure fluctuations with eespo the axial
wake position at M = 0.7; dominant vortex shedding occurs arouiggk4~
0.9kHz.

It is evident from both spectra that the wake is charactdrimepressure fluctuations of
a large dynamic range and not only by the dominant vortexdihgdas it was assumed
from the PIV results. The dominant vortex shedding with expé reduced frequen-
cies of f -Us /D ~ 0.21 was already confirmed by Deprés étlal. (2004)[and Deck et al.
@) for their generic spacecraft configuration at M 0.85. This dynamic behavior
were also confirmed in these results from both plots. Thezenarsharp peaks but a
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Fig. 6.37.:Contour map of the two-point cross-correlation betweerwalke pressure
fluctuation signals alon@ = —200° and the reference signal at the reat-
tachment position at/l; = 1 for M, = 0.3 (left) and M, = 0.7 (right); the
pattern convectiorf; - Us, /D is estimated from the inclinatiodasheg; the
segmentation threshold was OHlack).

clear indication of events occurring with a reduced freqyearoundf - U, /D ~ 0.21.

The total buffet energy of each frequency band is about 2<inigher compared to the
results from Deprés et al. (2004) and Deck et al. (2007). Tassure fluctuationy rms

was lower in the results presented here. Hence, the buféetrspwere reduced as a
consequence of the notation from Owen (1958) in this case.

The dominant vortex shedding spreads out over the entiree walarly independent
from the axial position. A region of high dynamic range isdted around the position

of maximumc, rms atx/D ~ 0.9 as already assumed from the previous auto-correlation
plots. This domain of high dynamics originates from the ¢éasgale shear layer struc-
tures which clash on the sting and decays into smaller strest The vicinity of the
vortex core ak/D ~ 0.4 is obviously dominated by weaker eddys as also assumed from
the previous auto-correlation. The amplitudes of low-frency events, which can be
produced by larger flow scales, seemed reduced in this donTdiis confirmed the
assumption that large-scale structures are too inert ariotgleen up before they reach
the vortex core. The 400 Hz wind tunnel perturbation in cesklg = 0.7 was also
resolved in the spectra.

Pattern propagation

The convection of disturbances was extensively studieddokward-facing step flows,
compare e.gl_Kiya and Sasaki (1985); Lee and Sung (2001) dy Eiual. (2003). It
was examined by nearly all authors that there exists no gefew for potential dis-
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Fig. 6.38.:Evolution of the relative pattern propagation velogityU., along the axial
wake position; the propagation is separated in up- and dogara convec-
tion atx/l, = 0.55.

turbance convection rates. Kiva and Sdsaki (1985) exantimetdthe flow in the re-
circulation area is dominated by the motion of large-scdiaitl-pin-like vortices and
low-frequency fluctuations. This motion separates intdngpsn and downstream con-
vections at a certain position - not necessarily/4t = 1. This “breathing” of the wake
recirculation bubble is one of the dominant modes, as exaairdy Deprés et al. (2004).
Hudy et al. ((2003) or Deck et al. (2007) found up- and dowstr@ropagating distur-
bances with characteristic convection velocitiesigfU, = —0.26 anduc/U« = 0.6,
respectively. Both authors examined a separation poditicup- and downstream prop-
agation a/Ir =0.5—0.7.

The propagation of coherent pattern in the wake was studieddans of a two-point
cross-correlation analysis, similar to the one that wasgeed for the base flow. The
time domain of the space-time-correlation presentederarii Figure[6.38 was cross-
correlated with a reference signal at each wake positjdn An exemplary cross-
correlation between all axial pressure fluctuation sigredd the reference signal at
the position of the reattachment is presented in[Eig.] 6.8Z@aeduced time steps. The
length of the presented signal was= [0.022; Q010 's (lower at M, = 0.7). The pres-
sure fluctuation signal was also super-sampled by a factasffor the previous investi-
gations. The inclination of the correlation peak was exgddérom the two-dimensional
correlation plane while the reference signal was shiftedieenx/l, = 0.2—1.2. This
analysis was performed for various segmentation threshmtiveen 0.1 and 0.3. The
results are presented in Figlire 8.38 fog M 0.3 (dashed and M, = 0.7 (solid). The
standard deviations represent the fluctuations that @tgihfrom the change of the
segmentation threshold. The results confirmed that theagatjpn of disturbances is
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separated into up- and downstream convections. The locaiiothis separation was
estimated to be/I; ~ 0.5— 0.6. Prior to this position, coherent pattern convecting
upstream in the direction of the base. The highest estimgietteam convection ve-
locities were found withue/Ue = [—0.03; —0.12 at Mw = [0.3; 0.7]. The maximum
propagation velocity of downstream disturbances was faameuc /Us, = [0.72; 048]
atx/lr ~ 1.2 for both test Mach numbers. Obviously, the convection sefutbances

is faster at M, = 0.3. The reason for this might be the presence of more smallreohe
ent pressure events in comparison with large-scaled atesitas indicated in the base
flow topology for M = 0.3. These smaller events suffer from lower inertial effects
and hence could reach higher convection rates. It is alsiesvifrom the results that
the uncertainty in the estimated convection velocitiesigyf high, especially down-
stream of the reattachment position. This is mainly causeithd high unsteadiness as
a consequence of the reattaching shear layer. The “brgatbinthe recirculation area
additionally affects the results. Moreover, a higher sangptate is recommended for
prospective experiments in order to resolve the pattermemion more precisely.

Flow field topology: experiment vs. RANS

Finally, Figure[6.3P shows a comparison of the near-wake fapologies as a result
from the experimental and the numerical investigationsgmeed in this thesis. The
ensemble-averaged data of the PIV and iPSP measuremefiswia solor-coded in
the case of the experimental resulispj. The iPSP results were partly rotated for dis-
play purposes in this figure. The bottom plot represents ebalts of the 3D-RANS
simulations. There was an offset &€, = 0.047 between the numerical and the exper-
imental results at the position of the base pressure seosated at /R = 0.57. This
offset was subtracted from the entire numerical pressuefficient map for display
purposes. Hence, both the experimental and the numerialtsecorrelate very well
with each other in terms of their absolute values. The posibf the wake vortex core
and the mean reattachment length differ betwAgyic, . ~ 0.26 andAx/l; ~ 0.07,
respectively. This discrepancy is mainly caused by a mismbétween the turbulence
production termy in the turbulence model and the turbulence Ielalin the experi-
mental results.

One of the side goals of the project was the generation ofi@bielexperimental data
base that can be used for the further development and validat turbulence models
for steady or unsteady simulations. The data gatheredmili@ scope of this project
exhibits a high spatial resolution which is suited for thidation of numerical methods.
The comparison with established measurement techniquibe@me side as well as the
good agreement with data from the literature on the other gididated the quality of
the experimental data set.
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Fig. 6.39.:Flow field behind the generic spacecraft modélpf) experimental data
gathered with time-resolved optical velocity and pressueasurement tech-
niques; Bottom) results from a 3D-RANS simulation on a9fortion of
the model at M, = 0.7 test conditions.
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6.8. Conclusions and perspectives

The results of transient PIV and iPSP measurements in tirensde@ behind a generic
spacecraft configuration were discussed within this cliapléne experiments were
carried out in the trisonic wind tunnel facility at sub- amdrtsonic Mach numbers
M« = [0.3; 0.7]. Regarding to the scientific key questions the following aosions
were drawn for the interesting test case of the project @M0.7):

1. How is the topology of the wake?
The topology of the wake velocity field and the wake pressistibution was
investigated by means of PIV and iPSP. The ensemble-awtritme fields at
M« = 0.7 developed as it was expected from numerical RANS simulatidt
was found that the reattachment of the wake occurred@t= 1.13. The reat-
tachment position was in good agreement with experimenthinramerical data
from|Deprés et all (2004) and Deck et al. (2007). The domiremitculation area
and the secondary counter-rotating vortex in the junctietwben the base and
the support sting were clearly resolved with PIV.

2. How is the dynamic and the strength of the coherent waketstein the shear
layer? Are these structures characterized by a certainuesgy?
The results confirmed that the shear layer is dominated melscaled coher-
ent structures combined with strong unsteady fluctuatidhe dynamics of the
large-scaled structure were confirmed by means of PIV anB il&reas the dy-
namic range of the unsteady fluctuations was just resolvédiREP. The large
structures separated from the base shoulder with redueegiéncies around
f-Us/D = 0.21 and organized in a shear layer. The shear layer suddenly ex
panded ak/D ~ 0.5 as a consequence of a sudden change of the dominant time
scales. The highest unsteadinegsns occurred about 10-15 % upstream of the
reattachment location. At this position, the strongesfdildads were introduced
into the structure (which was rigid at this part of the projedhe actual domi-
nant buffet frequency was about 905 Hz.
The presented results confirmed the expected velocitiethéopropagation of
disturbances along the wake’s main axis, as proposed by Efualy (2003) or
Deck et al.[(2007). A separation in up- and downstream pratgagdisturbances
was found atx/l; = 0.6. Their maximum relative convection velocities were
Uc/Uew = [—0.26; 0.45].

3. Does the boundary layer/wake interaction result in a coheraode pattern on
the base?
It was confirmed by means of iPSP that there existed a certaiferike dis-
tribution of base pressure fluctuations. The presence aspre modes with a
preferred 60-distribution which was predicted by means of transient exical
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simulations was not confirmed. However, a mode-like digtidn with spatial
wavelengths oAy = 100—200° was found at the base from the iPSP data.

4. Is this mode pattern somehow time-dependent?
It was shown that the base flow was also dominated by the domiratex
shedding frequency. The mode pattern propagated with egidcmnvection rates
aroundfc - U /D = 0.085+ 0.02 (or about 350 Hz). An alternation of the propa-
gation direction was not found.

Perspectives

The performance of the steady and the transient PSP systemiBivM was bench-
marked and the results were validated within the scope sftttasis. Prospective work
has to be done in reducing the temperature dependence @pdrPorder to increase
the measurement accuracy of iPSP. The performance of iP@kdshe checked at
higher frequencies in order to resolve potential highemtuanics of the dominant fre-
quencies and in order to increase the accuracy of the twa-poirelation analysis.
The flow quality of the trisonic wind tunnel is very good atrisanic and supersonic
conditions. It is suggested that the quality must be shgimtiproved at low subsonic
conditions in order to reduce the amplification of pertuidrat as a consequence of the
large turbulence level. The reduction of the dominant 40@idturbance that originates
from the hydraulic control system should be investigated.
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8. List of symbols

index meaning

o0 conditions at infinity
clean clean reference surface
cont. contaminated surface
ref,0 reference conditions
won wind-on conditions

wof wind-off conditions
greek symbol  meaning [unit]

a angle of attack [°]

% contact angle [°]

O] polar angle [°]

T retarded time [s]

T fluorescence life time [s]
Tyiff diffusion time [s]

A wavelength (with respect to light) [nm]
As spatial wavelength’]

abbreviation

meaning

BRDF
CCD
CFD

bidirectional reflectance distribution function
charge-coupled device
computational fluid dynamic
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8. List of symbols

continued

abbreviation

meaning

CFL
CMOS
DLR

iPSP

IRES
JAXA
LED
LES
LSB
NACA
NASA

ONERA

pc-PSP
PDF
PIV
PSP
PtTFPP
RANS
ROI
RTD
RMS
Si

SNR
tr-PIV

Courant-Friedrichs-Lewy number
complementary metal oxide semiconductor

German aerospace lab (Deutsches Zentrum fir Luft- unehRa
fahrt e.V.)

instationary/ fast-responding pressure-sensitdiet (the mea-
surement technique)

Intensity Reduction & Evaluation Software
Japan Aerospace Exploration Agency
light-emitting diode

large eddy simulation

laminar separation bubble

National Advisory Committee for Aeronautics

American aerospace agency (National Aeronautics apac&
Administration)

French aerospace lab (Office National d’Etudes et etles
Aérospatiales)

pressure-sensitive coating on a polymer/cerarae|bger
probability-density function
particle-image velocimetry

pressure-sensitive paint
platinum-tetrakis(pentafluorophenyl)porphyrin
Reynolds-Averaged Navier-Stokes

region of interest

resistant thermoelectric device
root-mean-square
self-illumination

signal-to-noise ratio
time-resolved particle-image velocimetry
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continued

abbreviation = meaning

TRR40 joint research project of the German research foiondgdSon-
derforschungsbereich TransRegio 40 der Deutschen Fargshu
gemeinschaft)

TSAGI Russian Central Aerohydrodynamic Institute

TWM trisonic wind tunnel Munich

UniBwM Department of Fluid Mechanics and Aerodynamics & Bun-
deswehr University Munich

uv ultra-violet (with respect to wavelengths)

latin symbol meaning [unit]

A B,C paint calibration coefficients [1]

c chord length [a.u.]

Cp pressure coefficient [1]

Cp,rms pressure fluctuation coefficient [1]

Acprms absolute PSP measurement uncertainty [1]

Cr reflectance coefficient [1]

dpoly PSP layer thicknessum]

d,D diameter [a.u.]

g specific uncertainty portion [%0]

Eest expected relative iPSP measurement uncertainty [%0]

Ercal effective relative iPSP measurement uncertainty [%]

f frequency [Hz]

fc cut-off frequency [Hz]

fs sampling frequency [Hz]

F focal length [mm]

Hi2 boundary layer shape factor [1]

| intensity [cts]

lo/1, et/ Stern-Volmer intensity ratio [1]
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8. List of symbols

continued
latin symbol meaning [unit]
k turbulent kinetic energy [fis?]
Ir reattachment length [a.u.]
M optical magnification [1]
Moo free stream Mach number [1]
n,N number of specific samples [1]
oD optical density [1]
p pressure [Pa]
o pressure fluctuation [Pa]
Ooo free-stream dynamic pressure [Pa]
rnR radius [a.u.]
Re: Reynolds number w.r.t characteristic lengtfi]
Stp reduced frequency - U /D, Strouhal number [1]
t time [s]
At pulse delay [s]
tp pulse duration [s]
T temperature‘C]
Tu wind tunnel turbulence level [%]
U velocity vector with components v; w [m/s]
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A. Self-illumination validation
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Fig. A.1.: Pressure dependency of the absorption coefficefibr the
configurations gymbol$ of the UF400-coated base plate;
the empirical absorption coefficients are included.
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Fig. A.2.: Pressure dependency of the absorption coefficembr the three adjacent
configurations gymbol$ of the pc-PSP-coated base plate; linear fit lines of
the empirical absorption coefficients are included.
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A. Self-illumination validation
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Fig. A.3.: Comparison of the intensity change in the vicinity of a ragiaar corner
due to self-illuminationl_eft sample halfmeasured self-illumination effect;
Right sample halfradiosity-corrected Sl-effecdjacent surfaceffrom left
to right): frosted aluminum, UF400, absorber paint; pressatios:p/ pref =
1-—-80% ¢op) andp/ pref = 1+ 80% (otton).
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Fig. A.4.: Comparison of the intensity change in the vicinity of a ragisar corner
due to self-illuminationl_eft sample halfmeasured self-illumination effect;
Right sample halfradiosity-corrected Sl-effecdjacent surfaceffrom left
to right): frosted aluminum, pc-PSP, absorber paint; pressatios:p/ pret =
1-—-80% ¢op) andp/ pref = 1+ 80% (otton).
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B. IRES

Folder structure and input files

case-name

Fig. B.1.: Mandatory folder
IRES

—1 Dark

e )

reference

temperature

‘Won

Signal

case-name.set

Parafile case-name.dat
case-name_InputGrid.dat
tap pressure Pa.dat
wind-off pressure Pa.dat
wind-off temperature K.dat
wind-on_pressure Pa.dat
wind-on temperature K.dat

and file structure for a successful datduet@n with

139



orT

The parameter file

*kkkkkkkkkkkkk global Case name * * * * *
case-name

—> the name of the recent case

*kkkkkkkkkkkkk global data path
E:/case-name/

—> the global data path for the case name (just for orientatiwon’t be used in IRES)

Tk calibration: name *** * * *
PCPSP_Phantom_2kHz_21-May-2012

—> the a-priori calibration out of a calibration chamber fro the paint that was used during the experiments
Fhkkkkkkkkkkkk calibration: normalization temperature [ °C] * *
25.000000

—> the reference temperature for the normalization of theri$dolmer plot during the calibration
Fhkkkkkkkkkkkk calibration: normalization pressure [mbar]

1000.000000

—> the reference pressure for the normalization of the Stégtmer plot during the calibration

Fhkkkkkkkkkkkk calibration paint: [PSP] or [TSP]* * * *

PSP

—> which paint was used: defines the law/coefficients thdtheilused for the evaluation of the intensity ratio
Fhkkkkkkkkkkkk calibration: paint type [uni] or [binary] * * *

uni

—> type of paint: defines, which sub-routines for image esttoan and ratio creation are active
Tk calibration: paint response [steady] or [u nsteady]
unsteady

—> historical parameter from previous IRES versions: no usktest version 3.1

*%

*kk

*kkkkkk

*kkkkk

*kkk

*kkkkk

*kkkkkk

s34l 9



i

Fhkkkkkkkkkkkk correction: pressure in-situ-flag [on] or [ off] Fkkkkkck
off

—> flag de-/activates the in-situ pressure correction of s pressure values by means of the "tap_pressures_Pditiat"
Fhkkkkkkkkkkkk correction: temperature [Tsensor] or [IR] or [TSP] or [CFD] **** * * Fhkkx
Tsensor

—> defines, which temperature correction method is applgedfér ONLY Tsensor is validated in IRES V3.1)

Fhkkkkkkkkkkkk avaluation: DLT method [poly] or [linear] o r [advanced] Fhkkk
advanced

—> defines, which camera calibration algorithm is used; p@hpt yet implemented) for planar problems; linear - DLT-
algorithm with no lens distortion corrections for NON-PLAR problems needs 6 or more registration markers; advance
- advanced polynomial approach with lens distortion coti@t for NON-PLANAR problems needs 8 or more registration
markers

Fhkkkkkkkkkkkk ayaluation: final resection [2d] or [3d] or [ both] * * * FxxxRK
3d

—> defines the output format of calculation result: 2d - imégenat, 3d - tecplot format on grid

Fhkkkkkkkkkkkk filter: intensity images [susan] or [median ] or [wiener] or [off] Fkkkokkok
off

—> defines the initial filtering of the intensity images byngsthe SUSAN filter (for details about this filter algorithmese
Smith and Brady (1997)), a standard median or a wiener filter

Fherkkkkkkkkkkk filter: intensity images filter size median/ wiener:[size size] or susan: [size threshold] *

0.000000 0.000000

—> for the median and the wiener filter the flag defines the apéilier size in two dimensions. For the SUSAN filter it defineg
the filter size and the local intensity weighting factor fttefing

Tk filter: intensity ratio [susan] or [median] or [wiener] or [off] * FrxXIIRK
susan

—> see intensity image filter




44"

Fhkkkkkkkkkkkk filter: intensity ratio filter size median/w iener:[size size] or susan: [size threshold] ** *
2.000000 2.000000
—> see intensity image filter size

Fhkkkkkkkkkkkk filter: final [susan] or [median] or [wiener] or [off] Fkkkkk
susan

—> see intensity image filter

Fhkkkkkkkkkkkk filter: final filter size median/wiener:[siz e size] or susan: [size threshold] * *

5.000000 0.08
—> see intensity image filter size

Tk grid: final mesh type for export [coarse] or [ fine] Fhkx
coarse

—> historical parameter from previous IRES versions: no uskatest version 3.1

Fhkkkkkkkkkkkk grid: grid rotation [on] or [off] Fkkkk
no

—> activates grid rotation for display purposes in the 3dgtet grid file; if activated the angles alpha, and/or beta #d
gamma (see below) must be set
Tk grid: input grid type: triangle [trij or qua  drilateral [quad]

quad

—> required for correct data import, export and filtering - HEDGEN surface discretization ONLY

Tk image: acquisition frequency [Hz] * * * * * Hokokek
2000.000000

*hkkkkkk image: camera type: pco2000 [1] or pco4000 [2] or ssicam [3] or Phantom [4] or Dalsa Genie [5] or other [6] ***
4

—> the pixel size of the sensor might vary with the camera mabe value will be used for the estimation of the camera
position in the camera calibration algorithm
Fhkkkkkkkkkkkk jmage: dynamic [min max]
10 2000

—> global preset of the min/max intensities in the imagesafbinput GUIs - no EXACT values required

s34l 9
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Fhkkkkkkkk jmage: frame order [0 1] [1 0] - pressure monitor = 0 ** reference monitor ==
00

—> historical parameter from previous IRES versions: no usktest version 3.1
Fhkkkkkkkkkkkk image: integration time [ms] * * Fkk
0.499000

—> historical parameter from previous IRES versions: no uskatest version 3.1

Fhkkkkkkkkkkkk image: number of dark wind-off images ***** *
500

—> number of dark wind-off images

Fhkkkkkkkkkkk image: number of dark wind-on images * * *
500

—> number of dark wind-on images

Tk image: number of signal wind-off images *** * ** * ke
1000

—> number of signal wind-off images

Frkkkkkkkkkkkk image: number of signal wind-on images **** *
10240

—> number of signal wind-on images

Fhkkkkkkkkkkkk image: zero padding :BXXXXX.IM7 [sum(X)] * * *

5

—> defines the number of the digits in the filename; filenamedatart with "B"

Tk windtunnel: angle of attack alpha [°] ***** rkkk
0.000000

—> see grid rotation above

Tk windtunnel: angle of sideslip beta [°] **** Fkkk
0.000000

—> see grid rotation above




174"

Fhkkkkkkkek windtunnel: angle of roll gamma [°] * *
0.000000
—> see grid rotation above

Fhkkkkkkkkkkkk windtunnel: dynamic pressure [Pa]

10752

—> dynamic pressure (Pa) during the experiments, usualiystant

Tkl windtunnel: mach number * ok
0.31

—> wind tunnel Mach number, usually constant

Fhkkkkkkkkkkkk ywindtunnel: velocity [m/s]
104.9065
—> wind tunnel velocity (m/s), usually constant

*k%k

*k%k

*kkk
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Photogrammetry relations

The photogrammetry relations describe the conversioneafgmsformation coefficients
L into intrinsic (Equ.[B:0.11) and extrinsic camera paramékagu. [B.0.2), compare
Azad et al. |(2009). Intrinsic camera parameter such as tte fength, the principle
point or lens distortions describe parameter which arectlirdinked to the imaging

optics. The extrinsic parameter describe the absolutdiposind orientation of the
camera. The parameter are subsequently used in pseud@igmiighms in order to

clarify the image alignment itRES

— 1242 2
L = L§+Lig+LT;

Lilg+LoL1p+L3l11
CX = |_2
_ LsLg+Lglio+L7L11
= &
2,122
(o L1+L§+L37 )
L
L24+12+12
fy = E B Lg T2 (B.0.1)
_ Lo, _ Lo, _Ln
31 = T 32 = T 3z = T
; %fcxrgl_ . %*er32_ _ %*CXrSS
ll*Tyrlz = T,rm*T
Ls _or Ls _ L
31 32 33
fop — %; fyy = %; f23 %
y y y
11 riz2 ris
R = ra1 rzz2 I23
f31 I3z TI33
-1
L, Ly L La
t = R| Ly Lg Ly Lg (B.0.2)
Ly Lo Luz 1
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B. IRES

Equ.[B.0.B describes the iterative calculation of the dpedrimage (u,v) by means
of the lens distortiong and the distorted imadeug,vq). The relations are essential in
order to project images from one optical system into another

(u—0c)r2  (u—c)rf  Znivnafx <rf+2xﬁ_l> fx

vi—c)r? (a—c)rf (+231)%  2awynaly e
, > |
: : : : K3 |
(Un—c)rd  (h—c)rh  2anyanfx  (FA+2@n) fx K

(Wn—cy)ra  (vn—cy)ri  (rA+ ZY%n) fy 2XnnYnn fy

Ud1— U1
Vd1—Vi
= : (B.0.3)

Udn —Un
Vd,n — Vn
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2
3

4

5

Pseudo codes for the image alignment and the camera calibiah

The pseudo codes were adapted fitom Azadlet al. (2009). Thmagin the order of
their implementation itRES Algorithm[d describes the camera calibration by means of
the marker correspondences. The intensity images candmedfby optical aberrations
or lens distortions. In order to compensate these distwtidlg.[2 is required. Alg13
shows the creation of the real world coordinates for the wgrlgrid from the regs
reference points. The remaining algoritHmhs 4 [ahd 5 are usetid invert the previous
algorithms.

Algorithm 1: CalibrateCameraParameter: marker positi®fsy,z), P(ug,vq) — intrin-

sic/extrinsic camera calibration

Data: marker positions in the real-world coordinate systétx,y,z) and in the image
planeP’ (ug,vq)

Result camera calibration parametex(cy, fx, fy, R, t, dq, d2, d3, da)

initialize lens distortionsd; = dr =d3 =ds :=0

while k > threshdo
dewarpP’ (ug,vg) — P'(u,v) using Algorithn{2

solve Equ[Z4.2]1 for coefficients; ...L11 usingn > 6 markers
calculate intrinsic camera parametgrcy, fx, fy with Equ.[B.0.1

calculate extrinsic camera parame®grt with Equ.[B.0.2

U-Se fx 0
ve = 0 & o |Rly
S 0 0 1

calibration matrix

calculate lens distortiord . .. d4 with u, v andug, vq from Equ[B.0.3
end
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B. IRES

Algorithm 2: DewarplmageP’ (ug,vg) — P’ (u,v)

Data: distorted points in the camera syst&hiug,vq)
Result undistorted points in the camera systBfu,v)
1 foreachu, vdo

()=
(n)=(%)

r=VRTR

5 while k > threshdo

w

da(2Xnyn) + da(r? +233)

° < >X/n >:ﬁ K 33 >‘< d3(r2+2y2) + da(2Xn¥n) )}

=)

8 | ri=vXg+y3

9 end

10 uy._ fxxfrFCx
v )T\ fyym+oy

Algorithm 3: ComputeRealWorldCoordinatesFromCam&éuy,vy,Sc) — P(X.y,2)

Data: PointsP’ in the distorted reghs P’ (ug,Vq,S)
Result Points in real world coordinaté¥(x.y,z)
1 foreach P’ do
2 dewarpP’(ug,vq) — P’(u,v) using Algorithni2

U—=Cx
Xc 5

s Ye | =
z 1

(i)
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Algorithm 4: ComputeCameraCoordinatesFromRealWdPlg:y,z) — P’ (ug,vg)

Data: PointsP in real world coordinateB(x,y,z)
Result Distorted points in the camera coordinate sysifug,vq)
1 foreachP do

{

'

Xc
Ye
Z

u
\'

~(3)-

)

;)

(

fuxe
fyYe

)

4 distortP’(u,v) — P'(ug,vq) using Algorithn%

1

N

EN

Algorithm 5: DistortimageP’ (u,v) — P’(ug,vqg)

Data: undistorted points in the camera systB(o,v)
Result distorted points in the camera syst&iug,vy)
foreach P’ do

(

Xn
Yn

X

(
(

5 &

s&

) = (14 dir? +dor?) ( ?: )+(

)-(

|

U—=Cx
~¢
fy

fxXd + Cx
fyyd +Cy

)

d3(2xnyn) + da(r2+2x2)
da(r2+2y3) + da(nyn)

)
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