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Abstract: Large organizations use established enterprise architecture frameworks like TOGAF or NAF to master the in-
creasing complexity of their systems and processes. Especially for efficient cooperation the usage of different
modelling approaches in different departments or due to company fusions is problematic. Furthermore, the
different level of detail as well as different views and focuses makes the adaption or mapping of such models
to challenging task. Considering this situation, the Phd objective is the complete and consistent transformation
of enterprise architecture models from one specification to another on a generic methodology. This includes
the technical verification and validation based on syntax, semantic and ontology. It ultimately forms the basis
for objective comparability of operational capabilities and their systematic further development. This enables
a sustainable, systematic adaptation of system development processes to constantly evolving operational ca-
pability driven requirements.

1 INTRODUCTION

The increasing digitalization and thus growing com-
plexity of IT landscapes becomes a challenge for
more and more enterprises. Organizations are re-
quired to present the information systems underly-
ing their business in a transparent manner, at least
within the company. Furthermore, the management
have to align the IT systems continuously with the
strategic orientation of the company in terms of busi-
ness IT alignment. This ensures that companies
can react quickly to new technology and market-
driven demands on the business model or IT-support.
The establishment of Enterprise Architecture Man-
agement (EAM) has emerged as a mandatory disci-
pline for companies to overcome this challenge. The
multitude of existing frameworks and methods facil-
itates the development and ongoing further develop-
ment of an enterprise architecture model according
to the corporate philosophy and the individual focal
points.

The diversity of over 50 frameworks (Matthes,
2011) becomes a problem when considering the ar-
chitecture of a company as a whole. The need for
a holistic view exists, for example, in the collabora-
tion or fusion of two companies, but also internally in
the consideration of supply chains or integrated enter-
prises (Al Hadidi and Baghdadi, 2019). This is where
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different languages and model structures meet when
architectural models are combined or information is
exchanged on the basis of these, which are not neces-
sarily directly compatible. Figure 1 shows the inter-
face at which enterprise architecture based commu-
nication (EAC) becomes necessary for the scenarios
mentioned above.

Figure 1: Semantic overlap as a basis for ea-based commu-
nication.



So far, there are no standardized procedures for
this. Frameworks such as the Nato Architecture
Frame-work (NAF) and The Open Group Architec-
ture Framework (TOGAF), due to their general ap-
plicability and the multitude of possible connecting
points, do not provide any concrete statements as to
how architecture building blocks are defined and how
their interfaces must look in order to be interchange-
able or integrable.

In this paper we present a holistic approach for the
realization of model transformations for enterprise ar-
chitectures. The degree of semantic overlap between
two frameworks determines the potential amount of
transferable information and forms the basis for a
rule-based model transformation. Our approach is
framework independent and supports both the trans-
formation based on semantically aligned enterprise
ontologies as well as user-defined input and output
formats.

The remainder of this paper is structured as fol-
lows. Section 2 describes in detail the research prob-
lem. In the next section we present the requirements
and research questions of the PhD approach. In Sec-
tion 4 current approaches are briefly discusses accom-
panied by related work categorized in three areas re-
lated to the main topic. Afterwards, the scientific ap-
proach and method is presented. The main part in
Section 6 elaborate the expected concept and solu-
tions in detail. Thereafter, Section 7 shows the current
stage of research. Finally, we summarize our PhD
proposal and give a short outlook.

2 RESEARCH PROBLEM

Problems arise due to the variety of variants and in-
dividualization of frameworks in cross-company col-
laboration or communication on the basis of the ar-
chitecture models. However, EAC is increasingly
necessary, especially in cooperation with IT service
providers, in order to implement transparent and flex-
ible IT support in the company.

Differently structured metamodels usually do not
allow a 1:1 transfer of the contents into the target
architecture. Furthermore, the elements are also as-
signed different meanings depending on the company,
which can lead to misinterpretations. For example, an
IT service provider may give the term service a far
more technical meaning with a focus on applications,
ports, and transmission protocols, while another com-
pany takes a far more differentiated look at IT and
business process-related services. Terminological co-
ordination and level-appropriate mapping are decisive
factors for successful integration. Figure 2 shows an

example of the discrepancy between the two architec-
tural models EA1 and EA2 with regard to the use of
the term service. It can be resolved by a third, differ-
entiated understanding of service in EA3.

Figure 2: Bridging the semantic gap between two architec-
tures by using a third service understanding.

In this context, there is no standardized method
to develop a common understanding of architecture,
independent of the framework, and to translate and
integrate relevant business models on the basis of this
understanding.

Figure 3: Example scenario for transformation problems.

Figure 3 shows the complexity of enterprise archi-
tecture mappings in a simplified context. Within the
EA2, there is a cluster element that provides all the



required hardware in the form of a technology service
for applications. The creation of this upper structure
can only be achieved by considering all connected
individual components that are used by the software
within EA1. Furthermore, there is no direct relation-
ship between a service and an application on the tar-
get side. The number of IT systems to be created in
between depends on the technical realization of the
service and the mapping definition. This means that
either one logical IT system is created per service,
which contains all applications, or a physical distinc-
tion is made on the basis of the hardware used.

From this example it becomes clear that before the
technical realization of a model transformation the se-
mantic alignment of the architecture understandings
must take place. The difficulty arises from the differ-
ent degrees of formalization of the enterprise models,
ranging from simple tables and documents via mod-
els according to a description language up to strictly
formal ontologies.

As a result of the semantic alignment, the follow-
ing conflict areas can be identified in the subsequent
transformation of enterprise models:

• Meaning: Architectural elements of the same
name have different connotations

• Aggregation: Context based consolidation of con-
tent from different elements, attributes and rela-
tions

• Splitting: Creation of several target contents on
the basis of a single element; separation of owned
attributes of elements as independent ones with
association to them

• Case dependencies: In dependence of the situa-
tion and the context, different solutions are possi-
ble.

• Context relation: Definition of conditions, which
apply together or optionally, that the contents are
transformed.

• Generalization: Mapping of several source con-
tents to the same target element, with the possibil-
ity to differentiate them during further considera-
tion.

• Directed associations: Enterprise architecture
specification often have associations, which may
force directions.

In addition to this major challenge, there are other
related problems to consider. These include the
semantic enrichment of enterprise architectures and
their alignment, as well as the integration of trans-
formed content into an existing target model. Thereby
the visualization of the produced result is also of in-
terest.

3 OUTLINE OF OBJECTIVES

The transformation process for enterprise architecture
models faces many challenges when it comes to com-
plete mapping. Especially the creation of a common
business and IT comprehension is important to inter-
pret transferred information correctly.

The requirements for a scientific and practical us-
able system are the following:

• Pairwise enterprise architecture model transfor-
mation of two different architecture frameworks.
The transformation design and engine have to be
independent of a specific framework to be usable
for future EA approaches.

• Each model follows a specification, which pro-
vides the description by elements and relations.
These can contain further information like at-
tributes or tagged values, which have to be pre-
served.

• Creation of a target model without modification or
additional enrichment of the input.

• Definition of unidirectional mapping rules that
can be chained for overall transformations.

• Overarching concatenation of mapping rules, to
create target models via intermediate models in
complex situations or if no direct mapping rule
exists.

The solution addresses the heterogeneity of frame-
works and description languages within the enterprise
architecture domain by providing a neutral platform.
This serves to create a common understanding of ar-
chitecture and to exchange and integrate enterprise
models.

In this context, the following research questions
are expected to be answered:

• How have enterprise architectures to be described
in order to be able to communicate and collabo-
rate with other enterprises on the basis of the mod-
els in the sense of a federated enterprise?

• What is a methodology and approach to contribute
to the creation of a common conceptual under-
standing between enterprises and to transform the
content, independent of language or metamodel?

• How can the transformed content be integrated
and verified into a target enterprise model as well
as visualized?

Beside this, we will analyze the limitation of
model transformations. Furthermore, a concept of a
simple formal description of the transformation will
be developed. The definition of an interface that
supports the enterprise comprehension of the current



main 50 EA frameworks can only transport a small
subset of the semantics of the models. It is frag-
ile with regard to its validity in view of the growing
number of frameworks and in-house developments or
agile enterprise description models. Thus, we focus
on an integrative approach, which can be defined be-
tween two models, but which can be extended at will
in order to successively contribute to a federated un-
derstanding of enterprise models.

4 STATE OF THE ART

At the beginning, we start our research with a system-
atic method for related work. Afterwards, it is com-
bined with the method of centric circles to identify
highly important publications. Current approaches
for our problem can be divided in three categories
Enterprise model Transformation, Enterprise ontolo-
gies, and Ontology alignment.

4.1 Enterprise Model Transformation

With regard to the technical realization of the map-
ping of Enterprise Architecture Frameworks we con-
sider solutions from the field of model transformation.
Numerous tools exist for model-to-model transforma-
tion. A current survey of Kahani et al. (2018) classi-
fied 60 of them according to several criteria. Most
of them implement the OMG standard QVT (OMG,
2016) or similar, using OCL (OMG, 2014) or other
expression languages to define transformation rules.
Our approach addresses domain experts in enterprise
architecture modeling who do not necessarily have
experience in programming, metamodeling, or model
transformation. Therefore, we follow the definition
of Acreţoaie et al. (2018) of ”end-model-users”, who
need a solution that is as intuitive and easy to learn
as possible. Their Visual Model Transformation Lan-
guage (VTML) is the only language known to us
that pursues such an approach. However, it only al-
lows endogenous transformations, which means that
source and target models conform to the same meta-
model (Westfechtel, 2018). This conflicts with our
mandatory requirement for a model transformation
between heterogeneous frameworks.

4.2 Enterprise Ontologies

Ontologies described in machine-readable form like
OWL (World Wide Web Consortium, 2012) are a suit-
able starting point for the semantic alignment of en-
terprise models. Hinkelmann et al. (2016) describes
the advantages of describing enterprise architectures

as ontologies in terms of enterprise analysis and deci-
sion making. Beside this, there are different methods
for developing ontologies (Forbes et al., 2018) and
various projects regarding the design of enterprise on-
tologies (Fedotova et al., 2018). We consider meth-
ods that deal with the semantic enrichment of exist-
ing enterprise models, respectively their metamodels,
with regard to the improvement of the compatibility
to other frameworks. Al Hadidi and Baghdadi (2019)
developed a domain ontology for Extended and Vir-
tual Enterprises to improve knowledge sharing within
such collaborations. The adaptation requires that the
existing business models are already described as on-
tologies. Furthermore, only a small subset of possible
architectural elements is provided under the concept
framework, into which the models must be classified.
This abstraction is not sufficient for us as preparation
for a semantic alignment of different frameworks.

4.3 Ontology Alignment

The semantic coordination of heterogeneous enter-
prise architecture frameworks is a prerequisite for
transformation at model level. One aspect of our
research is the derivation of transformation rules by
aligning the frameworks on the basis of their repre-
sentation as ontologies. This excludes a merging of
both ontologies, since the result must contain the re-
lational connections between both ontologies. Var-
ious general matching techniques are discussed by
Ramar and Gurunathan (2016) and Hu et al. (2017).
Furthermore, there are more than 90 tool-based ap-
proaches for (semi-)automatic matching, of which
only a few are still available and applicable (Ganzha
et al., 2016). Chen et al. (2019) examined tools with a
focus on visualization of the alignments, which ap-
pear to be most suitable for a practical application
in the context of EA mapping. Nevertheless, the re-
search approaches only fulfill a subset of the corre-
sponding relationships between two frameworks that
are relevant for us. According to the definition of
Ochieng and Kyanda (2018), ontology matching tools
serve to identify equivalent and disjunctive concepts,
as well as subsumption. For example, we still need
statements about aggregation and case-based equiv-
alence depending on existing instances. However,
the semantic integration approaches can only support
the enterprise architecture transformation and may be
partially used as a technical realization.

To the best of our knowledge, there is no holistic
approach that meets all the identified requirements on
a language independent enterprise model transforma-
tion.



5 METHODOLOGY

The goal is the development of a coordination and
transformation platform under consideration of the
following emphases:

• Semantic enrichment of enterprise models and
their metamodels for representation as ontologies

• Mapping of formalized metamodels to create a
common conceptual understanding (EA Align-
ment)

• Transformation of the models based on the align-
ment and integration into the target model

The concept of the PhD approach will be built on this
basis, under consideration of existing approaches.

In order to achieve an applicable solution, we start
with a requirements analysis regarding the challenges
of EA-based communication. To present a generic
approach, it is necessary to examine a wide range
of existing frameworks, metamodels and description
languages in more detail. The results of the analy-
sis provide statements about the required degree of
formalization and structure of the model contents,
challenges regarding semantic diversity and require-
ments for the transformation language to solve recur-
ring problems.

Existing transformation languages are taken into
consideration for the technical realization of the map-
ping, considering the simple applicability and fulfill-
ment of the requirements. For the implementation we
evaluate different programming paradigms and lan-
guages regarding their suitability for the problem. To
describe the transformation rules using graphical syn-
tax, the adaptability of the solution within existing
modeling environments is intended.

The evaluation of the results is carried out on real
and fictitious case studies. These include the expres-
siveness of the language, the degree of adaptability
for different frameworks and the manageability of the
solution. As there is no comparable approach as a
whole to date, the results are partially reflected in the
individual approaches described.

6 EXPECTED OUTCOME

The Phd thesis should provide a complete and generic
framework for the transformation of enterprise archi-
tecture models. Figure 4 shows the structure of the
overall solution, which considers the following as-
pects:
Semantic Lifting. A methodology for the ontologi-
cal description of enterprise architectures will be de-
veloped to support the semantic comparison of het-

erogeneous metamodels. We focus on the application
of a reference ontology that makes architectural con-
cepts more comparable. This includes the considera-
tion of definitions, aggregation structures and the em-
bedding into the overall architecture.
Enterprise Ontology Alignment. We examine ap-
proaches that are suitable for semantic alignment in
preparation for model transformation. Enterprise ar-
chitecture frameworks have a varying degree of cov-
erage with regard to their semantics. In addition to
obvious similarities that allow a bidirectional map-
ping, more complex derivations of the context often
arise, for example if the target metamodel represents a
specialization of the source metamodel. The feasibil-
ity of deriving such constellations through ontology
matching will be part of our work in order to ensure
the highest possible degree of information transfer.
Enterprise Model Transformation. The objec-
tive of the research is to develop a lightweight ap-
proach to model transformation that meets the re-
quirements of enterprise architecture models. The de-
signed language allows incremental and from scratch
target model generation for endogenous and exoge-
nous transformations. The input and output format
of the models to be translated is independent of the
transformation logic. The API allows any content in-
terpreter to be adapted for model processing. In the
same way, the description form of the mapping rules
can be extended by an interface. In addition to the
formal syntactic description, we present a graphical
syntax and an interpreter based on a specific ontol-
ogy matching result. The research result includes an
API implementation for the interpretation of ontolo-
gies and an exemplary custom realization of an XML
interpretation logic.

Our approach allows transformation rules to be
chained across multiple frameworks. This has the
advantage that model transformations are also pos-
sible if no direct mapping is defined. Furthermore,
a stepwise transformation can be advantageous if the
semantic overlaps of the frameworks differ in such a
way that more information can be transferred via an
intermediate model than with direct mapping.

The Phd thesis includes a detailed description of
the stepwise methodology. The entire process is
aligned with a generic software framework, which
is independent of a specific enterprise architecture or
modelling specification. Furthermore, the theoretical
limitations will be outlined. Beside this, the chained
model transformation is analyzed in detail.



Figure 4: Overall Approach for Enterprise Model Transformation.

7 STAGE OF THE RESEARCH

A literature analysis was carried out to identify ex-
isting approaches from the research areas mentioned
above and to adapt them for a holistic solution to EA-
based communication. For the transformation of the
enterprise models different languages and tools were
examined for their applicability and the necessity for
a more practicable solution for this domain was ex-
plained. An initial evaluation was carried out using
an example from industry between different frame-
works and a prototypical implementation of the con-
cept. Based on this, we have developed a transforma-
tion language and a corresponding graphical syntax
that is suitable for the formulation of production rules
in the context of EAF mapping. We aim at further
model transformations with other frameworks to in-
vestigate more complex examples and to evaluate the
expressiveness of the language. In this context, one
aspect will be the concatenation of more than two EA
concepts to generate target models.

The next step is to improve and partially automate
the previously manual semantic coordination of the
frameworks by ontological observation. We do this
by building on existing approaches for semantic en-
richment of business models and alignment of ontolo-

gies and extending them according to the described
requirements. Furthermore, the integration into an ex-
isting target model as well as an incremental change
of the contents must be examined more closely and
the solution evaluated in the overall context on the ba-
sis of further use cases.

8 CONCLUSION AND NEXT
STEPS

In this PhD proposal, we present the need for an enter-
prise model mapping and transformation engine. The
challenges are explained in detail as well as the in-
tegration of the generated model in a specific head
structure is requested. Furthermore, the requirement
of a language independent design is pointed out. The
current state of the art shows that there are no sys-
tems which offer an holistic solution for the problem.
Beside this, existing approaches are too complex in
use. Our introduced approach of the usage of ontolo-
gies show many advantages in relation for a complete
transformation. The semantics in the model are pre-
served.

In the next steps, we will design and implement
the transformation engine in all details. This include



a language to describe the mapping between two en-
terprises in two steps with a general and a specific
rule set. Current tests for evaluation with the indus-
try already show a high potential and added value for
system modelers.
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