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A B S T R A C T

This article presents a novel approach to incorporate the aircraft turnaround, which has recently been identified
as one of the major contributors to airline delay, into existing concepts for integrated aircraft, crew, and
passenger recovery. We aim to fill the research gap on how to holistically model network delay propagation
as tactical decision support for airline schedule recovery. Our model introduces a heterogeneous vehicle
routing problem with time windows for the assignment of aircraft to flight routes and integrates it with an
extended version of the resource-constrained project schedule problem for the allocation of scarce resources to
turnarounds at the central hub airport, such that we can proactively estimate delay propagation in an airline
network. Passenger and crew itineraries are modelled as links between flights, such that needed transfer times
influence the stand allocation and resource assignment. These links may only be broken if reserve capacities
are available and the related rebooking and compensation costs are more efficient than accepting departure
delays to maintain transfers. With this approach, we are able to calculate flight-specific delay cost functions
and find substantial dependencies about the time of the day, the number of succeeding flight legs and particular
downstream destinations.

The integrated recovery model is implemented into a rolling horizon algorithm and applied to a case study
setting to analyse its performance in comparison to the individual turnaround and aircraft recovery models.
Within different delay scenarios, we find that the incorporation of turnaround recovery options significantly
improves the resilience of the airline network. Especially in low and moderate delay situations, we achieve
a full recovery of the flight schedule simply by rebooking passengers, reallocating aircraft among stands
and accelerating ground operations. Thus, often considered recovery options, such as aircraft swaps and
flight cancellations, are not required for delays around 30 min in our case study. This reduces total costs
in comparison to the conventional aircraft recovery model by 49%. Despite the lower efficiency of turnaround
recovery in medium and high delay scenarios, the combination of flexible aircraft assignments and ground
operations still generates additional cost savings of at least 21% and helps to reduce the necessary amount of
optimal recovery options.
1. Introduction

Schedule recovery is a vital element in daily airline operations,
given that many stochastic influences, such as weather, traffic, unsched-
uled maintenance or unpredictable (‘‘irrational’’) human behaviour
frequently cause deviations to the initial flight schedule. Knowing
the high economic pressure in the airline industry, network planners
constantly aim at finding an efficient balance between operational
robustness (i.e., assign schedule buffers to mitigate disturbances or
stochastic deviations) and schedule profitability (i.e., maximize aircraft
‘‘air-time’’ while granting network connectivity) (Wu, 2016). Conse-
quently, many airlines have implemented hub and spoke operations to
profit from economies of scale and scope (Bryan and O’Kelly, 1999),
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such that ground and maintenance services are operated at a cen-
tral (hub) airport, where only two additional flights are necessary to
connect a new destination to the entire network.

In order to facilitate an attractive passenger product with high
connectivity and short transfer times between flights at the hub, many
aircraft need to arrive and depart within a short time window, cre-
ating so-called ‘‘hub banks’’. The availability of many aircraft at the
hub at the same time holds flexibility to reallocate aircraft to flight
legs if schedule disturbances occur. However, such densely scheduled
operations naturally cause dependencies, which may be attributed to
the constrained airport infrastructure and resource availability. With
32.6%, ground operations are the primary source of departure delay
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in Europe, only topped by a 44% contribution of reactionary delay,
which is by definition secondary delay and might partially be the spill
over effect generated by a primary delay at previous airports in the
daily aircraft rotation. In Europe in 2019, average departure delay has
accumulated to 12.8 min per flight and has caused more than 22% of all
flights to obtain arrival delays larger than 15 min (Eurocontrol, 2020).
Despite lower traffic volumes and better on-time performances during
the Covid-19 pandemic, cost pressure on airlines has even increased,
such that future airline operations concepts should aim at minimizing
delay impacts from ground operations onto the network.

1.1. State-of-the-art in Tactical Airline Schedule Recovery

A profitable airline schedule can hardly set aside enough absorptive
capacities to account for all potential delays throughout an entire
flight plan period. Although much academic attention has focused
on the efficient allocation of schedule buffers (Stojković et al., 2002;
AhmadBeygi et al., 2010a; Burke et al., 2010; Dück et al., 2012; Aloulou
et al., 2013; Safak et al., 2017) and the identification of weak links
in a planned schedule based on historical flight data (Rosenberger
et al., 2002; AhmadBeygi et al., 2008; Wu and Law, 2019), non of
these have found a way to entirely supersede schedule recovery at
tactical level (i.e., on the day of operations) without compromising
profitability. Thus, airlines have established Airline Operations Control
Center (AOCC) for the tactical monitoring and appropriate adjustment
of their schedules if needed. The typical AOCC control loop is so far
still operated manually, such that AOCC controllers need to frequently
check for schedule deviations (delay) or airport/airspace constraints
requiring corrective actions. The triggers for such assessments are pre-
defined in the internal recovery policy, which typically contain delay
thresholds or department-specific performance targets. Once recovery
actions are required, adopted schedules are generated separately per
airline department relying on expert knowledge held by the respective
operators and using data base query systems. Depending on the severity
of the schedule deviation, these solutions are evaluated either internally
(for minor deviations) or need to be coordinated at the airline’s network
operations center (see Fig. 1).

During the solution generation process, operators in each airline
department need to correspond with external stakeholders, such as
the European network management operations center (NMOC), ANSPs,
ground handlers or the airport operator (Ball et al., 2007; Castro
and Oliveira, 2011). While the recently introduced Airport operations
center (APOC) aims at improving communication processes between
stakeholders, the actual decision-making about which recovery ac-
tions to take for a disturbed flight schedule remains entirely with the
AOCC (Eurocontrol, 2018). Thereby, several research projects have
identified the current AOCC procedures to be antiquated and inef-
ficient, considering that a department-specific solution generation is
highly iterative and delivers at best only sub-optimal solutions. Despite
the aim for a (partial) automation and integration of AOCC decision-
making described in many studies, only few have accomplished to
incorporate multiple airline network layers (departments) at once into
the solution finding process. Most frequently, methods are proposed for
a joint optimization of aircraft recovery (usually done in the airline’s
network operations center) and passenger and/or crew recovery (Bratu
and Barnhart, 2006; Clausen et al., 2010; Eggenberg et al., 2010;
Petersen et al., 2012b; Dunbar et al., 2014; Hu et al., 2016; Vink et al.,
2020), while only few consider specific maintenance constraints (Liang
et al., 2018) or allow flexibility in flight planning (e.g., dynamic cost-
indexing as in Delgado et al. (2016), Marla et al. (2017), Arikan
et al. (2016)). Notably, all modelling approaches entirely neglect the
AOCC ground operations control unit and the related recovery po-
tential during the turnaround. Merely two models implement aspects
of ground operations by assigning additional costs for an accelerated
turnaround (Stojković et al., 2002) and constrained aircraft parking
positions per airline (Santos et al., 2017). In contrast, most studies
which focus on airline ground operations and airport logistics miss a
2

relation to AOCC decision-making.
1.2. Focus and structure

We present an optimization approach which integrates turnaround
recovery, i.e., the consideration of alternative procedures and resource
allocations during ground operations as a way to recover the effects
of schedule deviations or disturbances, into existing solutions for inte-
grated aircraft, crew and passenger recovery, while respecting main-
tenance constraints. We aim to fill the scientific gap on AOCC deci-
sion support across multiple departments by incorporating the largest
contributor to airline delay, i.e., the turnaround.

Our approach combines an aircraft routing model with a resource-
constrained turnaround scheduling model to predict delay propagation
within an airline hub network. Combining both models allows us to
introduce different recovery options which can adapt and rebuild the
initial flight schedule in addition to existing schedule buffers (1) locally
at the airport during the turnaround; (2) network-wide in the context of
downstream dependencies for aircraft, crew and passengers; and (3) in-
tegrated during turnaround and/or downstream operations. In order to
demonstrate the feasibility of our concept, we implement all models
(individual and integrated) into a dynamic optimization algorithm with
rolling horizon and apply them in the context of a case study. Therein,
the network resilience of an exemplary airline with hub at Frankfurt
airport is studied and we compare the recovery performance of the
integrated model with the performance of the individual aircraft and
turnaround models under the influence of primary delays during the
morning hub bank (which might spill over into the afternoon and
evening hub banks).

The article is structured into six sections. Section 2 presents a de-
tailed literature review on delay propagation and the context of airline
schedule planning, schedule recovery and ground operations. Section 3
describes the used methodology to integrate turnaround and aircraft
recovery. In Section 4, the case study setting and scenario framework
is introduced in which the models are applied. Section 5 highlights the
results of the scenario analysis. Finally, Section 6 discusses the results
from previous sections, provides conclusions and emphasizes future
work aspects.

2. Literature review

As highlighted before, robust airline schedule planning, schedule
recovery and ground operations have been treated as separate research
topics in the past. While the impact of delay propagation is incor-
porated in strategic schedule planning approaches by using historical
operations data, it is mostly neglected in the latter two problems. At
best, schedule recovery models use statistically fitted delay multipliers
instead of focusing on case-specific interdependencies, whereas models
on ground operations rarely consider any delay impact outside the
airport system. This sections details the advancements in each area of
research to derive the current state-of-the-art.

2.1. Robust schedule planning

Robust schedule planning is a proactive strategy that aims at de-
signing flight, crew and passenger schedules ‘‘robust’’ in advance, such
that delays have no or only a few negative consequences on down-
stream interdependencies. Robust scheduling approaches typically in-
clude the provision of reserve resources (aircraft or crews), the paired
routing of aircraft and crews within so-called short-cycles (Rosen-
berger et al., 2004) as well as block (Sohoni et al., 2011) and ground
time buffers (Aloulou et al., 2010; Gupta et al., 2018). Furthermore,
some studies reallocate available buffer times by adapting the depar-
ture times of sensitive flights (AhmadBeygi et al., 2010b; Wu, 2006),
whereas other approaches consider the possibility of in-flight accelera-
tion (variable block times) during flight schedule design (Safak et al.,
2017; Sinclair et al., 2016a). In addition to buffer times, stochastic

disturbance data are used to identify critical links in a scheduled
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Fig. 1. Control loop and department-hierarchy within a typical Airline Operations Control Center (AOCC).
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aircraft routing to reduce the propagation of delay (Yan and Kung,
2018; Wu and Law, 2019).

Despite the efforts undertaken by proactive planning, schedule dis-
ruptions are inevitable given that not all disturbances are predictable
and controllable at the strategic planning level for an entire season in
advance. For this reason, reactive strategies, such as schedule recovery,
are required at the tactical level (i.e., around the day of operations) to
enable a fast and cost-effective adaptation of the schedule to recover
the performance of the airline network.

2.2. Schedule recovery

As initially mentioned, the schedule recovery process takes place in
the AOCC and is sub-divided according to different airline departments,
which each focus on the impact of a schedule deviation on their particu-
lar network layers, such as aircraft routings, crew rosters or passenger
itineraries. Consequently, many early optimization approaches in the
field of airline schedule recovery have only considered the problem of
a specific department, whereas just recently and with the advancement
of computational capacities, there have been more proposals on how to
model integrated schedule recovery. In the case of department-specific
recovery approaches, it needs to be considered that a typical hierarchy
was adopted from the solution-finding procedures in the AOCC, such
that aircraft schedules are recovered first, crews rosters second and
passenger itineraries at last, given that passengers cannot fly without
the prior two being feasible and available (Kohl et al., 2007; Clausen
et al., 2010).

2.2.1. Aircraft recovery
A comprehensive overview on modelling approaches for aircraft

recovery can be found in Clausen et al. (2010). Thus, applied problem
classes include network flow problems and set partitioning problems.
The difference between them is that the prior typically aims at finding
cost-minimal routings which cover the entire trajectory of an aircraft,
including several flight, ground and maintenance arcs (Yan and Yang,
1996; Eggenberg et al., 2010; Liang et al., 2018), whereas the second
assigns flights individually either to sets of pre-defined aircraft routings
or to a set of cancellations (Rosenberger et al., 2003; Andersson and
Värbrand, 2004; Clausen et al., 2010). Among the network flow models,
some simplified approaches do not consider specific arcs for mainte-
nance or ground processes (Bard et al., 2001), whereas others introduce
additional so-called protection arcs to minimize the deviation from
the original flight schedule (Thengvall et al., 2000) or put additional
constraints to adhere to airport slots (Liang et al., 2018). Among all,
the key recovery measure to restore the schedule are aircraft swaps or
equipment changes — whereby the prior swaps the flight assignment
between two aircraft of the same fleet, whereas in the latter case,
another aircraft type is assigned to a flight. Atkinson et al. (2016) find
3
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delay-reducing effects when airlines schedule more aircraft of the same
type to take off and land at the same airport within a similar time
frame, such as a hub bank, given the increased flexibility for aircraft
swaps. Conversely, cross-fleet equipment changes are applied in Løve
et al. (2002), Xu et al. (2019), Lonzius and Lange (2017).

2.2.2. Crew recovery
The problem of crew recovery is similar to that of aircraft swaps,

xcept that legislation imposes much more complex duty time regu-
ations for the affected personnel. Furthermore, crew pairings do not
lways align with aircraft rotations, such that crew transfer between
ircraft impose further network interdependencies over the entire day
f operations. There are three different approaches to this issue in
he literature, such that: (1) the aircraft schedule is regarded as fixed
nd cannot be changed due to its higher rank in the recovery hierar-
hy (Medard and Sawhney, 2007); (2) some flights might be cancelled
f no efficient crewing solution can be found (Lettovský et al., 2000);
r 3) delays might be assigned to some flights to find a feasible crew
ssignment (Abdelghany et al., 2004; Stojkovic and Soumis, 2005;
lausen et al., 2010). Given the nature of the problem, such that
ultiple crew members need to be assigned to all flights, all studies
efine either multi-commodity flow networks (Stojkovic and Soumis,
005) or set covering problems (Medard and Sawhney, 2007; Let-
ovský et al., 2000), while proposed solution algorithms include large
eighbourhood heuristics (Sinclair et al., 2014) or column generation
euristics (Medard and Sawhney, 2007; Stojkovic and Soumis, 2005;
inclair et al., 2016b).

.2.3. Integration of aircraft and crew recovery
Abdelghany et al. (2008) extend their initial crew recovery

odel (Abdelghany et al., 2004) to cover multiple resource types,
.e., aircraft and crews. This is done with an integration of a schedule
imulation and a resource optimization model within a rolling horizon
ramework. Zhang et al. (2015) propose a two-stage heuristic algorithm
or the integrated aircraft and crew recovery problem. Thereby, sepa-
ate multi-commodity flow networks are optimized iteratively for each
esource type while considering a simplified version of the other flow
etwork. Maher (2016) argues that set partitioning and Benders’ de-
omposition approaches as proposed in Lettovsky (1997) and Petersen
t al. (2012b) do not guarantee integer optimal solutions and presents
column-and-row generation as part of a branch-and-price algorithm

or his integrated aircraft and crew recovery model.

.2.4. Integrated approaches including passenger recovery
It has only been in recent years, that passenger recovery has re-

eived increasing attention and has been studied independently of
ircraft and crew recovery. Two separate studies have analysed trade-
ffs between in-flight acceleration to reduce inbound delays and out-

ound delays at the gate, such that passengers transfer connections
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are maintained at hub airports (Delgado et al., 2016; Mazzarisi et al.,
2019; Marla et al., 2017). Arikan et al. (2016) also incorporate cruise
speed control when they integrate aircraft and passenger recovery
with a mixed-integer non-linear problem (MINLP). Next to flexible fuel
burn, Santos et al. (2017) consider airport capacity constraints, such as
limited parking positions, taxiway capacity and runways slots, whereby
they assume that the airlines can alter the sequence of their arrival and
departure flights within all their runway slots to guarantee passenger’s
minimum connection time. Furthermore, they assume a rolling horizon
to break down the recovery problem into smaller periods, which are
then feasible for the solution with mixed-integer linear programming.
Hu et al. (2016) solve their set partitioning problem for integrated air-
craft and passenger recovery with the GRASP algorithm and a passenger
reassignment algorithm. In an early work, Bratu and Barnhart integrate
aircraft flight scheduling with passenger and crew constraints (Bratu
and Barnhart, 2006). Thus, they are among the first to jointly consider
passenger delay costs and airline operating costs in the same objective
function. Cook and Tanner (2015) later highlight that passenger delay
costs to airlines are substantially different to flight delay costs, given
that passenger arrival delays are higher on re-booked itineraries and
may require extensive compensation payments. Given that passengers
are not part of the airline and have different objectives, Yang and Hu
(2019) propose a bi-objective model which aims at minimizing the
additional costs for the airline and the utility-loss for passengers. The
problem is solved by using a multi-criteria genetic algorithm.

Integrated modelling approaches for aircraft, crew and passenger
recovery have been studied by Lettovsky (1997), Kohl et al. (2007)
and Petersen et al. (2012a). The review of Kohl et al. (2007) concludes
that the full integration considering all constraints of each problem
results in extensive solution times and is unlikely to deliver a globally
optimal solution, such that constraints for some sub-problems should
be simplified. Petersen et al. (2012a) do exactly that by introducing
simplifications to crew constraints, while the objective function targets
a global optimum for aircraft and passenger recovery. Their solution
algorithm includes decomposition according to Bender and column
generation and was proven to be effective when less than 65% of
the total flight schedule of about 800 flights are affected by a dis-
turbance. Similar to Petersen et al. (2012a), also the study of Vink
et al. (2020) uses a network flow model for each aircraft rotation
which includes maintenance schedules and passenger itineraries, while
crew constraints are modelled only indirectly with reserve crews being
available to ensure feasibility. For the generation of real-time recovery
solutions, an algorithm selects a locally available sub-set of aircraft
which is then considered within the solution process.

2.3. Ground operations

Given that many network flow models consider the aircraft ground
time in-between two flight assignments with a single ground arc, many
interdependencies are neglected which may appear in-between aircraft
during their turnaround at the same airport. Conversely, many studies
which focus on airport resource interdependencies, which may arise
from the allocation of parking positions (Dijk et al., 2019; Ali et al.,
2019), ground handling equipment (Du et al., 2014; Padrón et al.,
2016; Tomasella et al., 2019) or both at the same time (Vidosavljevic
and Tosic, 2010), do so independent of airline schedule recovery. As
indicated above, the model of Santos et al. (2017) is the only one
that considers airport capacity constraints jointly with aircraft and
passenger recovery procedures. The model of Stojković et al. (2002)
is the only one to mention that turnaround times might be reduced
relative to the costs for additional resources. In any other approach, the
schedule recovery potential comprised in ground operations is entirely
neglected, despite several studies suggesting alternative procedures
for accelerated cleaning, fuelling (Kuster et al., 2009) or boarding
processes (Schultz, 2018a,b). Considering that these processes typically
4

belong to the critical path of a turnaround, the coordinated use of
their recovery potential might contribute to a reduction of departure
delays and, thus, make more comprehensive changes in aircraft and
crew schedules obsolete.

Another limiting factor for the effective integration of ground op-
erations into proactive and reactive airline schedule planning is that
many studies still assume the turnaround of an aircraft to have a static
duration. In fact, there are only a few models which acknowledge
the stochastic nature of ground operations. For instance, two separate
studies (Wu and Caves, 2004; Fricke and Schultz, 2009; Oreschko et al.,
2012) have fitted stochastic time distributions to historical data of
turnaround sub-processes with the aim of predicting target off-block
times. Thereby, one approach (Fricke and Schultz, 2009; Oreschko
et al., 2012) defines case-specific trigger parameters (e.g., inbound de-
lay) which limit the data foundation used in a Monte Carlo simulation.
The second study (Wu and Caves, 2004) develops a semi-Markov chain
with predefined process- and delay states in which the turnaround
simulation sojourns until all processes are completed. These stochastic
ground times are then evaluated as potentially critical links between
flights in a planned airline schedule (Wu and Law, 2019). An applica-
tion within the tactical context of schedule recovery is to the best of
the author’s knowledge, yet to be made.

3. Methodology

This section introduces four mixed-integer linear programming
models which are built upon an underlying flight schedule and differ
from each other by the number of available recovery options. The flight
schedule incorporates predefined aircraft rotations, crew pairings and
passenger itineraries. Scheduled aircraft maintenance events, airport
curfews and crew duty time regulations represent hard constraints to
the schedule, while all flights have flexible arrival and departure time
windows, outside of which an airline incurs costs of delay.

A basic Network Delay Model (NDM) is used to estimate the state
of the airline network ‘‘S0’’ in case of deviations or disturbances when
no recovery options would be available.

With the addition of aircraft, crew and passenger recovery options
which can be applied throughout the entire network, the NDM is
extended into an Aircraft Recovery Model (ARM) to calculate the
minimum cost solution for the airline (‘‘S1’’). A separate Turnaround
Recovery Model (TRM) considers only local recovery options for its
solution ‘‘S2’’. Local means that only options are considered which can
be applied to aircraft turnaround, passenger and crew transfer processes
during the next bank at the airline’s hub airport. The integration of both
models yields an Integrated Recovery Model (IRM), which incorporates
the local recovery potential at the airport as well as the network
recovery potential of modified aircraft rotations in the solution process
for ‘‘S3’’. All four models are applied to one day of network operations
of an airline in a rolling horizon mode. Thereby, each period contains
one hub bank of the airline schedule and solutions of previous hub
banks serve as input for subsequent ones (see Fig. 2).

3.1. Network delay model (NDM)

The basic NDM calculates the costs of routing a set of aircraft along
their predefined flight rotations. It incorporates flight plan-specific
scheduling constraints (e.g.,MCT, Minimum Ground Time (MGT),
Scheduled Off-Block Time (SOBT) and Scheduled In-Block Time (SIBT)),
such that the integrity of the planned flight sequences per aircraft,
crew pairings and passenger itineraries is maintained. The start and
end times of all flights are defined by their SOBTs and SIBTs at the
origin and destination airport. The period between two subsequent
flights, which is required to perform all relevant ground operations,
depends on the aircraft type and is referred to as the MGT. It is usually
defined by the aircraft manufacturer. The MCT is a stochastic and
airport-specific parameter that details the minimum time required for

most passengers to reach their transfer connections via the terminal
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Fig. 2. Modelling framework of our integrated recovery approach which includes four different model instances to compare their respective solutions ‘‘S0-S3’’ with each other.
at the respective airport. In case of deviations from the schedule on
the day of operations, the resulting delay propagates throughout the
network — along the rotation of the causal aircraft, but also to other
rotations which are linked to the causal aircraft by passenger or crew
transfer connections. According to typical airline recovery policies,
other aircraft are restricted to a maximum of ten minutes waiting time
for delayed transfer passengers, before the respective passenger group
is re-booked onto later flights (Schlegel, 2010a). This is to protect
Air Traffic Flow Management (ATFM) slot constraints as well as to
respect the cost sensitivity of deviations from the initially scheduled
departure time windows. In the baseline setting, the model is primarily
used to calculate the delay and cost impact resulting from a schedule
deviation. This means that there is no possibility for the recovery of the
flight schedule other than the rebooking of transfer passengers once the
critical ten-minute threshold for departure delays is reached. Thus, the
model takes a monitoring role.

3.1.1. Aircraft routing
The problem of assigning flights to individual aircraft can be ab-

stracted as a routing between dedicated nodes (flights) with cor-
responding time restrictions and arcs (ground events). Appropriate
for this purpose is a Vehicle Routing Problem with Time Windows
(VRPTW) formulation, which generates cost-minimal tours for a set
of vehicles (aircraft) and ensures that a node is only operated within
a certain time window (Cordeau, 2000; El-Sherbeny, 2010). As the
presented problem describes aircraft as vehicles, which all have spe-
cific operational requirements, the general VRPTW is extended to the
commonly used Heterogeneous Vehicle Routing Problem with Time
Windows (HVRPTW). The idea of the HVRPTW ensures that each node
is visited exactly once, that each route starts and ends in an idle
state, and that time window restrictions on each node as well as the
individual vehicle capacities are respected. Our HVRPTW is defined by
a set of unique aircraft 𝑉 , a set of all nodes 𝑁 including all flights and
a dummy aircraft depot 0, a set 𝐶 ⊂ 𝑁 with all flights but excluding
the depot and a directed graph 𝐺 = (𝑉 , 𝐶) (see Fig. 3). The set of
ground arcs 𝐴 ⊆ 𝑁 ×𝑁 contains all possible connections between the
depot and the flights as well as in-between all flights. The costs 𝐶𝐴

𝑖𝑗𝑣
and a minimum ground time 𝑀𝐺𝑇𝑖𝑗 are predefined for all arcs when
an aircraft 𝑣 transfer between flight 𝑖 and flight 𝑗 with 𝑖 ≠ 𝑗. The flight
adjacency matrix 𝐴𝑑𝑗𝐹𝑖𝑣 restricts which flight 𝑖 can be served by an
aircraft 𝑣 after each flight. 𝐴 can be reduced to a set of reasonable
arcs 𝐴 ⊆ 𝐴, which is also defined within the adjacency matrix, such
5

𝑟𝑒𝑑
Fig. 3. A schematic ARP with 𝐶 = 5 flights and two tours separated by colour (𝑉 = 2),
which start and end at the depot (‘‘0’’). For flight 1, flight time 𝐹1 and operating costs
𝐶𝐹
1𝑣 and transition costs 𝐶𝐴

12𝑣 are indicated for aircraft 𝑣. Grey arcs represent possible
connections, which are not part of the illustrated minimum cost tours.

that all arcs with infeasible time constraints are omitted before the
optimization. Given that the basic NDM cannot make changes to the
initial aircraft-flight assignment, only the arcs from the planned flight
schedule are valid.

Each flight 𝑖 has a given flight duration 𝐹𝑖 and aircraft-specific
operating costs 𝐶𝐹

𝑖𝑣 . Moreover, each flight 𝑖 gets a non-negative hard
time window defined by the boundaries [𝑆𝑂𝐵𝑇𝑖, 𝐵𝑖] which correspond
to potential night curfews or ATFM capacity regulations. This means
that the departure time 𝑠𝑖 and arrival time 𝑒𝑖 of the respective flight
must lie within these limits. The binary decision variable 𝑥𝑖𝑗𝑣 decides
whether aircraft 𝑣 connects between two flights 𝑖 and 𝑗 via a ground
arc (𝑖𝑗). Finally, the variable 𝑒𝑛𝑑𝑣 calculates the termination time for the
entire rotation of aircraft 𝑣, resulting in a string of subsequent flights
(see Figs. 3 and 5).

The depot represents the airline’s hub, so all tours start and end at
this central airport. However, depending on the configuration of the 0𝑗
and 𝑖0 in 𝐴𝑟𝑒𝑑 , optionally other or all stations can be allowed (e.g., for
night stops).

3.1.2. Modelling of delay costs including passenger and crew recovery
In addition to the hard time windows, we also introduce a set of

Soft Time Windows (STW) 𝛤 . Conversely to hard time windows, STWs
tolerate a deviation from scheduled times but charge delays with costs.
These costs are flight-specific and correspond to additional crew wages,
maintenance expenses or a loss of passenger goodwill as described
in Cook (2015), Cook and Tanner (2015). Our model considers STW
only for flight delays, however, this approach may also be transferred
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Fig. 4. Implementation of soft time windows for a node (flight) 𝑖. The grey boxes represent the airport operating times. The limits of the interval [𝑆𝑂𝐵𝑇𝑖 , 𝐵𝑖] for the fix time
window must not hurt these restrictions for the related airport. The red triangle represents a STW, and the deviation of 𝑒𝑖 from the scheduled arrival time 𝑆𝐼𝐵𝑇𝑖 is formulated
as 𝑎𝑑𝑖, which leads to increasing costs with increasing delay.
Fig. 5. Simplified representation of two aircraft rotations covering five flights. For aircraft 𝑣 the delay 𝑎𝑑𝑖 on flight 𝑖 propagates and even increases towards flight 𝑗 because of a
delay multiplier. The passenger transfer shown as a red arrow to flight F2 cannot be maintained due to the delay of flight 𝑖 and the MCT.
onto maintenance events if one assumes that such events can begin later
than planned (which we do not because of firmly booked hangar times).

A STW 𝛾 ∈ 𝛤 for flight 𝑖 is described by the interval [𝑆𝑂𝐵𝑇𝑖, 𝑆𝐼𝐵𝑇
𝛾
𝑖 ].

A flight can have multiple STWs, such that several delay segments with
marginal increasing linear costs can be described, considering that in
reality, costs increase progressively with higher delay (Cook, 2015). All
STWs of a flight 𝑖 must be within the hard time window [𝑆𝑂𝐵𝑇𝑖, 𝐵𝑖]. If a
flight exceeds boundaries of a STW 𝛾 ∈ 𝛤 , the arrival delay is calculated
by the variable 𝑎𝑑𝛾𝑖 (positive deviation of 𝑒𝑖 from 𝑆𝐼𝐵𝑇 𝛾

𝑖 — see Fig. 4).
For balancing the constraint formulations, an additional variable for
arrival earliness 𝑎𝑒𝛾𝑖 represents negative deviation of 𝑒𝑖 from 𝑆𝐼𝐵𝑇 𝛾

𝑖 .
However, only positive deviations are part of the objective function
with the corresponding arrival delay cost factor 𝐶𝐴𝐷𝛾

𝑖 .
In case that a flight arrives later than scheduled and contains trans-

fer passengers or crews for other flights, the model performs trade-offs
between costs for delaying the departure (and subsequently the arrival)
of these flights and the adaptation of passenger and/or crew itineraries.
Therefore, we formulate airport-specific minimum connection times
𝑀𝐶𝑇𝑖𝑗 between flights 𝑖 and 𝑗 and cancellation costs 𝐶𝐶𝑋

𝑖𝑗 in case
the available transfer time 𝑎𝑐𝑡𝑖𝑗 = 𝑠𝑗 − 𝑒𝑖 is smaller than the 𝑀𝐶𝑇𝑖𝑗 .
The decision about whether a transfer can be realized or needs to be
cancelled is captured with binary variable 𝑐𝑥𝑖𝑗 . The costs of cancelling a
passenger connection depend on the available rebooking options, such
that the number of passengers, the additional trip time with the next
available flight towards the destination, as well as the fact that some
passengers may want to abort their trip need to be considered. All
these factors determine the costs for care, rebooking, reimbursement
and compensation according to EU regulation 261. The cancellation
of a crew connection can only be performed when a standby crew is
available to step into duty, whereby the costs of this procedure are
estimated as an equivalent of wage costs for extra duty time for the
entire crew.

If an aircraft is delayed at departure, the delay may propagate
until the end of the flight when 𝑒 ≥ 𝑆𝐼𝐵𝑇 𝛾 . In case the arrival
6

𝑖 𝑖
delay infringes the MCT, the same trade-offs between waiting-for and
cancelling transfer connections need to be made again at some of the
downstream airports in the aircraft routing. Consequently, the costs
of departure delay of each flight need to incorporate the costs of
downstream flight delays or cancelled passenger connections according
to the respective downstream network dependencies. Thereby, the
additional costs of other flights waiting for transfer connections at the
destination airport increase the slope of the costs curve, while the
cancellation of connections induces sudden cost steps (see Fig. 6).

3.1.3. Stochastic delay propagation
Given that the necessary resources at an airport are only reserved

within the initially scheduled ground time and may be needed else-
where afterwards, there might be further disturbances impacting the
turnaround of a delayed aircraft. It is the purpose of the Airport-
Collaborative Decision Making (A-CDM) concept to share schedule
deviations of a flight much in advance, such that the ground handling
schedules can be adapted accordingly or even additional resources can
be allocated to reduce the turnaround time. However, the flexibility
depends on local service level agreements, the number of turnarounds
an airline operates at the respective airport and the number of other
airlines which are served by the respective ground handler. Based on
this variable flexibility to react to potential arrival delays, we define
delay multipliers 𝐷𝑀𝑖 which are applied on the arrival delay of each
flights 𝑖 and depend on the respective destination airport. These delay
multipliers can range from values < 1 for airports where the airline has
a lot of potentials to adapt its ground operations (i.e., typically at the
hub airport or at hubs of partner airlines (Schlegel, 2010b)), whereas
they are usually > 1 at spoke airports in the hub network (Oreschko
et al., 2010). This means that arrival delays cause even higher prop-
agated delays 𝑝𝑑𝑗 on the next flight 𝑗 in the aircraft rotation. The
multiplier 𝐷𝑀𝑗 must be ≥ 0 and may even be defined individually per
flight to represent natural differences among hubs and spoke airports
as well as respecting weather, day-time or traffic.
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Fig. 6. Delay cost function for a flight including marginal time dependent costs (three
STW), step-costs due to missed downstream transfer connections, and reactionary costs
(stacked STWs of flights 𝑖 and 𝑗).

Fig. 5 shows the relevant variables and interdependencies schemat-
ically for the rotation of two aircraft, where the arrival delay of
flight 𝑖 propagates with a delay multiplier > 1 onto flight 𝑗, while a
passenger transfer connection towards flight 𝐹2 needs to be cancelled.
The resulting delay cost function for flight 𝑖 is shown in Fig. 6 including
three STW and two downstream cancellation cost steps. As departure
delay increases, costs are incurred within the first STW (𝛾 = 1) as a
function of the delay time 𝑎𝑑1𝑖 multiplied with the cost factor 𝐶𝐴𝐷1

𝑖 . At
a delay of 30 min (which represents a connection buffer at downstream
airports), the passenger transfer from flight 𝑖 towards a flight F2 is
cancelled, which incurs costs according to 𝐶𝐶𝑋

𝑖→𝐹2. Afterwards, also the
second STW (𝛾 = 2) becomes active, measuring 𝑎𝑑2𝑖 from SIBT+30 min,
such that marginal costs correspond to a value 𝐶𝐴𝐷1

𝑖 + 𝐶𝐴𝐷2
𝑖 . Starting

with an arrival delay above 60 min, the third STW (𝛾 = 3) is activated,
while another passenger connection would need to be cancelled. Arrival
delays exceeding 60 min on flight 𝑖 also propagate to flight 𝑗, whose first
STW then becomes active and incurs reactionary delay costs.

3.2. Aircraft recovery model (ARM)

The NDM described in the previous Section 3.1 integrates two
elements of strategic airline scheduling problems: the routing of an
arbitrary aircraft and the assignment of a specific aircraft to this
routing. In this section, we introduce aircraft recovery options to extend
the basic NDM into an ARM, such that the aircraft assignments can be
swapped or flights can be cancelled in case that schedule deviations
would make the strategic schedule infeasible or inefficient to operate.
Furthermore, the limitation to wait-for-passengers is lifted, such that
aircraft which are receiving transfer connections can be held on posi-
tion for more than ten minutes if this is more efficient for the entire
network than cancelling the connection.

3.2.1. Aircraft swaps
In the basic NDM, the set 𝐴𝑟𝑒𝑑 contains only the minimum set of

arcs to reproduce the planned aircraft rotations from the initial flight
schedule. In the ARM, the set 𝐴𝑟𝑒𝑑 is extended into 𝐴𝑒𝑥𝑡 to include
all arcs (𝑖𝑗) which fulfil trivial restrictions (e.g., departure airport of
flight 𝑗 must be equal to destination airport of flight 𝑖, the 𝑆𝑂𝐵𝑇𝑗
must be after the 𝑆𝐼𝐵𝑇𝑖 allowing the 𝑀𝐺𝑇𝑖𝑗 and both aircraft must
belong to a similar fleet). This allows swapping the initial aircraft-flight
assignments, such that the routes of all aircraft can be changed as long
as those flights are in the future. In this way, the propagation of the
delay can be interrupted by selectively allocating time buffers after
flights with high deviations.
7

3.2.2. Flight cancellation
To allow flight cancellation, the set 𝑉 with its aircraft 𝑣 = 1, 2,… , 𝑞

is extended by a set of virtual aircraft V with 𝑣 = 𝑞+1,… , 𝑢, where the
number of virtual aircraft 𝑢 is problem specific. Each virtual aircraft
𝑣 ∈ V can serve any flight 𝑖 and is allowed to go directly from the
depot to the flight and back without any detours. Since all constraints
from the ARM also apply to virtual aircraft, a virtual aircraft can handle
only one flight at a time and must begin and end its route in the depot,
even if no flights are assigned. The operating costs 𝐶𝐹

𝑖𝑣 represent an
estimation of all related costs to cancel this flight including monetary
consequences (loss of passenger goodwill, compensation costs, rebook-
ing, reimbursement). Technically, transfers related to a cancelled flight
are still performed on time. Therefore, their cancellation costs must
be included in 𝐶𝐹

𝑖𝑣 and need to be considered in any post-processing
step. The number of aircraft in V must consequently be at greater equal
to the number of timely overlapping cancelled flights. Otherwise, the
problem is infeasible.

3.2.3. Accepting delay to wait for passengers
The NDM proposes the cancellation of passenger or crew trans-

fer connections whenever the available connecting times are smaller
than the MCT (allowing only a maximum of ten minutes waiting
times for departure flights). However, in some cases, the costs for
rebooking passenger and crew itineraries are much higher than the
estimated delay costs incurred when the departure flight would wait for
more than ten minutes on these transfers. Consequently, no limitation
to departure delay is applied in the ARM, such that it incorporates
flight-specific trade-offs between total costs of reactionary delay and
cancellation costs for the impacted connection(s). In order to do so,
costs for cancelling a transfer connection 𝐶𝐶𝑋

𝑖𝑗 are incorporated with
their real cost values, while in the NDM they are discounted on each
flight during the solution process to resemble the costs of a ten-minute
departure delay. Note here that over the course of an entire season, this
recovery option may interfere with the seasonal slot performance which
is required to keep the flight at slot-coordinated airports according to
EC regulation 95/93.

3.3. Turnaround recovery model (TRM)

Conversely to the ARM, which considers all flights in the airline
network for the solution of schedule deviations, the TRM focuses only
on those flights 𝑖 ∈ 𝑁𝑟𝑒𝑑 ⊂ 𝑁 , which are part of the upcoming hub
bank at the central airport. Thereby, all inbound flights 𝑖 ∈ 𝑁𝑟𝑒𝑑
into the hub during this period are considered with their respective
estimated arrival times 𝑒𝑖, while the model aims at minimizing the costs
of propagated departure delay and schedule recovery costs across all
parallel turnarounds. The previously introduced ground arcs between
two flights of the same aircraft are substituted with a network of
turnaround sub-processes 𝑇𝑃 including all cabin and cargo servicing
processes as well as fuelling (see Fig. 7). Routine maintenance checks
or water and toilet servicing processes have been neglected in the
model, given that they do not constitute the critical path of a nominal
turnaround (Wu and Caves, 2004; Fricke and Schultz, 2009) which
neglects technical malfunctions. Ground arcs between flights of dif-
ferent aircraft are replaced by individual passenger transfer processes
𝑃𝐴 ⊂ 𝑇𝑃 and crew transfer processes 𝐶𝑅 ⊂ 𝑇𝑃 .

3.3.1. Modelling of ground operations at Hub Airports
All process interdependencies between all flights are modelled as

an extended version of the Resource-Constrained Project Scheduling
Problem (RCPSP). Thus, individual turnaround sub-processes 𝑝 ∈ 𝑇𝑃
are considered as jobs and constrained airport resources as machines
(shop scheduling models can be generalized as RCPSP (Nasiri, 2013)).
Each aircraft requires the assignment to an airport stand 𝑚 ∈ 𝐶𝑆 ∪𝑅𝑆,
which holds the necessary equipment and personnel ready for a stan-
dard turnaround (corresponding to a typical RCPSP). Each turnaround
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Fig. 7. The turnaround recovery model schedules interdependencies between turnaround sub-processes, transfer connections and resource allocations at the airline’s hub airport,
such that the impact of an arrival delay of aircraft 𝑣 can be determined and recovered at a microscopic level.
Fig. 8. Each period PE of the rolling horizon includes detailed scheduling of turnaround processes 𝑇𝑃 in the next hub bank, whereby the costs of downstream flight and transfer
constraints are considered for the entire day.
of an aircraft 𝑣 ∈ 𝑉 is defined by a scheduled start and finishing time,
which correspond to the scheduled in-block time of flight 𝑖 𝑆𝐼𝐵𝑇𝑖 and
scheduled off-block time of flight 𝑗 𝑆𝑂𝐵𝑇𝑗 as introduced in the NDM.
Each sub-process 𝑝 ∈ 𝑇𝑃 has a variable starting time 𝑠𝑡𝑝, a duration 𝐷𝑝,
is characterized by the related aircraft 𝑅𝐴𝑝, the related flight 𝑅𝐹𝑝
and by links to preceding and succeeding processes determined in
the turnaround adjacency matrix 𝐴𝑑𝑗𝑇𝑝𝑞 ⊆ 𝑇𝑃 × 𝑇𝑃 . Thereby, some
processes, such as in-block 𝐼𝐵 ⊂ 𝑇𝑃 , deboarding 𝐷𝐸 ⊂ 𝑇𝑃 or
cleaning 𝐶𝐿 ⊂ 𝑇𝑃 , are related to the inbound flight, whereas other
processes, such as boarding 𝐵𝑂 ⊂ 𝑇𝑃 or finalization 𝐹𝐼 ⊂ 𝑇𝑃 , are re-
lated to the outbound flight. In-block processes 𝑝 ∈ 𝐼𝐵, which represent
the first sub-process of each turnaround, can only be scheduled after the
estimated in-block time 𝑒𝑖 of the related inbound flight 𝑅𝐹𝑝 = 𝑖 of the
related aircraft 𝑅𝐴𝑝 = 𝑣, and once a free airport stand is available. The
estimated off-block time 𝑠𝑗 as the end of the finalization process 𝑝 ∈ 𝐹𝐼
for the related outbound flight 𝑅𝐹𝑝 = 𝑗 is the result of the scheduling
process. It depends on the assigned turnaround recovery decisions 𝜔𝑣
for aircraft 𝑣 as well as on recovery decisions 𝜅𝑝 or 𝑐𝑥𝑝 for passenger and
crew transfer processes 𝑝 ∈ 𝑃𝐴 and 𝑝 ∈ 𝐶𝑅. Thus, the 𝑠𝑗 values which
are calculated with the TRM for all outbound flights of the upcoming
hub bank 𝑗 ∈ 𝑁𝑟𝑒𝑑 represent the off-block times which are calculated
with general 𝑀𝐺𝑇𝑖𝑗 values for all other downstream airports.

3.3.2. Turnaround recovery options
Turnaround recovery options can alter the sequence of turnaround

sub-processes or accelerate a sub-process by a factor 𝛼 , which both
8

𝑝

depends on the availability of additional airport resources (defined
as extended RCPSP — (Kuster et al., 2009; Deblaere et al., 2011)).
Airport resources are limited but renewable, such that they require
individual sequencing. The incorporated turnaround recovery options
include stand reallocation, quick-de/boarding (i.e., allocation to a re-
mote stand to accelerate de/boarding processes) and quick-turnaround
(i.e., additional staff to accelerate cleaning, catering and loading as
well as parallel fuelling and boarding with fuel protection by the fire
brigade). Local passenger and crew recovery decisions include quick
passenger transfer (i.e., dedicated buses to accelerate the transport of
transfer passenger groups to their departure gate), the cancellation of
passenger transfer connections and the deployment of stand-by crews
(i.e., elimination of crew transfer process if a standby crew is available)
as explained in the NDM.

3.3.3. Departure delay and cost estimation
Aircraft occupy their allocated stands until all turnaround sub-

processes are finished and, similar to the ARM, can be held on a
position to maintain passenger or crew transfer connections. This may
induce departure delay once the scheduled off-block time is over-
run. The resulting delay incurs costs as detailed in Section 3.1.2. The
costs for cancelling local passenger or crew transfer connection at the
hub 𝐶𝐶𝑋

𝑝 match those introduced in the NDM. Additionally, turnaround
recovery costs 𝐶𝑄𝑇

𝑣 can be related to additional ground handling fees
for accelerated turnaround sub-processes, whereas a fee 𝐶𝑄𝑃

𝑝 is incurred
by each quick passenger transfer service. No costs are assumed for stand
reallocations.
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s

3.4. Integrated schedule recovery model (IRM)

The IRM adopts all features of the ARM aside from the ground arcs
between flights during the next hub bank. For the upcoming hub bank,
minimum ground times 𝑀𝐺𝑇𝑖𝑗 and minimum connecting times 𝑀𝐶𝑇𝑖𝑗
are neglected and modelled instead with the features of the TRM:

Sets:
𝑁 set of all flights
𝐶 sub set 𝑁 without depot
𝑁𝑟𝑒𝑑 sub-set of 𝑁 , containing all inbound and

outbound flights in next hub bank
𝑉 set of all aircraft
V set of virtual aircraft
𝐴𝑟𝑒𝑑 set of all planned arcs
𝐴𝑒𝑥𝑡 set of all feasible arcs
𝛤 set of soft time windows
𝑇𝑃 sub-set of 𝐴𝑒𝑥𝑡, containing all turnaround

sub-processes in next hub bank
𝐼𝐵 sub-set of 𝑇𝑃 , containing all aircraft

in-block/ acceptance processes
𝐷𝐸 sub-set of 𝑇𝑃 , containing all deboarding

processes
𝐶𝐿 sub-set of 𝑇𝑃 , containing all cleaning

processes
𝐵𝑂 sub-set of 𝑇𝑃 , containing all boarding

processes
𝐹𝐼 sub-set of 𝑇𝑃 , containing all aircraft

finalization processes
𝑃𝐴 sub-set of 𝑇𝑃 , containing all passenger

transfer processes during hub bank
𝐶𝑅 sub-set of 𝑇𝑃 , containing all crew

transfer processes during hub bank
𝐶𝑆 set of aircraft contact stands
𝑅𝑆 set of aircraft remote stands
𝐴𝑆 start and end dummy node for sequence

of stand allocation
𝑄𝑇 start and end dummy node for sequence

of quick turnaround procedures
𝑄𝑃 start and end dummy node for sequence

of quick passenger transfer procedures
Parameters:
𝐶𝐴
𝑖𝑗𝑣 costs of connecting flights 𝑖 and 𝑗 by

aircraft 𝑣
𝐶𝐹
𝑖𝑣 costs to serve flight 𝑖 by aircraft 𝑣

𝐶𝐴𝐷𝛾
𝑖 cost factor if flight 𝑖 arrives after STW 𝛾

ends
𝐶𝐶𝑋
𝑖𝑗 costs to cancel a passenger or crew

transfer
𝐶𝑄𝑇
𝑣 costs of quick turnaround option for

aircraft 𝑣
𝐶𝑄𝑃
𝑝 costs of quick passenger transfer for

process 𝑝
𝑆𝑂𝐵𝑇𝑖, 𝐵𝑖 earliest and latest possible service times

of flight 𝑖
𝑆𝐼𝐵𝑇 𝛾

𝑖 end of soft time window 𝛾 for flight 𝑖
𝐹𝑖 duration of flight 𝑖
𝑀𝐺𝑇𝑖𝑗 minimum ground time between flights 𝑖

and 𝑗
𝑀𝐶𝑇𝑖𝑗 minimum connection time between

flights 𝑖 and 𝑗
𝐷𝑝 duration of turnaround sub-process 𝑝
𝐷𝑄𝑃 duration of quick passenger transfer
9

𝑁𝑇𝑇𝑚𝑛 needed transfer time between stands 𝑚
and 𝑛

𝑇𝑇 transition time between airport stands
𝐷𝑀𝑖 delay multiplier on flight 𝑖
𝛼𝑝 time reduction factor for sub-process 𝑝
𝑄𝑇𝑅 number of available quick turnaround

resources
𝑄𝑃𝑇 number of available quick passenger

transfer buses
𝐴𝑑𝑗𝐹𝑖𝑣 adjacency matrix for aircraft-flight

assignment
𝐴𝑑𝑗𝑇𝑝𝑞 adjacency between turnaround

sub-processes 𝑝 to 𝑞
𝑅𝐴𝑝 related aircraft to turnaround sub-process

𝑝
𝑅𝐹𝑝 related flight to turnaround sub-process 𝑝
𝑀 context-specific big M
Variables:
𝑥𝑖𝑗𝑣 binary variable, 1 if flights 𝑖 and 𝑗 are

served by aircraft 𝑣
𝑠𝑖 start time to serve flight 𝑖
𝑒𝑖 end time to serve flight 𝑖
𝑒𝑛𝑑𝑣 end time of aircraft rotation
𝑝𝑑𝑗 propagated delay of flight 𝑗
𝑎𝑒𝛾𝑖 estimated arrival time before STW 𝛾 of

flight 𝑖 closes
𝑎𝑑𝛾𝑖 estimated arrival time after STW 𝛾 of

flight 𝑖 closes
𝑐𝑥𝑖𝑗 binary variable, 1 if transfer from flight 𝑖

to 𝑗 is cancelled
𝑠𝑡𝑝 starting time of turnaround sub-process 𝑝
𝜔𝑣 binary variable — equal to 1 if quick

turnaround option is applied to aircraft 𝑣,
and 0 otherwise

𝜅𝑝 binary variable — equal to 1 if quick
transfer option is applied to transfer
process 𝑝, and 0 otherwise

𝜒𝑣𝑚 binary variable — equal to 1 if aircraft 𝑣
is assigned to stand 𝑚, and 0 otherwise

𝑥𝑇𝑣𝑤 binary variable for determining the
sequence of quick turnaround procedures
over all aircraft 𝑣,𝑤 ∈ 𝑉 beginning and
ending at an dummy node 𝑄𝑇

𝑥𝑃𝑝𝑞 binary variable for determining the
sequence of quick passenger transfer
procedures over all transfer processes
𝑝 ∈ 𝑃𝐴 beginning and ending at dummy
node 𝑄𝑃

𝑥𝑆𝑣𝑤𝑚 binary variable for determining the
sequence of all aircraft 𝑣,𝑤 ∈ 𝑉 on stand
𝑚 ∈ 𝐶𝑆 ∪ 𝑅𝑆 beginning and ending at
dummy node 𝐴𝑆

min
∑

𝑣∈𝑉 ∪V

∑

(𝑖𝑗)∈𝐴𝑒𝑥𝑡

𝐶𝐴
𝑖𝑗𝑣 𝑥𝑖𝑗𝑣 +

∑

𝑣∈𝑉 ∪V

∑

(𝑖𝑗)∈𝐴𝑒𝑥𝑡 ,𝑖≥1
𝐶𝐹
𝑖𝑣 𝑥𝑖𝑗𝑣 +

∑

𝑖∈𝐶

∑

𝛾∈𝛤
𝐶𝐴𝐷𝛾
𝑖 𝑎𝑑𝛾𝑖

∑

𝑣∈𝑉
𝐶𝑄𝑇
𝑣 𝜔𝑣 +

∑

𝑝∈𝑃𝐴∪𝐶𝑅

(

𝐶𝑄𝑃
𝑝 𝜅𝑝 + 𝐶𝐶𝑋

𝑝 𝑐𝑥𝑝
)

+
∑

(𝑖𝑗)∈𝐴𝑒𝑥𝑡⧵𝑇𝑃
𝐶𝐶𝑋
𝑖𝑗 𝑐𝑥𝑖𝑗

(1)

.t.
∑

𝑣∈𝑉 ∪V

∑

𝑖∈𝑁,(𝑖𝑗)∈𝐴𝑒𝑥𝑡

𝑥𝑖𝑗𝑣 = 1 ∀𝑗 ∈ 𝐶 (2)

∑

(0𝑗)∈𝐴𝑒𝑥𝑡

𝑥0𝑗𝑣 ≤ 1 ∀𝑣 ∈ 𝑉 ∪ V (3)
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𝑥𝑖𝑗𝑣 = 0 ∀(𝑖𝑗) ∈ 𝐴𝑒𝑥𝑡; ∀𝑣 ∈ 𝑉 ∪ V ∣

𝐴𝑑𝑗𝐹𝑖𝑣 = 0 (4)
∑

𝑖∈𝑁
𝑥𝑖𝑚𝑣 −

∑

𝑗∈𝑁
𝑥𝑚𝑗𝑣 = 0 ∀𝑚 ∈ 𝐶; ∀𝑣 ∈ 𝑉 ∪ V (5)

𝑂𝐵𝑇𝑖 ≤ 𝑠𝑖 ≤ 𝐵𝑖 ∀𝑖 ∈ 𝑁 (6)

𝑂𝐵𝑇𝑖 ≤ 𝑒𝑖 ≤ 𝐵𝑖 ∀𝑖 ∈ 𝑁 (7)

𝑗 − 𝑒𝑛𝑑𝑘 +𝑀 (1 − 𝑥0𝑗𝑣) ≥ 𝐹𝑗 + 𝑝𝑑𝑗 +𝑀𝐺𝑇0𝑗 ∀(0𝑗) ∈ 𝐴𝑒𝑥𝑡,∀𝑣 ∈ 𝑉 ∪ V (8)

𝑗 − 𝑒𝑖 +𝑀 (1 − 𝑥𝑖𝑗𝑣) ≥ 𝐹𝑗 + 𝑝𝑑𝑗 +𝑀𝐺𝑇𝑖𝑗 ∀(𝑖𝑗) ∈ 𝐴𝑒𝑥𝑡∖𝑇𝑃 , 𝑖 ≥ 1,

𝑗 ≥ 1,∀𝑣 ∈ 𝑉 ∪ V (9)

𝑠𝑖 + 𝐹𝑖 = 𝑒𝑖 ∀𝑖 ∈ 𝑁, 𝑖 ≥ 1 (10)

𝑒𝑖 = 𝑆𝐼𝐵𝑇 𝛾
𝑖 + 𝑎𝑒𝛾𝑖 − 𝑎𝑑𝛾

𝑖 ∀𝑖 ∈ 𝑁, 𝑖 ≥ 1; ∀𝛾 ∈ 𝛤 (11)

𝑠𝑗 − 𝑒𝑖 +𝑀 𝑐𝑥𝑖𝑗 ≥ 𝑀𝐶𝑇𝑖𝑗 ∀(𝑖𝑗) ∈ 𝐴𝑒𝑥𝑡 (12)

𝑝𝑑𝑗 +𝑀 (1 − 𝑥𝑖𝑗𝑣) ≥ (𝐷𝑀𝑗 − 1) 𝑎𝑑1
𝑖 ∀(𝑖𝑗) ∈ 𝐴𝑒𝑥𝑡; ∀𝑣 ∈ 𝑉 ∪ V (13)

The objective function (1) minimizes the operating and delay costs

of all flights, the costs of cancelling flights, passenger or crew con-
nections as well as the costs of assigning turnaround recovery options
during the next hub bank. Constraints (2) ensure that each flight is
assigned with exactly one aircraft, even if this may be by a virtual
aircraft. Constraints (3) specify that an aircraft can only perform one
tour while constraints (4) restrict impossible assignments. The usual
flow balance constraints of a VRPTW are described by (5). According
to (6)–(7), the beginning of a flight cannot be earlier than the scheduled
off-block time and must not start or end later than the curfews at
origin and destination airports. MTZ sub tour elimination constraints
(8) and (9) build a feasible sequence of flights for each aircraft starting
at the depot. Constraints (10) are required to calculate the end times of
each flight. Constraints (11) calculate the deviation from any STW. The
decision if a passenger or crew transfer must be cancelled is formulated
by constraints (12). Finally, constraints (13) calculate the resulting
delays by applying a delay multiplier to a preceding arrival delay.

All constraints listed above are also valid for the ARM, while the
NDM does not comprise the set of virtual aircraft V and has less feasible
arcs by using the set 𝐴𝑟𝑒𝑑 instead of 𝐴𝑒𝑥𝑡 such that aircraft cannot be
swapped. On the other side, the IRM integrates all listed constraints
with detailed scheduling constraints for the turnaround at the next hub
airport which are presented below:

𝑠𝑡𝑝 ≥ 𝑒𝑖 ∀ 𝑝 ∈ 𝐼𝐵 ∣ 𝑅𝐹𝑝 = 𝑖; ∀𝑖 ∈ 𝑁𝑟𝑒𝑑

(14)
𝑡𝑝 +𝐷𝑝 ≤ 𝑆𝑂𝐵𝑇𝑗 + 𝑠𝑗 ∀ 𝑝 ∈ 𝐹𝐼 ∣ 𝑅𝐹𝑝 = 𝑗; ∀𝑗 ∈ 𝑁𝑟𝑒𝑑

(15)
𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝐷𝑝 ∀ 𝑝 ∈ 𝐼𝐵; ∀ 𝑞 ∈ 𝑇𝑃 ∣ 𝐴𝑑𝑗𝑇𝑝𝑞 = 1

(16)
𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝐷𝑝 (1 − 𝜒𝑣𝑚) + 𝛼 𝐷𝑝 𝜒𝑣𝑚 ∀ 𝑝 ∈ 𝐷𝐸 ∪ 𝐵𝑂; ∀ 𝑞 ∈ 𝑇𝑃 ∣

𝐴𝑑𝑗𝑇𝑝𝑞 = 1;𝑅𝐴𝑝 = 𝑣; ∀𝑚 ∈ 𝑅𝑆

(17)
𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝑁𝑇𝑇𝑚𝑛 𝜒𝑣𝑚 𝜒𝑤𝑛 ∀ 𝑝 ∈ 𝑃𝐴 ∪ 𝐶𝑅; ∀ 𝑞 ∈ 𝐵𝑂 ∣

−𝑀
(

𝜅𝑝 + 𝑐𝑥𝑝
)

𝐴𝑑𝑗𝑇𝑝𝑞 = 1;𝑅𝐴𝑝 = 𝑣, 𝑅𝐴𝑞 = 𝑤;

∀𝑚, 𝑛 ∈ 𝐶𝑆 ∪ 𝑅𝑆 (18)
∑

𝑚∈𝐶𝑆∪𝑅𝑆
𝜒𝑣𝑚 = 1 ∀ 𝑣 ∈ 𝑉 (19)

∑

𝑣∈𝑉 ∪𝐴𝑆
𝑥𝑆𝑣𝑤𝑚 = 𝜒𝑣𝑚 ∀𝑤 ∈ 𝑉 ; ∀𝑚 ∈ 𝐶𝑆 ∪ 𝑅𝑆 (20)

∑

𝑥𝑆𝑣𝑤𝑚 = 𝜒𝑣𝑚 ∀ 𝑣 ∈ 𝑉 ; ∀𝑚 ∈ 𝐶𝑆 ∪ 𝑅𝑆 (21)
10

𝑤∈𝑉 ∪𝐴𝑆
𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝐷𝑝 + 𝑇𝑇 −𝑀 (1 − 𝑥𝑆𝑣𝑤𝑚) ∀ 𝑣 ∈ 𝑉 ; ∀𝑤 ∈ 𝑉 ∪ 𝐴𝑆;

∀𝑚 ∈ 𝐶𝑆 ∪ 𝑅𝑆;

∀ 𝑝 ∈ 𝐹𝐼 ∣ 𝑅𝐴𝑝 = 𝑣;

∀ 𝑞 ∈ 𝐼𝐵 ∣ 𝑅𝐴𝑞 = 𝑤 (22)

Thereby, the start of each turnaround during the next hub bank can
nly be scheduled after the respective estimated in-block time (14).
f the calculated off-block time overruns the SOBT, departure delay is
ssigned to the outbound flight (15). Standard RCPSP constraints (16)
nsure that all turnaround sub-processes which succeed the aircraft
cceptance process can only start after its completion. Constraints (17)
onsider reduced de-/boarding duration for all aircraft that are assigned
o a remote stand. Constraints (18) determine needed transfer times for
assenger and crew connections based on the stand allocation of the
nbound and outbound aircraft, whereby these constraints are neglected
nce quick passenger transfer services are assigned or the connection
s cancelled. Note that these constraints are quadratic and should be
inearized for the solution with standard solvers (as shown in Evler
t al. (2021a)). According to constraints (19), each aircraft has to
e assigned to exactly one stand, whereby the MTZ-formulation in
onstraints (20)–(22) ensures that not more than one aircraft is assigned
o one stand at a time. The extended RCPSP version comprises further
onstraints which comprise variable sub-process durations and depend
n the assignment of extra ground handling resources:

𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝐷𝑝 (1 − 𝜔𝑣) + 𝛼 𝐷𝑝 𝜔𝑣 ∀ 𝑝 ∈ 𝐶𝐿; ∀ 𝑞 ∈ 𝑇𝑃 ∣

𝐴𝑑𝑗𝑇𝑝𝑞 = 1, 𝑅𝐴𝑝 = 𝑣 (23)
∑

𝑣∈{𝑉 ∪𝑄𝑇 }
𝑥𝑇𝑣𝑤 = 𝜔𝑤 ∀𝑤 ∈ 𝑉 (24)

∑

𝑤∈{𝑉 ∪𝑄𝑇 }
𝑥𝑇𝑣𝑤 = 𝜔𝑣 ∀ 𝑣 ∈ 𝑉 (25)

𝑠𝑡𝑞 ≥ 𝑠𝑡𝑝 + 𝑇𝑇 −𝑀 (1 − 𝑥𝑇𝑣𝑤) ∀ 𝑣 ∈ 𝑉 ; ∀𝑤 ∈ 𝑉 ∪𝑄𝑇 ;

∀ 𝑝, 𝑞 ∈ 𝐴𝐶 ∣ 𝑅𝐴𝑝 = 𝑣,𝑅𝐴𝑞 = 𝑤

(26)
∑

𝑣∈𝑄𝑇
𝑥𝑇𝑣𝑤 ≤ 𝑄𝑇𝑅 ∀𝑤 ∈ 𝑉 (27)

𝑠𝑡𝑞 ≥ 𝑠𝑡𝑝 +𝐷𝑄𝑃 −𝑀 (1 − 𝜅𝑝) ∀ 𝑝 ∈ 𝑃𝐴; ∀ 𝑞 ∈ 𝐵𝑂 ∣ 𝐴𝑑𝑗𝑇𝑝𝑞 = 1
(28)

∑

𝑝∈𝑃𝐴∪𝑄𝑃
𝑥𝑃𝑝𝑞 = 𝜅𝑞 ∀ 𝑞 ∈ 𝑃𝐴 (29)

∑

𝑞∈𝑃𝐴∪𝑄𝑃
𝑥𝑃𝑝𝑞 = 𝜅𝑝 ∀ 𝑝 ∈ 𝑃𝐴 (30)

𝑠𝑞 ≥ 𝑠𝑡𝑝 + 𝑑𝑄𝑃 + 𝑇𝑇 −𝑀 (1 − 𝑥𝑃𝑝𝑞) ∀ 𝑝 ∈ 𝑃𝐴; ∀ 𝑞 ∈ 𝑃𝐴 ∪𝑄𝑃 (31)
∑

𝑝∈𝑄𝑃
𝑥𝑃𝑝𝑞 ≤ 𝑄𝑃𝑇 ∀ 𝑞 ∈ 𝑃𝐴 (32)

𝜅𝑖 + 𝑐𝑥𝑖 ≤ 1 ∀ 𝑝 ∈ 𝑃𝐴 (33)

Constraints (23) and (28) show exemplary for cleaning and passen-
ger transfer, how sub-processes can be accelerated by the application
of recovery options. Thereby, further MTZ-formulations are required to
ensure that the limited number of turnaround resources (27) is assigned
to only one turnaround at a time (24)–(26). Likewise, constraints (29)–
(31) build a sequence between quick passenger transfer services. The
number of parallel sequences is limited by (32), while (33) considers
that a passenger connection is either assigned with a quick transfer
service or cancelled.

3.5. Rolling horizon algorithm

All four models are implemented into a dynamic optimization al-
gorithm that operates with a rolling horizon. For the rolling horizon,

the entire day of operations is split into several periods PE which each
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contain detailed scheduling constraints for the next upcoming hub bank
and aircraft routing constraints for the rest of the day. Each aircraft
can only visit the hub once per period, such that the shortest hub cycle
(i.e., the period from departure at hub until the arrival from spoke-
airport) is the determining factor for the length of all periods (see
Fig. 8).

Within each period 𝑝𝑒 ∈ PE, the algorithm identifies all inbound and
outbound flights which belong to the next hub bank and includes them
into the sub-set 𝑁𝑟𝑒𝑑 . Afterwards, the ground arcs between all flights
which are part of the hub bank are omitted from 𝐴𝑒𝑥𝑡 and included
into 𝑇𝑃 . With this configuration, each model optimizes a given sched-
ule deviation. As a result, the arrival times of all flights out of the hub
bank are calculated according to the assigned optimal departure delays
and the aircraft flight assignment is updated as described in Algorithm
1.
Algorithm 1: Rolling Horizon Algorithm

Input : 𝑒𝑖, 𝐹𝑖, 𝑆𝑂𝐵𝑇𝑗 , 𝑁 , 𝑉 , 𝐴𝑒𝑥𝑡, 𝑥𝑖𝑗𝑣, PE
Output: 𝑠𝑗 , Updated 𝑒𝑗 , Optimal Tail Assignment X𝑖𝑗𝑣

1 for 𝑝𝑒 ← 1 to PE do
2 for 𝑖, 𝑗 ← 1 to 𝑁 do
3 𝑁𝑟𝑒𝑑 ← include all flights 𝑖, 𝑗 which belong to next hub

bank
4 for (𝑖𝑗) ← 1 to 𝐴𝑒𝑥𝑡 do
5 𝐴𝑒𝑥𝑡 ← omit all ground arcs (𝑖𝑗) between flights of

𝑁𝑟𝑒𝑑
6 𝑇𝑃 ← include all ground arcs (𝑖𝑗) between flights of

𝑁𝑟𝑒𝑑

7

8 Run NDM/ARM/TRM or IRM
9

10 for 𝑗 ← 1 to 𝑁𝑟𝑒𝑑 do
11 forall the elements of 𝑒𝑗 do
12 if 𝑠𝑗 > 𝑆𝑂𝐵𝑇𝑗 then
13 𝑒𝑗 ← update parameter 𝑒𝑗 = 𝑠𝑗 + 𝐹𝑗

14 for 𝑖, 𝑗 ← 1 to 𝑁 do
15 for 𝑣 ← 1 to 𝑉 do
16 forall the elements of X𝑖𝑗𝑣 do
17 if X𝑖𝑗𝑣 ≠ 𝑥𝑖𝑗𝑣 then
18 X𝑖𝑗𝑣 ← update tail assignment for next

iteration 𝑝𝑒 + 1 (only in ARM/IRM)

4. Implementation

The outlined methodology is applied to a case study of an exemplary
airline that operates a hub network out of Frankfurt Airport (FRA). To
adopt realistic schedule conditions, flight plan data have been retrieved
from the summer schedule 2019 of a local hub carrier. This section
details the scope of the case study, along with the parameter setting
and the introduced delay scenarios.

4.1. Case study setting

The airline network of our case study includes 17 aircraft (four
wide-body aircraft and 13 narrow-body aircraft), which are scheduled
to operate 85 flights from and to the central hub at Frankfurt airport.
One aircraft has a scheduled maintenance (‘‘MRO’’) event at FRA
in the afternoon. Ten long-haul intercontinental flights are assigned
to the fleet of long-haul aircraft (i.e., Boeing B748), whereas the
remaining 75 flights are distributed among a fleet of Airbus A320
and A321 aircraft. The majority of aircraft meet during three hub
banks throughout the day, which includes a morning hub bank from
5:30 a.m. to 9:00 a.m. UTC, an afternoon hub bank from 12:00 p.m. to
11
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3:30 p.m. UTC and an evening hub bank from 5:00 p.m. to
8:30 p.m. UTC (see Fig. 9). The length of all hub banks is defined
such that each aircraft can only visit the hub once during each bank,
which creates the need for another ‘‘midday hub bank’’, where two
aircraft meet between 10 a.m. and 12 a.m. UTC. However, given the
limited interdependencies between these two aircraft, this hub bank is
not further considered in the case study.

4.2. Parameter definition

4.2.1. Passenger itineraries and crew pairings
Passenger transfer connections are simulated for the entire day

between all feasible flight pairs, such that they respect the minimum
connecting time at FRA (i.e., 45 min) and avoid extreme detours
(e.g., passengers from Madrid are unlikely to connect via FRA to
Barcelona). Thereby, a typical average load factor of a network carrier
(i.e., 85%) and the reported connection ratio at FRA are considered
(i.e., 55%). While all passenger itineraries include a maximum of
two flight legs, passengers who originate in FRA may have transfer
connections at spoke airports in the network, which are themselves a
hub airport to a partner airline (these airports are marked in orange in
Fig. 9).

As described above, the costs of cancelling a passenger transfer
connection 𝐶𝐶𝑋

𝑖𝑗 depend on the available rebooking alternatives, which
again depend on the frequency of the respective route and remaining
capacities on the respective flights. Thus, a baseline administrative
charge and reference delay cost values per impacted passenger are
adopted from Cook and Tanner (2015) such that they consider the
arrival delay at destination and the corresponding costs for care, reim-
bursement, compensation and lodging according to EU regulation 261.

Crew pairings have been determined in accordance with official
duty time regulations and contain several aircraft changes at FRA. The
cancellation of crew transfers requires the availability of a stand-by
crew (of which there is one positioned for continental flights during
each hub bank) and incurs cancellation costs (𝐶𝐶𝑋

𝑖𝑗 = 1000) similar to
he wage for two extra working hours of the entire crew (Cook et al.,
009).

.2.2. Initial stand allocation during hub bank
The initial stand allocation for each hub bank considers the number

f transfer passengers on all connections and adheres to official oper-
tional constraints. Thus, contact stands at Terminal 1 A (Stands A1-2
nd A4-5 in Fig. 10) are reserved for flights to and from Schengen
ountries only. Contact stands with special security and customs areas
Stands A3, A6, B1 and C1) can also operate flights to and from
on-Schengen destinations. Thereby, stands A3 and A6 are predomi-
antly used for intercontinental flights with wide-body aircraft. Remote
tands R1 and R2 are located on the apron, such that passengers need
o be transferred with buses via the central bus station (marked with
bus icon in Fig. 10). During the morning and evening hub bank, all
ide-bodies, as well as flights from and to Tel-Aviv (TLV), are fixed at

heir initial stands, whereas the remaining aircraft can be re-allocated
o any other stand which complies with the security procedures of the
espective origin and destination countries.

.2.3. Turnaround process times and cost values
Airport service times (𝐴𝑖, 𝐵𝑖) and minimum transfer times (𝑀𝐶𝑇𝑖𝑗)

utside of the hub are considered as publicly disclaimed on the respec-
ive websites, such that we consider a night curfew at FRA which lasts
rom 11 p.m. to 5 a.m., whereas further night curfews are incorporated
or many major European airports. Flight durations (𝐹𝑖) are adopted
rom the flight plan as well as buffer times during the turnaround
r via transfer connections. If not modelled explicitly by the TRM,
inimum ground times (𝑡𝑖𝑗) correspond to those values published

y the aircraft manufacturer. For the upcoming hub bank, the TRM

stimates the duration of individual turnaround sub-processes (𝐷𝑝) by
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Fig. 9. Airline network for one day of operations, which includes the routing of 17 aircraft between three major hub banks in Frankfurt (morning, afternoon, evening). From
interdependencies within each hub bank, it is visible that a delay scenario including four arrival flights of the morning hub bank may impact almost the entire downstream flight
schedule. Spoke airports marked in orange are hub airports of partner airlines and contain further passenger transfer connections.
Fig. 10. Case study setting at Frankfurt Airport (FRA) with initial stand allocation during the morning hub bank. Aircraft turnarounds which are impacted by arrival delays as
part of the scenarios are marked by magenta arrows.
considering the 80%-quantile of fitted probability density functions as
described in Fricke and Schultz (2009), Oreschko et al. (2012). Once
additional airport resources and personnel are assigned to operate a
quick turnaround, the time factor 𝛼𝑝 = 0.7 is applied to the controlled
sub-processes. The procedure is limited to a maximum of one parallel
quick-turnaround (𝑄𝑇𝑅 = 1) and incurs a charge per turnaround
(𝐶𝑇𝑅

𝑣 = 300) which was adopted from an undisclosed service level
agreement of a ground handler. The same time factor 𝛼𝑝 applies to
deboarding and boarding processes once an aircraft is allocated to
a remote stand. However, there is no charge for changing the stand
allocation, as airlines typically have long-term agreements at their hub
airports which reserve them the unrestricted usage of specific stands.
Furthermore, there is one dedicated bus that can operate quick transfer
services (𝑄𝑃𝑇 = 1) for a fixed charge (𝐶𝑇𝑅 = 100) per assignment.
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𝑣

Direct operating costs 𝐶𝐹
𝑖𝑣 to serve a flight are simplified and as-

sumed to be distance-dependent, where the great circle distance is
multiplied by a cost factor for each fleet. However, the initial as-
signment of aircraft to flights of the adopted flight plan is induced
by a significant cost reduction, such that arbitrary aircraft swaps are
mitigated.

Aircraft-specific arrival delay costs 𝐶𝐴𝐷𝛾
𝑖 are considered per minute

and include additional crew wages, maintenance expenses and costs of
passenger dissatisfaction according to the size of the respective aircraft
as described in Cook (2015), Cook and Tanner (2015). Thereby, the end
of the first STW (𝜑1

𝑖 ) corresponds to the scheduled in-block time (SIBT),
whereas the second STW does not include any costs for deviations of
less than 15 min. A third STW ranges until arrival delays of 30 min,
such that marginal costs of delay are increasing from each of these
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Fig. 11. The heat map exhibits the frequency (from blue to red) that a given arrival delay has multiplied with the respective 𝐷𝑀 . The 2D histogram is limited to flights within
the network of a German hub carrier which obtained arrivals delays between 5 and 90 min during the summer season of 2019. Airport- and airline-specific delay multiplier 𝐷𝑀𝑖
epending on arrival delay of flight 𝑖.
Table 1
Four arrival flights of the morning hub bank (F1, F18, F23, F57) obtain different arrival delays in each scenario, such that
the recovery performance of all models (ARM, TRM, IRM) can be compared when the network faces schedule deviations in
different magnitudes.
Scenario ID Arrival Delay F1 Arrival Delay F18 Arrival Delay F23 Arrival Delay F57

D1 60 min 30 min 30 min 0 min
D2 60 min 30 min 60 min 60 min
D3 90 min 30 min 90 min 60 min
linear segments to the next one (in correspondence to the progressive
increase of reference cost functions).

4.2.4. Delay multipliers

Delay multipliers represent the turnaround performance of an air-
line at a particular airport in case of delayed flights and can be derived
from historical flight operations data. A 𝐷𝑀 is determined as the ratio
between departure and arrival delay of the same aircraft, whereby
delays are measured as the differences between scheduled and actual
times on-blocks. In this case study, 𝐷𝑀 values are estimated on the
basis of publicly available post-ops flight data of the summer season of
2019. Given that airlines have different market shares and partnerships
at each airport, also the turnaround performance in case of delays is
very heterogeneous (Oreschko et al., 2010). Therefore, the 𝐷𝑀𝑖 is an
airport- and airline-specific value and depends on the delay of arrival
flight 𝑖. For the definition of these values, only flights from a major
German hub carrier with base at Frankfurt airport have been considered
which obtained arrival delays between 5 and 90 min. Furthermore,
airports have been clustered according to their status in the airline and
alliance network, i.e., hub, alliance hub, other hub and other airports.
For each airport cluster, observed 𝐷𝑀 have been mapped and the daily
median value is calculated, weighted by the arrival delay first and the
aircraft movements during the day second. For instance, Fig. 11 shows
the dependency between arrival and departure delay at the airline hub
in Frankfurt with the median value 𝐷𝑀 = 0.84 (left) and at other hub
airports which are home to a competing (non-alliance) airline with a
median value 𝐷𝑀 = 1.6 (right). Table 2 summarizes the defined values
for all airport categories. Thus, in case of arrival delays, delays can be
compensated at the ‘‘own hub’’, whereas it typically increases at other
airports and especially at the hubs of competing airlines due to limited
process control (𝐷𝑀𝑖 > 1) and congestion. Aside from the airlines’ hub,
the least reactionary delays are expected at hub airports of alliance
partners.
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Table 2
Delay multipliers per airport category based on historical ground operations data.

Airport type Own Hub Alliance Hub Other Hub Other airport

Delay multiplier 0.85 1.1 1.6 1.4

4.3. Scenario description

In order to compare the recovery performance of all three models
(ARM, TRM, IRM) among each other and with the baseline NDM,
we induce arrival delays on four different flights (F1, F18, F23, F57)
into the morning hub bank. The delays vary in their magnitude as
described in Table 1 below, such that we analyse the recovery of three
different delay scenarios over the entire day within the rolling horizon
algorithm. Thus, if the delay cannot be compensated entirely during
the morning hub bank, the remaining delay spreads throughout the
airline network and will be back-propagated into the afternoon hub
bank, where we apply the recovery models once again (by respecting
the altered aircraft assignment in case of aircraft swaps) and follow the
same cycle into the evening hub bank, if necessary.

5. Analysis

The algorithm was implemented for all four models in a Java
environment and solved with IBM CPLEX Version 12.10.0-0 on a 24-
core CPU with 64GB RAM. Average solution times per instance are
highly dependent on the model type and the number of remaining
operations, whereas the complexity of the schedule deviation has only
a minor impact. Thus, the longest solution times occur during the
morning hub bank with on average: NDM=22 s, TRM=10 min 47 s,
ARM=1 h 34 min 44 s, and IRM=29 min 48 s. For the other hub banks,
the solution time of each model lies between 5 s and 45 s, while only D2
TRM needed 3 min. Taking into account that we assume an application
of our recovery models with at least two hours of Look Ahead Time
(LAT) until the first arrival, we still consider these values (especially
those for the IRM) as acceptable for a tactical optimization.
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The results for each delay scenario are analysed with typical oper-
ational Key Performance Indicators (KPIs) of an airline such as:

• total costs (objective)
• total delay/ delay multipliers
• number of missed connections
• number of applied turnaround recovery options
• number of applied aircraft swaps

Thereby, the recovery performance of each model is compared for
ach KPI against the baseline estimation calculated with the NDM,
uch that the relative benefit can be compared among all the models.
hroughout the entire analysis, it needs to be considered that total costs
re the objective of the optimization, while all other KPIs represent only
part of the objective function and, thus, have not been optimized indi-
idually. Consequently, their analysis is more exploratory to determine
he side effects of optimizing for minimal airline costs.

.1. Delay propagation in the network

As an output of the NDM, Fig. 12 shows the individual delay cost
unctions for all flights of aircraft 15 within the case study (F23–
27). The graphs illustrate the increasing marginal costs due to the
nfringement of more and more STWs as well as step costs arising from
issed connections in the downstream rotation. Thus, the functions not

nly contain delay costs for the immediate next flight but also include
eactionary costs of delays on all subsequent flights and potentially
ancelled connections after them. Note here that the complexity of
hese functions decreases as the time of day advances, given that fewer
ownstream interdependencies need to be considered. However, also
umulative buffer times decrease during the course of the day, such
hat major cost-driving events (such as cost-intensive rebookings with
vernight lodging) appear earlier on afternoon and evening flights.

For all functions in the graph on the left, the Delay Multiplier
DM) at all airports in the network is set at 𝐷𝑀 = 1.0 such that
rrival delays directly propagate into departure delay, only deducted
y the respective ground time buffers. Conversely, the figure on the
ight shows cost functions with airport-specific DMs as detailed in
able 2. Given that these values are on average above 1, cost functions
end to increase earlier along the 𝑥-axis, as buffer times on transfer
onnections are consumed by the multiplicative effect. For validation
urposes, both graphs further include a piece-linear cost function which
esembles reference delay cost values of the respective aircraft types as
etermined in Cook (2015). Note that when 𝐷𝑀 = 1.0, the reference
ost function shows high similarity with a regression curve of all flights
perated by aircraft 15, whereas it underestimates all cost functions
hen airport-specific DMs are applied.

Fig. 13 shows the cost functions for all flights operated by air-
raft 7 (F1–F3) and 13 (F18–F20), whereby airport-specific DMs are
pplied and one needs to consider that aircraft 13 has a maintenance
vent scheduled after Flight F20. This means that the flight cycle to
tockholm (ARN) needs to be cancelled once the delay would exceed
critical threshold, which incurs very large costs for rebooking and

ompensating all passengers on both flights (F19–F20), as can be seen
n the graph on the right.

.2. Analysis of delay scenarios

As Fig. 12 and 13 show reactionary delay costs of individual flights,
ypical delay situations include schedule deviations for more than one
ircraft. Therefore, Fig. 14 shows for three (left, F18=30 min, F1 and
23 variable) and four (right, F18=30 min, F57=60 min, F1 and F23
ariable) delayed arrival flights the predicted total costs of delay for the
ntire network. The highlighted circles represent the delay scenarios D1
left) and D2/D3 (right) from Table 1.
14

a

.2.1. Total costs
Fig. 15 displays total cost results per recovery model for all three

elay scenarios. Thereby, each subplot has the character of an event-
ree, such that the ‘‘NoRecovery Costs’’ curve (marked in red) includes
ll costs which would be incurred if no recovery options are applied
n none of the three hub banks, while all other curves follow the
pplication of a recovery model in at least one hub bank.

The ‘‘NoRecovery Costs’’ curve is the output of the iterative appli-
ation of the NDM and represents the baseline (upper bound) of the
otential cost spectrum. Note here that the baseline costs estimation
ade in the morning (which contains downstream cost-drivers for

he entire day) is adjusted in each iteration, given that new inter-
ependencies may arise with regard to the ground operations in the
pcoming hub bank. Thus, in each iteration, the used MGT, MCT and
M values for the next hub bank in Frankfurt are substituted with

cenario-specific stand allocations and corresponding turnaround sub-
rocess and transfer durations (see Section 3.4). Judging from Fig. 15,
he baseline adjustment is higher from morning towards afternoon hub
anks (on average 7.6% increase) than between afternoon and evening
ub banks (on average 0.7% increase). However, it does not increase
ith the amount of delay but rather seems to depend on the individual
etwork and delay constellation, given that baseline costs in scenario
3 increase only by 4.4%, while in D2 they surge by 13.4%.

The ‘‘Optimal Recovery Costs’’ curve (marked in green) is the result
f the continuous application of the respective recovery model in each
ub bank. Thus, it represents the minimum (lower bound) of the po-
ential cost spectrum for the given delay scenarios. The corresponding
avings are shaded in green, while the areas shaded in red and grey
ighlight the reduced amount of savings if the models were only ap-
lied during the morning or morning+afternoon hub banks. Especially
or situations with medium to high delay (see Fig. 15(b) and 15(c)), one
an easily recognize that even an (at least partially) recovered schedule
eviation can spread over an entire day and may require additional
ecovery actions in later stages to condemn the resurgence of delay
ropagation and costs.

Looking into the recovery performance of the individual models,
he TRM is most efficient in situations with low to moderate delays.
hereby, in scenario D1 (see Fig. 15(a)) the solution of the TRM
esembles the one of the IRM and is able to reduce total costs arising
rom the given schedule deviation by 49% in the morning hub bank.
his is continued by a 8% cost reduction in the afternoon hub bank
hich results in a full recovery of network performance. Thus, no

urther recovery actions are required during the evening hub bank aside
rom a few stand reallocations (see Section 5.2.4). In scenario D2 (see
ig. 15(b)), again the TRM is able to reduce total costs by 49% in the
orning, which is followed by 24% in the afternoon and another 28%

n the evening so that by the end of the day it performs nearly as well
s the ARM. Even in scenario D3 (see Fig. 15(c)), the TRM can save
p to 28% of additional costs (and from that another 21% and 16% in
he following hub banks), which is however far less than the other two
odels are able to compensate.

The recovery potential of the ARM in D1 is limited to the extend that
eparture delays are acceptable above the critical 10-minute threshold
o maintain transfer connections. Given the low amount of delay, the
ption to swap flights between aircraft does not provide any cost
avings (see Section 5.2.5), such that additional costs of the given
chedule deviation can only be reduced by 25%. With increasing delays
n some aircraft rotations, the ARM begins to outperform the TRM,
uch that in scenario D2 a cost reduction of 56% in comparison to the
aseline (roughly 7% more reduction than by TRM) and in situation D3
43% cost reduction (15% more than by TRM) can be achieved.

Naturally, the IRM has the best performance of all three recovery
odels as it combines all available recovery options of the TRM and
RM and trades them off against each other. As mentioned above,

ircraft swaps are not efficient in D1, such that the IRM adopts the
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Fig. 12. Delay cost functions for departure delays of all flights of aircraft 15 (short-haul). Left: Delay propagates with a DM of 1.0. Right: Stochastic delay propagation with
airport-specific DM as specified in Table 2.
Fig. 13. Delay cost functions for aircraft 7 (long-haul) and 13 (short-haul) with airport-specific DM (Table 2).
Fig. 14. Predicted total costs of delay as a result of three (left) and four (right) delayed arrival flights into the morning hub bank. Three delay scenarios are highlighted for
further investigation (D1 left, D2 and D3 right).
15
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Table 3
Number of flight delays and their mean duration in optimal solution per scenario.
# Flight Delays
— Duration [h]

D1 D2 D3

M A E M A E M A E

NDM 16 - 6.2 17 - 6.6 18 - 6.7 29 - 25.5 27 - 26.2 28 - 26.3 28 - 30.8 31 - 32.5 32 - 33.2
TRM 18 - 6.1 20 - 6.5 21 - 6.6 43 - 23.1 47 - 25.9 50 - 26.7 38 - 27.2 46 - 30.1 50 - 31.9
ARM 21 - 7.4 21 - 6.5 22 - 6.6 41 - 25 41 - 25 42 - 25 39 - 32.2 45 - 35.1 46 - 35.8
IRM 18 - 6.1 20 - 6.5 21 - 6.6 37 - 17.4 36 - 17.7 38 - 18 37 - 22 36 - 22.6 41 - 23.4
Fig. 15. Total costs per delay scenario and recovery model. Areas shaded in red represent the savings resulting from an application of the respective recovery model during the
morning hub bank. Areas shaded in grey display the savings of a morning+afternoon application, while the green shaded area exhibits the recovery savings from a continuous
all-day application.
optimal solution from the TRM. In scenario D2, the IRM can reduce
costs by 70% in the morning hub bank and another 4% in the afternoon.
Based on the optimized ground operations and aircraft flight assign-
ment from the afternoon hub bank, the airport becomes very congested
during the evening hub bank. This requires some further recovery
actions (especially a reallocation of stands — see Section 5.2.4) in
order to save another 42% of additional costs, which would have been
incurred from high costs of missed transfer connections at the end of
the day. The same applies to scenario D3, with the difference that
the IRM can recover a smaller ratio of costs during the morning hub
16
bank (i.e., 55%), such that more actions than in D2 are required during
the afternoon and evening hub banks to save another 26% and 30% of
total costs.

5.2.2. Total delay and delay multiplier
While the average delay per flight decreases within all recovery

models, the total delay in the airline network increases in some ap-
plications of the ARM and TRM by up to 19% (see Table 3). This
ambiguity arises from the fact that both recovery models tend to
distribute delay across previously not delayed rotations which have
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Fig. 16. Ratio between delay cost, turnaround recovery cost and misconnex cost at the hub and at other airports.
T
P

ess critical downstream schedules. An increased number of delayed
lights may not be desirable, especially from ATFM perspective, but
an be partially compensated by aircraft swaps, such that the ARM,
lthough generating the highest total delay in D2 and D3, is able to
ontain it within a smaller circle of flights than the TRM. Conversely,
he IRM uses the combination of all recovery options for a reduction
f delay by 13% per delayed aircraft and in total by 2% in D1 and on
verage 47% to 44% in D2 and D3 respectively. At the same time, the
otal delay in both scenarios is reduced by up to 31%.

These results indicate that the applied recovery options are more
fficient in terms of reducing delay when the magnitude of a schedule
eviation increases. Thereby, the models take into account that re-
ooking and compensating passengers is often more cost-intensive than
ssigning minor delays to avoid misconnections (especially during the
irst delay minutes with marginal costs between 10 and 20 Euro (Cook,
015)). In D1, the number of delayed flights slightly increases from
baseline of 16 (NDM) up to 21 (with the ARM — see Table 3),
hereby the number of aircraft rotations which obtain ‘‘official delays’’

i.e., above 15-min) increases from formerly three (as defined in the
cenario — see Table 1) to four (IRM, TRM) or even five (ARM). In
cenarios D2 and D3, four flights induce delays into the network, which
esults in eleven officially delayed rotations in D2, but only seven in D3.
his can be explained with a deeper look into the stand allocation,
uch that delays around 90 min (in D3) simply cause a reversal of the
nitial sequence of aircraft at one stand, whereas smaller delays may
ause overlapping turnaround periods and stand bottlenecks. Across
ll scenarios, the IRM generates the fewest delayed rotations of all
ptimization models, which is preferable in terms of flight schedule
ontinuity. Furthermore, the results show that the delay reduction is
ost significant in the morning and decreases towards the evening as

pportunities for recovery measures and affected flights decrease.
The effect of delay reduction is also indicated through the DM

hat can be assessed after each turnaround and compared to the as-
umptions made in Table 2 (especially for those values at the ‘‘Own
ub’’: FRA=0.85) which are considered in the NDM baseline. Thus,
DM update can be calculated per flight or across all flights after

ach turnaround at the hub and incorporates the added constraints
nd recovery options of the TRM which relate to ground operations
n Frankfurt. These updated values may then be used as new input
alues for future runs of the NDM (i.e., parameter training). Table 4
ummarizes the average post-ops DMs per model and hub bank. Note
hat these values only relate to rotational delay and do not consider
pillover effects to other aircraft. The variation of these values is quite
arge and it is obvious that they depend very much on the delay
ituation, time of the day and available recovery options. As expected,
M values are the highest in the NDM, given that rotational delays
an only be absorbed by available ground buffers. In turn, the IRM
hows the lowest delay propagation over the entire day, especially
17
able 4
ost-ops delay multiplier 𝐷𝑀𝑖 (average rotational delay in FRA) in optimal solution.
Delay multiplier
𝐷𝑀𝑖

D1 D2 D3

M A E M A E M A E

NDM 0.88 0.25 – 0.92 0.85 0.87 0.98 0.71 0.87
TRM 0.77 0.25 – 0.75 0.47 1.2 0.73 0.85 1.8
ARM 0.88 0.25 – 0.92 1.02 0.82 0.90 0.97 4.9
IRM 0.77 0.25 – 0.76 0.52 0.02 0.92 0.65 1.4

Table 5
Post-ops delay multiplier for the entire network. Here, the total delay of all outbound
flights and their successors is related to the inbound delay of each hub bank.

Delay multiplier
network

D1 D2 D3

M A E M A E M A E

NDM 2.16 0.79 – 4.75 2.34 0.93 4.65 2.09 0.83
TRM 2.04 0.85 – 4.27 2.39 6.5 4.4 2.98 2.7
ARM 2.69 0.59 – 2.94 1.39 0.9 2.98 1.97 2.22
IRM 2.04 0.85 – 2.12 1.25 0.22 3.06 1.75 2.08

Table 6
Number of missed passenger connections in optimal solution per scenario (total: 417).

# Misconnex D1 D2 D3

M A E M A E M A E

NDM 16 18 18 46 50 50 52 56 57
TRM 9 10 10 22 29 29 31 33 32
ARM 12 14 14 21 28 28 25 31 34
IRM 9 10 10 15 17 17 22 23 25

when considering lower DMs in the evening hub bank of D2 and D3
in comparison to the TRM. This reduction is the consequence of the
performed aircraft swaps in the morning which resulted in slightly
increased morning values. As noted in Section 5.2.1, there is a full
recovery of the network after the afternoon hub bank in D1, such that
the afternoon values are very low and no delay propagates from the
initial disturbance until the evening.

Table 5 summarizes the total delay behaviour with network-wide
DMs, which are calculated for each hub bank and delay scenario. Each
DM represents the relation of inbound flight delays to total delays
on outbound flights and their succeeding flights until the delay is
absorbed or the rotation is finished. The value decreases over time, as
successively fewer subsequent delays are taken into account. As noted
before, a few exceptions arise in the evening scenario, where short
inbound delays are lengthened by restrictions during the turnaround.
To conclude, the DMs indicate once again that the optimization models
mostly reduce the level of delay compared to NDM.
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5.2.3. Missed connections
A significant cost reduction is attributable to the waiting of flights

for passenger connections. Note, as highlighted in the previous section,
that this induces only a slight increase of total delay with the TRM
and ARM, while the IRM concurrently reduces average and total delay
despite waiting for passengers. As enlisted in Table 6, at least 22%
in D1 and more than 40% of cancelled connections in D2 and D3 can
be recovered if aircraft are allowed to wait more than ten minutes
on critically delayed transfer passengers. In D1, the options to assign
quick passenger transfers and stand reallocations help the TRM to out-
perform the ARM and recover four additional connections. However,
in scenarios with higher delay, the performance of both models is
almost balanced, as the ARM can avoid a high number of miscon-
nections in downstream operations by assigning appropriate aircraft
swaps. The IRM, having all recovery options at its disposal, is able to
recover between 44% and 66% of all otherwise missed transfers, which
corresponds to an increase of the connectivity ratio by roughly 10%
to about 95% (i.e., the ratio between missed connections and all
connections — 417 in total).

The underlying trade-off between delay costs (which include ad-
ditional crew wages, maintenance expenses and costs of passenger
dissatisfaction) and ‘‘Misconnex Costs’’ is visible in Fig. 16. Therein,
the cost ratio attributable to missed connections reduces with the
application of all recovery models from about two-thirds to less than
half. In D1, local misconnection costs at the hub are almost completely
eliminated with the help of the TRM and IRM, while the ARM can only
cut them by half (see Section 5.2.1). The ratio between delay costs and
costs of missed connections at other airports remains almost unaffected.
This changes significantly in D2 and D3 when the application of aircraft
swaps breaks the propagation along heavily delayed flight rotations
(see Section 5.2.5). Because of these swaps, the IRM has a more
balanced share of misconnex costs between the hub and other airports
than the TRM. Note that the highest ratio of delay costs in the optimal
solution appears in D2, which may be explained by the fact that many
transfer connections have buffers around 60 min. Thus, with delays
above this threshold, as in scenario D3, many connections can no longer
be recovered and result in an increasing share of local misconnex costs
(especially in the evening hub bank).

5.2.4. Applied turnaround recovery options
Table 7 lists the number of applied turnaround recovery options

in the optimal recovery solution. The most notable finding is that no
quick-turnaround and quick transfer procedures are applied during the
evening hub bank, while, at least in D2 and D3, the initial stand alloca-
tion needs to be altered significantly also in the evening (partially due
to the assignment of higher departure delays in earlier hub banks). Note
that the latter may be different if one would assume a charge per stand
reallocation. Generally, the IRM seems to assign less quick-turnaround
procedures for a similar or even better solution than the TRM, which
again may be explained with the relaxed aircraft rotations as a result
of the assigned aircraft swaps (see Section 5.2.5). Note also here that
aircraft swaps are assumed with no costs, which may influence the
decision process. Conversely, the daily number of quick transfers and
stand changes is almost even between both models.

5.2.5. Applied aircraft swaps
Table 8 exhibits the number of aircraft swaps in the optimal re-

covery solution. While the delay in scenario D1 does not require any
swaps, additional 30 min of arrival delay on F23 and 60 min of arrival
delay on F57 in scenario D2 are recovered with nine aircraft swaps
when only the ARM is applied. The application of the IRM renders two
aircraft swaps unnecessary, while the remaining seven swaps remain
equal. Also in scenario D3, the same nine swaps are comprised in the
optimal recovery solution of the ARM, while the IRM cannot change
this result any longer. Consequently, a solution with nine aircraft swaps
18

seems to be a stable output for the given delay constellation.
Table 7
Number of applied turnaround recovery options in optimal solution per scenario.

Scenario ID/
Model

# Quick
Turnaround

# Quick Transfer # Stand
Reallocation

M A E M A E M A E

D1/ TRM 1 0 0 2 0 0 10 7 4
D1/ IRM 1 0 0 2 0 0 9 5 5

D2/ TRM 3 2 0 4 1 0 8 9 4
D2/ IRM 1 1 0 2 2 0 10 7 8

D3/ TRM 2 1 0 4 1 0 10 7 8
D3/ IRM 1 1 0 3 2 0 11 7 8

Table 8
Number of aircraft swaps in the optimal recovery solution of each model.

# Aircraft swaps D1 D2 D3

TRM – – –
ARM 0 9 9
IRM 0 7 9

Note that we do not consider any administrative charge for aircraft
swaps, such that these decisions are mainly triggered by delay propa-
gation effects and connectivity decisions (e.g., an aircraft may obtain
additional departure delay to maintain a critical transfer connection,
which also impacts its downstream rotation, such that some flights are
swapped to other aircraft). Further note that in our network layout, one
swap can only be initiated at the hub airport and includes two flight
legs (towards an out-station and back, whereby for evening flights the
second leg may be on the next day). Considering the small long-haul
fleet in our example (two aircraft during the morning and evening hub
banks), aircraft swaps are more likely to occur on continental flights.

6. Conclusion and discussion

We integrated an extended RCPSP into an aircraft routing model to
incorporate the aircraft turnaround – assumed to be one of the major
contributors to airline delay – and its related recovery potential into
existing solutions for integrated aircraft, crew, and passenger recovery.
Our approach fills a research gap on decision support across multiple
AOCC departments as it provides a way forward for the prediction
of delay propagation in airline networks and its optimal recovery
along the daily trajectory of an aircraft (considering flight and ground
interdependencies).

The basic network delay model (NDM) is able to validate step-linear
delay cost functions (previously introduced in Pilon et al. (2016), Evler
et al. (2020)) as flight- and airline-specific alternatives to statistically-
fitted reference delay cost functions (Cook, 2015). For flights that
are operated later in the day, we find that the complexity of such
functions decreases while cost-driving downstream events (cost steps)
occur with less buffer time. The buffer times until critical events
are further influenced by airport-specific delay multipliers. These de-
scribe whether incoming delays can be compensated at downstream
airports or whether additional rotational delays need to be considered
after the respective ground segment. In the presented research, we
include delay multipliers which are derived from aggregating historical
turnaround data. However, during the deployment in an operational
environment, these model parameters could also be learned and con-
tinuously adjusted from an airport- to a flight-specific level. In fact,
the implementation of the integrated recovery model into a dynamic
optimization algorithm with a rolling horizon has highlighted that
initial costs and delay estimations need to be updated every time when
generalized transition times (e.g., MCT and MGT) are substituted with
specific constraints related to ground operations.

The recovery performance within a dynamic algorithm is compared
between the integrated model (IRM) and the individual turnaround
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(TRM) and aircraft recovery models (ARM). In the context of a case
study, various delay scenarios are applied, covering a day of operations
for 17 aircraft at the hub airport Frankfurt. The results reveal that
the TRM is most efficient in low and moderate delay situations and
especially during the morning hub bank, given that delays can be con-
tained before they propagate through the network. This reduces total
costs in comparison to the conventional ARM by up to 49% and enables
full recovery of the flight schedule without often considered recovery
options such as aircraft swaps or flight cancellations. Although the
local turnaround recovery potential may be limited to inbound delays
above 30 min in our case study, the additional flexibility during ground
operations still complements aircraft recovery options and increases
the resilience of the airline network. Thus, in medium and high delay
scenarios, the IRM is able to generate additional cost savings of at
least 21% in comparison to the ARM. Concurrently, total and average
delay, as well as the necessary amount of optimal recovery options, are
reduced. Thereby, we observe that delays are primarily distributed to
non-critical and previously unaffected rotations. Future research may
need to evaluate whether this strategy aligns with the seasonal slot
performance, potential ATFM regulations as in Evler et al. (2021b) and
the overall efficiency of the ATM network (especially if multiple airlines
were to apply similar principles in parallel).

We envision the application of our approach within a tactical setting
with a rolling horizon, i.e., with a look-ahead time of at least two hours
prior to the first arrival of each hub bank. The continuous application
before each hub bank is advisable in order to prevent the resurgence
of costs and propagation effects that relate to the reactionary delay of
the previous hub bank. Although current solution times with standard
solvers seem appropriate to demonstrate the feasibility of this concept,
further consideration should be given to get closer to a real-time
setting. This would especially be the case if one wants to compare the
performance of our approach to large-scale and/or multi-hub airline
networks with up to 1100 flights as analysed in Abdelghany et al.
(2008), Petersen et al. (2012b), Maher (2016). While the scalability
of our approach is given, solution times strongly depend on the size
of the network instance, such that the proposed LP formulation should
be tightened or the problem should be migrated into an appropriate
heuristic solution technique.

Aside from the tactical setting, the model can be used to check
the efficiency of flight schedules and recovery policies in the strategic
planning stage. Strategic schedules currently contain longer ground
buffers during the evening hub bank which aim at minimizing night
curfew infringements and high rebooking and compensation costs once
passengers would miss the last flight of the day. In our scenarios,
these extended ground times create congestion at the hub during the
evening hours, given that more stands are occupied in parallel, which
is enforced by higher departure delays to await critical connections.
Thus, high ground buffers seem to make extra resources dedicated
to turnaround recovery obsolete, such that airlines should double-
check how many reserve capacities they provide per hub bank (see the
concept of recoverable robustness introduced in Liebchen et al. (2009),
Vink et al. (2020)).
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