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Summary. A digital twin framework for rapid predictions of atmospheric contaminant disper-
sion is developed to support informed decision making in emergency situations. In an offline
preparation phase, the geometry of a built environment is discretized with a finite element (FEM)
mesh and a reduced-order model (ROM) of the steady-state incompressible Navier-Stokes equa-
tions is constructed for various wind conditions. Subsequently, the ROM provides a fast wind
field estimate based on the current wind speed during the online phase. To support crisis man-
agement, several methodological building blocks are combined. Automatic FEMmeshing of built
environments and numerical flow solver capabilities enable fast forward-simulations of contami-
nant dispersion using the advection-diffusion equation as transport model. Further methods are
integrated in the framework to address inverse problems such as contaminant source localization
based on sparse concentration measurements. Additionally, the contaminant dispersion model
is coupled with a continuum-based pedestrian crowd model to derive fast and safe evacuation
routes for people seeking protection during contaminant dispersion emergencies. The interplay of
these methods is demonstrated in two critical infrastructure protection (CIP) test cases. Based
on simulated real world interaction (measurements, communication), this article demonstrates a
full Measurement-Inversion-Prediction-Steering (MIPS) cycle including a Bayesian formulation
of the inverse problem.

1 Introduction

Atmospheric dispersion of hazardous materials poses a significant threat to persons operating
and using critical infrastructures. The release of contaminant may occur accidentally in indus-
trial leaks, spills, or explosions [1], or deliberately in an act of sabotage or terrorism [2]. Examples
of vulnerable infrastructure components include critical entities of transport infrastructure such



M. v. Danwitz, J. Bonari, P. Franz, L. Kühn, M. Mattuschka, A. Popp

as train stations or chemistry plants in the energy sector. In emergency situations, real-time
predictions of contaminant dispersion are urgently needed for informed decision-making, e.g., in
an evacuation scenario [3]. To respond to this need, the digital twinning of a built environment
for chemical accident response is proposed in this paper. Outlining the targeted capabilities of
the digital twin, we pose the following questions:

• How is contaminant transported from a known initial distribution?

• Are sparse sensor measurements sufficient to identify the source location?

• What is the best path for crowds seeking protection during an emergency evacuation?

While the first question addresses a classical, yet intricate, forward problem of computational
fluid dynamics (CFD), the later questions lead to inverse and optimization problems. The
inverse problem, in particular, requires a combination of measurement data and physical models
following a hybrid digital twinning strategy [4]. The combined use of physics-based and data-
driven models is also denoted as hybrid analysis and modeling (HAM) [5]. Answers to these
questions contribute to the overarching goal of constructing a hybrid digital twin that enables
the responsive and fast planning of safe evacuation paths under consideration of contaminant
dispersion in a built environment.

Computational methods to investigate airborne contaminant transport span a remarkable
range in terms of prediction accuracy, computational cost and application customization. Es-
tablished approaches with (almost) zero latency are often based on a Gaussian dispersion model
describing the concentration distribution with a Gaussian distribution parameterized by empir-
ical parameters [6]. As an example, the widely-used software package ALOHA (Areal Locations
of Hazardous Atmospheres) produces a threat zone estimate where a user-specified level of con-
cern is exceeded [7]. On the one hand, the underlying model accounts for the properties of the
considered chemical species, release circumstances, and weather conditions. On the other hand,
a flat terrain is assumed and the influence of buildings and topographic features is neglected in
the transport description.

In terms of computational cost, the other end of the spectrum is marked by high-fidelity
CFD simulations performed on high-performance computing (HPC) architectures. Numerical
methods in this field reach from application-driven finite volume methods [8], to versatile finite
element methods (FEM) [9] and high-order Discontinuous Galerkin methods with appealing
numerical properties such as in-built stabilization mechanisms [10]. These methods provide a
high level of prediction accuracy, yet their computational cost is prohibitive when considering
solver-in-the-loop problems in a near real-time setting. To facilitate such applications, this
contribution sacrifices some prediction accuracy to reduce computational cost and selects a
simple model for contaminant dispersion. The wind field in a built environment is estimated with
incompressible Navier-Stokes equations, and contaminant transport is modeled as advection-
diffusion process. In terms of model output complexity, the suggested approach is comparable
with dispersion nomographs proposed by Boris [2].

However, the focus of the present contribution is not on the dispersion modelling itself, but
rather on the integration of numerical methods in an open-data based digital twin framework for
urban physics simulations. To address crisis management topics, such as source detection and
emergency evacuation, several methodological building blocks are combined. Automatic FEM
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Fig. 1: Virtual replica of built environment based on OSM data (left) and FEM mesh (right)

meshing [11] and solving capabilities [12] are extended with reduced-order models (ROM) [13] to
enable fast forward-simulations of contaminant dispersion. Further methods are integrated in the
framework to address inverse problems, such as source detection [14] and control mechanisms
in evacuation scenarios [15]. The interplay of these methods is demonstrated in two critical
infrastructure protection (CIP) test cases.

2 Digital Twinning and Simulation Workflow

Following the recently proposed conceptual digital twin framework for infrastructure protec-
tion [16], a few terms are reintroduced in the urban physics simulation context of this paper. The
considered real world section is a part of the campus of University of the Bundeswehr Munich,
employed as a representative built environment. This physical asset is represented digitally by
a virtual replica. In Fig. 1, the real world section is represented by a satellite image which is
overlaid with its virtual replica (based on Open Street Map (OSM) data). For urban physics
simulations, the virtual replica has to include a geometry description from which virtual clones
are instantiated to perform simulations. With real-time data from the physical asset (e.g., wind
speed) included in the virtual replica a digital shadow is obtained. To form a digital twin, the
bi-directional coupling of the real asset and its digital representation is required, e.g., in Sec. 5,
sensor measurements of the contaminant concentration (in the future) from the physical world
are used in the digital twin to compute optimized evacuation paths, which are (planned to be)
communicated to evacuation helpers to guide pedestrians in the real physical infrastructure. The
interaction with the proposed digital twin can be broadly organized in two phases, an offline
preparation phase with the construction of the digital twin and an online action phase. Details
of the offline preparation phase were previously presented in [17]. During the online phase, the
digital twin provides added-value to critical infrastructure operators. The constructed digital
twin has simulation capabilities of airborne contaminant transport to predict the future evo-
lution of a known contaminant distribution (Sec. 4). Moreover, unknown contaminant source
locations can be inferred from measurements based on the wind field estimate (Sec. 5.1). The fol-
lowing enumeration gives an overview of the complete online simulation workflow for emergency
evacuations, with details of the mathematical modelling provided in the following sections.

1. Measure wind speed uin and contaminant concentration d at sensor locations.
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Fig. 2: Wind field estimation with ROM approximation of incompressible Navier-Stockes equa-
tions for minimal parameter value uin = 0.5m s−1 and maximal parameter value uin = 20m s−1

2. Using uin, query the ROM to obtain a wind field estimate u∗.

3. Combine wind field u∗ and measurements d to infer the initial condition m.

4. With inferred initial condition, predict concentration evolution c(t) for the time of interest.

5. Using c(t), compute optimized evacuation paths that avoid contaminated areas.

Based on (currently simulated) real world interaction (measurements, communication), this
article demonstrates a full Measurement-Inversion-Prediction-Steering (MIPS) cycle including a
Bayesian formulation of the inverse problem [3].

3 Wind field estimation

The goal of the wind field estimation is to compute a spatially resolved flow field in a built
environment for given wind direction and wind speed. To facilitate a fast evaluation within a
ROM, the underlying physics are described as parametric partial differential equations, namely
the steady-state incompressible Navier-Stokes equations [18]. In terms of the flow velocity u,
and pressure p, they read

−ν∇2u+ u · ∇u+∇p = 0 in Ω,

∇ · u = 0 in Ω,

u = g(µ) on ΓD,

ν
∂u

∂n
− pn = 0 on ΓN ,

(1)

where ν denotes the kinematic viscosity, n the outwards surface normal vector on ΓN and
boundary conditions are defined on the boundaries ΓD and ΓN , respectively. Variations of the
wind speed are considered as inflow velocity on the Southern domain boundary and, hence, the
Dirichlet boundary condition g is parameterized by µ ∈ [0.5m s−1 . . . 20m s−1]. In consequence,
flow field and pressure distribution depend on the parameter µ as (u, p) = (u(µ), p(µ)).

A Taylor-Hood finite element discretization of the computational domain facilitates a stable
numerical solution of Eq. 1. To enable a fast estimation of the wind field in a hazardous situation,
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Fig. 3: Verification example. Results of the proposed implementation (lines) reproduce the
reference solution (circular marks) in the parameter range Re ∈ [50, . . . , 500] very well.

a ROM is constructed based on a proper orthogonal decomposition (POD) of finite element
solutions that sample the parameter space (snapshots) and a subsequent Galerkin projection [13].
With an moderate number of basis functions, a sufficiently accurate approximation is obtained,
and the ROM achieves an average speed-up of 50 over the parameter range [17]. The Reynolds
number Re provides an indicator for the flow behavior based on characteristic flow velocity uc,
length Lc and viscosity. If not stated otherwise, the following parameters are employed in the
wind field estimation, resulting in a laminar flow approximation with Rec =

ucLc
ν = 10withuc =

uin = 10m s−1, Lc = 100m, ν = 100m2 s−1.
To verify our implementation based on the open-source software FEniCS [12], simulation

results of the classic lid-driven cavity benchmark problem [18] are compared to a reference
solution of a commercial finite element code. The test problem is defined on a square domain
of side L, with a tangential driving velocity with magnitude U applied to the top side. In
the test, ten linearly spaced values of the Reynolds number in the range [50, . . . , 500] have
been investigated. Results are shown in Fig. 3 in terms of the horizontal velocity ux along
the lower half of a vertical line at x

L = 0.5. The solid lines represent results coming from our
implementation, while the circles mark the solution of the commercial software. For both sets of
results, the same indigo color is used for the lowest value of Re = 50.0, which then fades to yellow
approaching the maximum of Re = 500.0. The agreement of the two solutions demonstrates the
robustness of the implementation for the parameter range considered in the following sections.

4 Contaminant transport simulation

The wind-induced airborne transport of released contaminant is modeled with the time-
dependent advection-diffusion equation:

res(c) :=
∂c

∂t
+ u · ∇c− k∆c = 0. (2)

Therein, the scalar unknown c(x, t) represents the contaminant concentration as a function of
the spatial coordinates x and time t. The advection velocity is a given vector field u(x), obtained
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as solution of Eq. (1) and in practice approximated with the ROM. Furthermore, the constant
diffusion coefficient is denoted by k. The corresponding initial boundary value problem (IBVP)
states that we require Eq. (2) to hold on Ω, along with a known initial concentration distribution
m(x) and given boundary conditions. The complete IBVP reads:

IBVP


res

(
c(x, t)

)
= 0, in Ω× (0, T ),

c(x, t) = 0, in ΓD × (0, T ),

∂c/∂n = 0, in ΓN × (0, T ),

c(x, 0) = m(x), in Ω.

(3)

With suitable test and trial function spaces Vh,n and Sh,n, the well established SUPG-
stabilized weak form of the boundary value problem can be stated as follows [19]: Find ch ∈ Sh,n

such that for all wh ∈ Vh,n

0 =

∫
wh ·

(
∂ch

∂t
+ u · ∇ch

)
dΩ+

∫
∇wh ·

(
k∇ch

)
dΩ+

∫ (
u · ∇wh

)
· τ · res

(
ch
)
dΩ. (4)

To account for local characteristics of the initial boundary value problem, we define the stabi-

lization parameter τ = min
(
h2
K
2k ,

hK
∥u∥

)
using the element diameter hK := supx,y∈K |x− y|. For

a more advanced metric-based stabilization parameter definition, we refer to [20]. The transient
nature of the problem is treated with an implicit Euler time stepping algorithm [18, Equation

(10.25)]. With ∂ch

∂t ≈ cn+1−cn
∆t and un=0 = u0, the following discretized weak form is obtained:∫

wh · cn+1 dΩ+∆t

∫
wh · (u · ∇cn+1) dΩ+∆t

∫
∇wh · (k∇cn+1) dΩ (5)

+

∫
u · ∇wh · τ · cn+1 dΩ+∆t

∫
u · ∇wh · τ · (u · ∇cn+1 −∇ · k∇cn+1) dΩ

=

∫
wh · cn dΩ+

∫
u · ∇wh · τ · cn dΩ.

After an initial assembly of the resulting linear system of equations, time-stepping only requires
an update of the right hand side and the solution of the system. This computational setup is
particularly well-suited for the frequent evaluation of the forward problem with varying initial
conditions, which is required in the solution process of inverse problems.

5 Critical Infrastructure Protection Application Cases

5.1 Inverse problem: Contaminant source identification

A description of the transport of contaminated air in a bounded open domain Ω ⊆ Rn for n ∈
{2, 3} is given in Eq. 3. The solution c of Eq. 3 depends on the given geometry Ω, the constant
diffusion coefficient k, the wind vector field u and the initial condition m ∈ M. As the function
space for the initial condition, we consider a closed subset of square integrable functions, i.e.
M ⊆ L2(Ω). An obvious question is whether the initial condition can be reconstructed on the
basis of the given measurements. In this setting, the estimation of the initial condition leads
to a linear optimization problem. Synthetic measurements are generated in a simulation with
a clipped exponential function m(x) = max{0.5, exp(−κ ∥x− x0∥22))} as initial condition. The
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Fig. 4: Inverse problem solution for measurements at 13 sensor locations starting after 2 seconds

center is set to x0 = (75,−80), and κ is chosen, such that the initial condition has notable values
only within a radius of 25m. The initial condition and results of the simulation are shown in
the upper row of Fig. 4. The concentration evolution shows the expected behavior according to
the estimated wind field, compare Fig. 2.

Sensor measurements are described with the observation operator B : C0(Ω) → RNs , with
Ns representing the product of the number of sensors and the number of measurement times.
The positions of the 13 sensors are indicated in Fig. 4 with white marks. Measurements start
after 2 s at a rate of 5 s−1. In addition, measurement uncertainties are modelled with additive
noise ϵ ∼ N (0,Γnoise,). Moreover, it is convenient to introduce the parameter-to-observable map
F : M → RNs for Eq. 3 as:

F(m) := B(c), s.t. IBVP(c,m) is fulfilled.

Finally, the measurement data can be written as d = F(m) + ϵ.
Now, the inverse problem consists of inferring the values of the unknown parameter field m

using available measurements d. Unfortunately, the problem is heavily under-determined, as
sensor measurements are available only at a few locations, yet the initial condition must be
reconstructed for the entire domain Ω. For a finite element discretization (Eq. 4) of the IBVP,
the initial condition can be described as a vector m ∈ Rndof , where ndof is the number of degrees
of freedom in Eq. 5, with ndof ≫ Ns. In order to transform this into a well-posed problem, prior
knowledge is needed, and we formulate the inverse problem in a Bayesian framework [14]. A
Gaussian prior N (mpr,Γpr,) with mean mpr and covariance Γpr is used for the parameter m.
Bayes’ theorem for the inverse problem reads

πpost(m|d) ∝ πlike(d|m)πprior(m) .
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Therein, the likelihood function is πlike(d|m) ∝ exp(12 ∥F(m)− d∥2
Γ−1
noise

), and due to linearity of

the forward model F the posterior distribution is again a Gaussian distribution N (mmap,Γpost,).
Moreover, the mean value mmap (that corresponds to the maximum a-posteriori probabil-
ity) is a reliable estimate for the initial value and thus represents the solution to the inverse
problem. To characterize the parameters of the posterior distribution, namely the covariance
Γpost = (F∗Γ−1

noiseF −Γ−1
pr )

−1 and mean mmap = Γpost(F∗Γ−1
noised+Γprmpr) , the formally adjoint

operator F∗ : RNs → M is required. Alternatively, mmap can be characterized as solution of
the minimization problem

mmap = argmin
m∈M

J(m) :=
1

2
∥F(m)− d∥2

Γ−1
noise

+
1

2
∥m−mpr∥2Γ−1

prior
, (6)

with the prior information encoded as a Tikhonov regularization term. Sensor noise at the
different locations is assumed to be uncorrelated and of equal magnitude, hence, Γnoise =
diag(σ2, . . . , σ2). Consequently, the sensor misfit in J can be expressed as ∥F(m)− d∥2

Γ−1
noise

=

1
σ2

∑Ns
i=1

∫ T
0 (B(c)− di)

2δi dt .
Choosing an elliptic PDE operator of trace class for the prior covariance A = (−γ∆+ δI)−2,

where γ > 0 and δ > 0 are parameters of the prior distribution, the inverse problem is well
posed [14]. Using the standard Lagrange formalism and calculus of variations [21], the necessary
condition for the parameter mmap is given by

A2(mmap −mpr) = P(mmap)(·, 0) in Ω (7)

γ∇mmap · η + β mmap = 0 in ∂Ω .

with P(m) being the parameter-to-observable map operator for the associated adjoint mapping
to the measured values. This means that P (m) = p and p solves the following adjoint equation
for the sensor misfit f := 1

σ2 B∗∑Ns
i=1(F(m)− di)δi

−pt − k∆p− div(pu) = −f in Ω× (0, T ),

(up+ k∇p) · η = 0 in ΓN × (0, T ),

p = 0 in ΓD × (0, T ),

p(·, T ) = 0 in Ω.

(8)

To solve this numerically, a weak form of Eq. 8 is needed. Due to advection dominance, sta-
bilization techniques of the forward problem are included as in Eq. 4. Similar to Eq. 5, the
discretization in time for ph and partial integration yields the equation∫

wh · pn+1 dΩ−∆t

∫
pn+1 ·

(
u · ∇wh

)
dΩ−∆t

∫
∇pn+1 ·

(
k∇wh

)
dΩ (9)

+

∫
u · ∇pn+1 · τ · wh dΩ−∆t

∫
u · ∇pn+1 · τ ·

(
u · ∇wh −∇ · k∇wh

)
dΩ

=

∫
(pn − f) · wh dΩ+

∫
u · ∇pn · τ · wh dΩ,

which is implemented to solve for P(mmap)(·, 0). Note that this is a final value problem with
pn=0 = pT and time stepping is performed backwards.
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Fig. 5: 3D solution (top) and prediction (bottom) for t=0.0s, t=1.0s and t=3.0s, where violet
dots mark the 36 sensor positions. More than 300 PDE solutions are needed.

Again following the approach of [14], the system in Eq. 7 can be solved by an inexact Newton
conjugate gradient (CG) method using A2 as preconditioner based on a low-rank approximation
of the Hessian H := F∗Γ−1

noiseF . The result of the inverse problem mmap is denoted as “predicted
initial condition” in the lower row of Fig. 4. Comparing the upper row (forward simulation)
and lower row (based on inverse problem solution) of Fig. 4 illustrates that the inverse problem
solution enables the contaminant evolution prediction with satisfactory accuracy. To further
test the applicability of the inverse problem solver, a contaminant transport simulation on a
3D geometry is performed. The experimental setup follows [22] with the wind vector field
characterized by Re = 50. A forward simulation is performed to provide measurement data at
the sensor locations (upper row of Fig. 5). A total of 26 sensors were placed on and around
the buildings and, in addition, 5 sensors were placed on virtual “antennae” above each building.
The solution of the inverse problem again recovers the true initial condition with acceptable
accuracy as shown in Fig. 5. While the methods are easily extended to the 3D geometry, the
computational complexity increases significantly.

5.2 Informed emergency evacuation after chemical accident

In case of a chemical accident, it is likely that buildings have to be evacuated and people
seeking protection gather in designated areas. To provide an example of such an evacuation
scenario, we simulate the human motion behaviour based on Hughes continuum model of pedes-
trian flow [23]. However, the question arises whether the pedestrians’ path to the meeting point
is safe in the light of airborne contaminant dispersion after an accident (see Fig. 6, left). In
addition, recent simulation approaches allow for introducing informed evacuation helpers in the
pedestrian flow model [15]. Evacuation helpers are found to provide a better crowd binding,
i.e., pedestrians stay tightly together, which might be advantageous in an evacuation scenario.
Based on the proposed digital twin framework, also informed guides can be envisioned to have
an improved situational awareness and consider the evolution of the contaminant concentration
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Fig. 6: Simulation of pedestrian flow with continuum model (blue). Unaware crowds enter the
contaminated area (left), whereas situational awareness enables crowds to avoid the currently
contaminated area on their path to the meeting point (right).

in the path planning and, hence, enable a safer evacuation. Computationally, the preferred path
is found by penalizing the achievable walking speed in a contaminated area. Fig. 6 provides
snapshots of a corresponding pedestrian flow simulation. Note, that the pedestrians are indeed
avoiding the currently contaminated area in the constrained solution shown on the right.

6 Conclusion and Outlook

Numerical methods to simulate the airborne contaminant transport after a chemical accident
were successfully integrated into a digital twin framework. The combination of methods enables
the digital twin user to infer the initial contaminant distribution from measurement data and,
hence, supports the search for the source location of the contaminant. Provided an improved
computational efficiency, the inferred source location can be used to predict the future evolu-
tion of the contaminant plume for an informed emergency response. The additional coupling
with continuum-based pedestrian flow simulations facilitates the responsive planning of the best
paths (fast and free of contaminant) along which evacuation helpers guide people seeking pro-
tection towards safe meeting points. The investigation of the presented framework revealed the
need to improve the wind field estimation in a built environment. The simultaneous speed-up
and increase of accuracy of the wind field estimation while considering the actual atmospheric
conditions during the accident constitutes a major future challenge in urban physics research.
In further development of the framework, the import of real contaminant measurement data
from physical sensors is planned [24], while the visualization of results in a VR-based situational
awareness screen can enable the communication with evacuation helpers in the field [25]. In
addition, the presented framework can be used to study what-if scenarios and serve as a basis
for resilience analysis of critical infrastructure [26].
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