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2 1 INTRODUCTION1 IntroductionThe symmetric quotient has been introduced in [BSZ86; BSZ89] as the intersection of tworesiduals in the context of heterogeneous relation algebras. For concrete relations R andS , the symmetric quotient relates elements r from the range of R with elements s fromthe range of S exactly if the inverse image of r under R is the same as the inverse imageof s under S , or, in the language of predicate logic:(r ; s) 2 syq(R; S ) () 8x : (x ; r) 2 R $ (x ; s) 2 S(Riguet had introduced the unary operation of \noyeau", which can now be seen asde�ned by noy(R) = syq(R;R), in [Rig48].) Heterogeneous relation algebras (see [SS93;BKS97]) somewhat abstract away from concrete binary relations between sets, so theformalisation of symmetric quotients of [BSZ86; BSZ89] makes that concept accessiblealso in abstract heterogeneous relation algebras.In the literature, besides heterogeneous relation algebras also other, weaker formalisa-tions of relation-like structures have been investigated. An especially �ne-grained systemof such formalisations are the various kinds of allegories of [FS90]. By using their tool box,one may aggregate monster names like \locally complete unitary pretabular allegory" todescribe axiomatisations of carefully selected aspects of relation-like structures. Many ofthese are also studied independently in other sources and under di�erent names.For the concrete application to fuzzy relations, recently there has been increased in-terest in Dedekind categories (de�ned by [OS80] and equivalent to complete division alle-gories), witness [KFM96; Fur98].Since the symmetric quotient is de�ned as the intersection of two residuals, obviouslythe setting of division allegories is already su�cient for being able to de�ne symmetricquotients. In [BSZ86; BSZ89] however, since working in the context of heterogeneousrelation algebras, the double-negation formulation of residuals is employed, and manyproperties of symmetric quotients have been shown using the Schr�oder equivalences andother properties of negation, and a few nice properties with respect to the interaction ofsymmetric quotients with negation could also be shown.Of course, the presence of negation is not always a prerequisite.In this paper, we therefore set out to make the many possible applications of symmetricquotients accessible to people working in other, weaker formalisations of relation-likestructures. To this purpose we try to reformulate as much of the previous work onsymmetric quotients as possible in the formalisms of division allegories and Dedekindcategories, which lack negation, but still feature residuals.This paper is organised as follows: In Sect. 2 we present as a starting point distributiveallegories, which do not yet feature residuals.The existence of residuals is then the common feature of all the di�erent relationcategories presented in Sect. 3, starting from division allegories and �nishing with hetero-geneous abstract relation algebras.Section 4 lists useful properties of residuals, some perhaps new, but mostly taken fromother sources, although some of those required more general proofs.



3A novel feature presented in this paper is the consideration of symmetric quotients inthe context of distributive allegories, i.e., without assuming the existence of residuals, inSect. 5 | some of the useful properties of symmetric quotients already hold in this veryweak setting.In Sect. 6, symmetric quotients are considered in the presence of residuals, and manyproperties originally only shown in heterogeneous relation algebras and using negationand Schr�oder equivalences are provided with new proofs only using properties of divisionallegories or Dedekind categories as appropriate.This task is continued in the remaining sections, where we reformulate the interplayof symmetric quotients with vectors and points (Sect. 7) and orderings (Sect. 8), and theuse of symmetric quotient towards relational speci�cation of sets in Sect. 9.Besides the list of references, the appendix also includes an index and a few auxiliaryproperties of relations.Throughout this paper, we adhere to the notation for abstract relation algebras �xedin [BKS97].De�nitions, lemmata, etc. include forward-references to the pages of their use in theshape \[ P1; : : : ;Pn ]".2 Allegory PreliminariesAlthough Freyd and Scedrov start their considerations of relation categories with allegoriesthat extend categories only with conversion and intersection of relation-morphisms, wejump right to the next level that also includes empty relations and union of relations.De�nition 2.1 A distributive allegory is a category D consisting of a class ObjDof objects and a set1 MorD[A;B ] of morphisms for all A;B 2 ObjD. The morphisms areusually called relations. For S 2 MorD[A;B ] we use the notation S : A$ B . Compositionis denoted by \;" and identities by IA : A $ A. In addition, there is the total unaryoperation ` of conversion of morphisms, where for R : A$ B we have R` : B $ A. Theoperations satisfy the following rules:i) Every set MorD[A;B ] carries the structure of a distributive lattice with operationstA;B for join, uA;B for meet, zero element ??A;B , and inclusion ordering vA;B , allusually written without indices.ii) The conversion is a monotone and involutive contravariant functor:(a) (R`)`= R ,(b) (Q ;R)`= R` ;Q` ,(c) (Q u Q 0)`= Q`uQ 0̀ .iii) For all Q : A$ B and R;R0 : B $ C , meet-subdistributivity and join-distributivityhold: Q ;(R u R0) v Q ;R uQ ;R0 and Q ;(R t R0) = Q ;R t Q ;R0 :1This may be a class in [FS90], meaning that there, allegories are not restricted to be locally small.The price of this generality, however, is that join, meet, etc. need to be characterised at a more elementarylevel, while we can introduce these as lattice operators. We therefore sacri�ce that generality for the sakeof brevity and readability.



4 2 ALLEGORY PRELIMINARIESiv) For all Q : A$ B , the zero law holds:Q ;??B ;C = ??A;C :v) For all Q : A$ B , R : B $ C , and S : A$ C , the modal rule holds:Q ;R u S v (Q u S ;R`) ;R :The following basic properties are easily deduced from the de�nition of distributive alle-gories:Proposition 2.2 Let Q ;Q 0 : A$ B and R;R0 : B $ C be relations in D. Then:i) ??À;B = ??B ;A and ÌA= IA.ii) If Q v Q 0 and R v R0, then Q ;R v Q 0 ;R0.iii) If Q v Q 0, then Q`v Q 0̀ .iv) (Q t Q 0)`= Q`tQ 0̀ .v) ??A;B ;R = ??A;C .From the modal rule listed among the allegory axioms, we may | using properties ofconversion | obtain the other modal ruleQ ;RS v Q ;(R u Q`;S ) ;which is called Dedekind formula by Olivier and Serrato and used for their axiomatisationof Dedekind categories [OS80; OS95], see also the next section.Proposition 2.3 Both modal rulesQ ;R u S v Q ;(R uQ`;S ) (m1)Q ;R u S v (Q u S ;R`) ;R (m2)together are equivalent to the Dedekind ruleQ ;R u S v (Q u S ;R`) ;(R u Q`;S ) :Proof : The modal rules follow immediately from the Dedekind rule:Q ;R u S v (Q u S ;R )̀ ;(R uQ`;S ) v ( (Q u S ;R`) ;RQ ;(R u Q`;S )Conversely, assume that the modal rules hold. Then we haveQ ;R u S v Q ;(R uQ`;S ) u S (m1)v (Q u S ;(R u Q`;S )`) ;(R u Q`;S ) (m2)v (Q u S ;R )̀ ;(R uQ`;S ) : 8U ;V : U u V v V



53 Dedekind Categories and Other Relation Cate-goriesBuilding on the distributive allegories of the last section, we now present a spectrum ofrelation categories featuring residuals, also called division operators.We start with the raw division allegories of Freyd and Scedrov, and move on via theDedekind categories and Schr�oder categories of Olivier and Serrato to the original home ofthe symmetric quotients of [BSZ86; BSZ89], namely the heterogeneous relation algebrasof Schmidt and Str�ohlein.De�nition 3.1 [FS90] A division allegory is a distributive allegoryD where for arbitraryrelations S : A$ C and R : B $ C , the left residual S=R de�ned byQ ;R v S () Q v S=R for all Q : A$ Bexists.The conditions of meet-subdistributivity, join-distributivity and zero law listed for dis-tributive allegories are not required in the axiomatisation of division allegories, since herethey can be deduced using the residual.Independent of Freyd and Scedrov, Olivier and Serrato de�ned a kind of relationcategories in [OS80] which di�ers from division allegories precisely by being what is called\locally complete" in [FS90, 2.22]:De�nition 3.2 [OS80] A Dedekind category is a division allegory D where every homsetMorD[A;B ] is a complete lattice with greatest element >>A;B , called universal relation.In contrast to [FS90, 2.22], the in�nite variants of meet-subdistributivity and join-distributivity, which form part of the de�nition of local completeness, need not be listedhere, since they follow from the complete lattice structure via the presence of residuals |on the other hand, the full de�nition of local completeness implies the existence of resid-uals [FS90, 2.315], such that a Dedekind category is just a locally complete distributiveallegory.With respect to universal relations, we have the following simple properties:Proposition 3.3 [ 16] Let A and B be two objects of a Dedekind category, then:i) >>À;B = >>B ;A.ii) >>A;A ;>>A;B = >>A;B ;>>B ;B = >>A;B .Since this is less than what one is used to expect from concrete relations (and also fromheterogeneous relation algebras), we de�ne:De�nition 3.4 A Dedekind category has the property of uniformity i� for all objectsA;B ;C , composition of universal relations again yields a universal relation:>>A;B ;>>B ;C = >>A;C



6 3 DEDEKIND CATEGORIES AND OTHER RELATION CATEGORIESIf all morphisms of a Dedekind category have complements, the Dedekind category isequivalent to a Schr�oder category:De�nition 3.5 A Schr�oder category [OS80; J�on88] is a Dedekind category where everyhomset is a Boolean lattice.The complement of a relation R is written R.It is well-known that in an allegory with Boolean lattices as homsets, the Dedekindrule is equivalent to the Schr�oder equivalences:Q ;R v S () Q` ;S v R () S ;R`v Qfor all relations Q : A $ B , R : B $ C and S : A $ C . For the �rst direction, it issu�cient to show that with the Dedekind rule, Q ;R v S implies Q`;S v R: assumeQ ;R v S , then that is equivalent to Q ;R u S = ??, and we haveQ`;S u R v Q`;(S uQ ;R) = ?? :Conversely, assume that the Schr�oder equivalences hold. Then [SS85] shows:Q ;R= ((Q u S ;R`) t (Q u S ;R`)) ;((R u Q`;S ) t (R uQ`;S )) Boolean lattice= (Q u S ;R`) ;(R u Q`;S ) t (Q u S ;R )̀ ;(R uQ`;S )t (Q u S ;R )̀ ;(R uQ`;S ) t (Q u S ;R )̀ ;(R uQ`;S ) join-distributivityv (Q u S ;R`) ;(R u Q`;S ) t Q ;Q`;S t S ;R` ;R 8U ;V : U u V v Uv (Q u S ;R`) ;(R u Q`;S ) t S Schr�oder,yielding the Dedekind rule Q ;R u S v (Q u S ;R )̀ ;(R uQ`;S ).Furthermore, the Schr�oder equivalences allow us to calculate:Q ;R v S () S ;R`v Q () Q v S ;R`Therefore, we have S=R = S ;R ,̀ so that in Schr�oder categories the residual is de�ned apriori and need not be listed in the axiomatisation.Finally, the usual de�nition of relation algebras most notably contains atomicity ofthe lattice structure of the homsets:De�nition 3.6 A heterogeneous relation algebra [SS93] is a Schr�oder categorywhere every homset is an atomic and complete Boolean lattice with >> 6= ?? and theTarski rule R 6= ??A;B () >>C ;A ;R ;>>B ;D = >>C ;Dholds for all R 2 MorR[A;B ] and C ;D 2 ObjR.The Tarski rule, however, sometimes is dropped; if it is present, it ensures uniformity.



74 Properties of ResidualsThe left residual S=R of two relations S : A$ C and R : B $ C , de�ned (as above) byQ ;R v S () Q v S=R for all Q : A$ B ,is called right division in [FS90, 2.312].Dually to the left residual, obviously there also is a notion of the right residual QnS :B $ C of given two relations Q : A$ B and S : A$ C de�ned byQ ;R v S () R v QnS for all R : B $ C .This right residual is called left division in [FS90, 2.312] (but the symbols coincide withours for both residuals).For relations on sets, we have the following equivalences:x (QnS )y () 8z : (zQx ) zSy)x (S=R)y () 8z : (yRz ) xSz )Proposition 4.1 Dedekind categories have right residuals.Proof : Assume Q : A$ B , R : B $ C and S : A$ C . Then QnS = (S`=Q )̀` followsvia: R v QnS () Q ;R v S () (Q ;R)`v S`() R` ;Q`v S` () R`v S`=Q` () R v (S`=Q )̀` :Corollary 4.2 [ 14] For relations Q : A$ B , R : B $ C , and S : A$ C we have:(S=R)`= R`nS` and (QnS )`= S`=Q` :Freyd and Scedrov provide an alternative characterisation of the left residual via threeinclusions [FS90, p. 225], and we also list the dual inclusions for the right residual:Proposition 4.3 The residuals can equivalently be characterised by the followinginclusion axioms:(R1 u R2)=S v R1=S u R2=S Sn(R1 u R2) v SnR1 u SnR2T v (T ;S )=S T v Sn(S ;T )(R=S ) ;S v R S ;(SnR) v R :Next we recall a few properties of the residuals. Many of these can be found in [FS90].Another source is [Ohk98] where useful results of Hoare and He [HH86] concerning leftresiduals are transferred into Dedekind categories. Although we always state both dualversions of the properties, we only provide proofs for the left-residual variant.



8 4 PROPERTIES OF RESIDUALSProposition 4.4 Let Q ;Q 0 : A$ B , R;R0 : B $ C and S ; S 0 : A$ C be relations ina division allegory. Then the following holds:i) [ 12, 20] (S=R) ;(R=T ) v S=T and (QnS ) ;(SnU ) v QnU for arbitrary relationsT : D $ C and U : A$ D [FS90, 2.314].ii) [ 18] S=R v (S ;T )=(R ;T ) and QnS v (U ;Q)n(U ;S ) for arbitrary relationsT : C $ D and U : D $ A.iii) [ 9, 18, 23] If S v S 0, R0 v R and Q 0 v Q , then S=R v S 0=R0 and QnS v Q 0nS 0[Ohk98].Proof :i) From (S=R) ;(R=T ) ;T v (S=R) ;R v S we obtain (S=R) ;(R=T ) v S=T .ii) Q v S=R () Q ;R v S =) Q ;R ;T v S ;T () Q v (S ;T )=(R ;T ).iii) For each X : A$ B it holds thatX v S=R () X ;R v S =) X ;R0 v S 0 () X v S 0=R0by the monotonicity of composition.From these, we may derive other useful properties:Lemma 4.5 [ 25] In division allegories, for F : A $ B , R : B $ C , S : D $ C ,U : A$ B , Q : A$ C , T : C $ D we have:i) [ 16] F ;(R=S ) v (F ;R)=S and (U nQ) ;T v U n(Q ;T ).ii) [ 25] if F resp. T` are mappings, then the inclusions in i) are equalities.Proof :i) F ;(R=S ) v ((F ;R)=R) ;(R=S ) v (F ;R)=Sii) (F ;R)=S v F ;F` ;((F ;R)=S ) v F ;((F` ;F ;R)=S ) v F ;(R=S )With respect to identities, the following simple laws hold:Proposition 4.6 Let S ; S 0 : A$ C be relations in a division allegory, then:i) IA v S=S 0 () S 0 v S () IC v S 0nS [Ohk98].ii) [ 9, 20] IA v S=S and IC v SnS [FS90, 2.314].iii) S = S=IC and S = IAnS [FS90, 2.314].Proof : i) and ii) follow from the unit laws of identity.iii) With Prop. 4.3 we obtain S v (S ;IC)=IC = S=IC = (S=IC) ;IC v S .Note that for each relation S : A$ C , (S=S ) ;S = S = S ;(SnS ) holds by (ii) and Prop.4.3.



9Proposition 4.7 For every relation S : A $ C in a Dedekind category, the followinghold:i) S=>>C ;C v S and >>A;AnS v S [Ohk98].ii) [ 17, 22] S=??B ;C = >>A;B and ??A;BnS = >>B ;C .iii) [ 16] Sn>>A;B = >>C ;B and >>B ;C=S = >>B ;A.Proof :i) follows from S v S ;>>C ;C since composition is monotonic.ii) >>A;B v S=??B ;C () >>A;B ;??B ;C v S () ??A;C v Siii) X v Sn>>A;B () S ;X v >>A;BLemma 4.8 [ 14, 23] Let Q : A $ B , R : B $ C and S : A $ C be relations in adivision allegory.i) If G : D $ B is univalent, then G ;(QnS ) v (Q ;G`)nS and (S=R) ;G`v S=(G ;R).If G is a mapping, then equality holds.ii) If Q is injective and R is univalent, then S ;R`v S=R and Q`;S v QnS .Proof :i) For univalent G we have: Q ;G` ;G ;(QnS ) v Q ;(QnS ) v S . If G is a mapping,then we have the following for arbitrary X : D $ C :X v (Q ;G`)nS () Q ;G` ;X v S () G` ;X v QnS () X v G ;(QnS ) :ii) If R is univalent, S ;R` ;R v S () S ;R` v S=R. If Q is injective, Q ;Q`;S vIA ;S = S () Q` ;S v QnS .Later we shall need the following simple interactions between di�erent residuals:Lemma 4.9 [ 15] Let Q : A$ B , R : B $ C and S : A$ C be given relations. Thenthe following holds:i) S=R = (S=S )n(S=R) and QnS = (QnS )=(SnS ).ii) S=R v (R=S )n(R=R) and QnS v (QnQ)=(SnQ).Proof :i) (S=S )n(S=R) v S=R is trivial by Prop. 4.6.ii) and Prop. 4.4.iii). Conversely, forarbitrary X : A$ B we have:X v S=R () X ;R v S =) (S=S ) ;X ;R v (S=S ) ;S :Now (S=S ) ;S v S holds by Prop. 4.3. Then(S=S ) ;X ;R v S () (S=S ) ;X ; v S=R () X v (S=S )n(S=R) :ii) For arbitrary X : A$ B we have:X v S=R () X ;R v S =) (R=S ) ;X ;R v (R=S ) ;S :Since (R=S ) ;S v R holds by Prop. 4.3, we get:(R=S ) ;X ;R v R () (R=S ) ;X v R=R () X v (R=S )n(R=R) :



10 5 SYMMETRIC QUOTIENTS IN DISTRIBUTIVE ALLEGORIES5 Symmetric Quotients in Distributive AllegoriesIn heterogeneous relation algebras, the notion of symmetric quotient has been de�ned[BSZ86; BSZ89; SS93] by syq(Q ; S ) = Q`;S uQ`;Sfor arbitrary relations Q : A$ B and S : A$ C . In heterogeneous relation algebras, ofcourse the following equations hold:syq(Q ; S ) = Q`;S u Q`;S = QnS uQ`=S` = QnS u (SnQ)`= supfX j Q ;X v S and X ;S`v Q`g :Therefore the symmetric quotient as introduced above is | modulo conversion of thearguments | exactly the symmetric division as introduced by Freyd and Scedrov fordivision allegories [FS90, 2.35].For concrete binary relations R and S between sets, we recall from the introductionthat the syq(R; S ) relates elements from the range of R with elements from the range ofS exactly i� the inverse images are equal, or:(r ; s) 2 syq(R; S ) () 8x : (x ; r) 2 R $ (x ; s) 2 SFollowing a suggestion of Yasuo Kawahara, we �rst investigate symmetric quotients with-out assuming residuals | in this setting, syq( ; ) may be a partial operation:De�nition 5.1 [ 11] In a distributive allegory, the symmetric quotient syq(Q ; S ) :B $ C of two relations Q : A$ B and S : A$ C is de�ned byX v syq(Q ; S ) () Q ;X v S and X ;S`v Q` for all X : B $ C :Lemma 5.2 The following properties hold for relations Q : A $ B and S : A $ C ifthe symmetric quotients exist:i) [ 13, 14, 18, 21] syq(Q ; S ) = syq(S ;Q)`ii) [ 12, 13] Q ; syq(Q ; S ) v S and syq(Q ; S ) ;S`v Q`iii) [ 13] IB v syq(Q ;Q)iv) [ 13] Q ; syq(Q ;Q) = Q and Q`= syq(Q ;Q) ;Q .̀v) If Q is univalent and surjective, then IB = syq(Q ;Q).Proof :i) X v syq(Q ; S ) () Q ;X v S and X ;S`v Q`() X` ;Q`v S` and S ;X`v Q() S ;X`v Q and X` ;Q`v S`() X`v syq(S ;Q)



11ii) From Def. 5.1 via substituting syq(Q ; S ) for X .iii) From Def. 5.1 via substituting I for X and Q for S .iv) Q ; syq(Q ;Q) v Q follows from ii). Conversely Q = Q ;IB v Q ; syq(Q ;Q) by iii).v) Since Q is univalent and surjective, with iv) we obtainsyq(Q ;Q) = IB ; syq(Q ;Q) = Q`;Q ; syq(Q ;Q) = IB :Proposition 5.3 [ 21] In distributive allegories, the following properties hold for relationsQ : A$ B and S : A$ C :i) syq(Q ; S ) v syq(P ;Q ;P ;S ) for each relation P : D $ A.ii) F ; syq(Q ; S ) v syq(Q ;F ;̀ S ) if F : D $ B is univalent; if F is a mapping, thenequality holds.iii) syq(Q ; S ) ;R = syq(Q ; S ;R) for each injective and surjective R : C $ D .Proof :i) X v syq(Q ; S )() Q ;X v S and X ;S`v Q`=) P ;Q ;X v P ;S and X ;S`;P`v Q`;P`() X v syq(P ;Q ;P ;S)ii) X v F ; syq(Q ; S )=) Q ;F` ;X v Q ;F` ;F ; syq(Q ; S ) and X ;S`v F ; syq(Q ; S ) ;S`=) Q ;F` ;X v Q ; syq(Q ; S ) and X ;S`v F ;Q` F univalent=) Q ;F` ;X v S and X ;S`v F ;Q`() X v syq(Q ;F ;̀ S )() Q ;F` ;X v S and X ;S`v F ;Q`=) Q ;F` ;X v S and F` ;X ;S`v F` ;F ;Q`=) Q ;F` ;X v S and F` ;X ;S`v Q` F univalent() F` ;X v syq(Q ; S )=) F ;F` ;X v F ; syq(Q ; S )=) X v F ; syq(Q ; S ) F totaliii) is dual to ii).Proposition 5.4 In a distributive allegory, let relations Q : A$ B and S : A0 $ C begiven. For each injective and surjective mapping T : A$ A0 we then have:syq(Q ;T ;S ) = syq(T` ;Q ; S ) and syq(T ;Q ; S ) = syq(Q ;T` ;S ) .Proof : With T` ;T = IA and T ;T`= IA0 and i) we get:syq(Q ;T ;S ) v syq(T` ;Q ;T` ;T ;S ) = syq(T` ;Q ; S )and syq(T` ;Q ; S ) v syq(T ;T` ;Q ;T ;S) = syq(Q ;T ;S ) :



12 6 SYMMETRIC QUOTIENTS IN DEDEKIND CATEGORIES6 Symmetric Quotients in Dedekind CategoriesWe now harness the additional power of Dedekind categories to obtain more useful resultsabout symmetric quotients, many of which had before only been shown with the help ofnegation and the Schr�oder equivalences.Theorem 6.1 [ 14, 17] In division allegories the symmetric quotient always exists and fortwo relations Q : A$ B and S : A$ C we havesyq(Q ; S ) = QnS uQ`=S` :Proposition 6.2 [ 21, 23, 24] Let Q : A$ B and S : A$ C be are given relations. Thenthe following holds:i) Q ; syq(Q ; S ) = S u >>A;B ; syq(Q ; S ).ii) If syq(Q ; S ) is surjective, then Q ; syq(Q ; S ) = S .Proof :i) Q ; syq(Q ; S ) v S holds by Lemma 5.2.ii), and Q ; syq(Q ; S ) v >>A;B ; syq(Q ; S ) bythe monotonicity of the composition. Conversely it follows fromS u >>A;B ; syq(Q ; S ) v (S ; syq(Q ; S )`u >>A;B) ; syq(Q ; S )= S ; syq(S ;Q) ; syq(Q ; S )v Q ; syq(Q ; S )by Dedekind formula and Lemma 5.2.ii).ii) Assume that syq(Q ; S ) is surjective. Then >>A;B ; syq(Q ; S ) = >>A;C by Prop. A.2iv). Thus ii) holds by i).Proposition 6.3 [ 13, 16, 21] Let Q : A $ B , S : A $ C and U : A $ D be are givenrelations. Then the following holds:i) syq(Q ; S ) ; syq(S ;U ) = syq(Q ;U )usyq(Q ; S ) ;>>C ;D = syq(Q ;U )u>>B ;C ; syq(S ;U ).ii) If syq(Q ; S ) is total or syq(S ;U ) surjective, then syq(Q ; S ) ; syq(S ;U ) = syq(Q ;U ).Proof :i) Monotonicity of composition yields syq(Q ; S ) ; syq(S ;U ) v syq(Q ; S ) ;>>C ;D ;and Prop. 4.4.i) gives ussyq(Q ; S ) ; syq(S ;U ) = (QnS u Q`=S )̀ ;(SnU u S`=U`)v (QnS ) ;(SnU ) u (Q`=S )̀ ;(S`=U )̀v QnU u Q`=U`= syq(Q ;U ) :



13Thus we have syq(Q ; S ) ; syq(S ;U ) v syq(Q ;U ) u syq(Q ; S ) ;>>C ;D . Conversely itholds thatsyq(Q ;U ) u syq(Q ; S ) ;>>C ;D v syq(Q ; S ) ;(syq(Q ; S )`; syq(Q ;U ) u >>C ;D)= syq(Q ; S ) ; syq(S ;Q) ; syq(Q ;U )v syq(Q ; S ) ; syq(S ;U ) :ii) is shown by i) and Prop. A.2 iii) or iv).Corollary 6.4 [ 13] Let Q : A $ B and S : A $ C be given relations. Then thefollowing holds:i) [ 18, 22, 23] syq(Q ; S ) ; syq(Q ; S )`v syq(Q ;Q).ii) syq(Q ;Q) ; syq(Q ; S ) = syq(Q ; S ).iii) [ 14] syq(Q ;Q) is a equivalence relation.Proof :i) follows from replacing U with Q in Prop. 6.3 i).ii) follows from replacing S with Q and U with S in Prop. 6.3 ii), since syq(Q ;Q) istotal (with Lemma 5.2.iii)).iii) syq(Q ;Q) is reexive by Lemma 5.2.iii), symmetric by Lemma 5.2.i) and transitiveby Lemma 5.2.ii).Generally, a relation Q : A $ B satis�es Q v Q ;Q`;Q by Q = Q u >>A;B v Q ;(IB uQ`;>>A;B) v Q ;Q`;(Q u >>A;B) = Q ;Q`;Q . A relation Q : A$ B is called difunctionalif Q ;Q`;Q v Q [SS93]. Hence Q is difunctional if and only if Q ;Q`;Q = Q .Proposition 6.5 Let Q : A$ B and S : A$ C be given relations. Then syq(Q ; S ) isdifunctional.Proof : Implied from Corr. 6.4 i) and ii).Proposition 6.6 Let P : A$ A be a given relation. Then the following holds:i) P is symmetric if and only if IA v syq(P ;̀P).ii) P is symmetric and transitive if and only if P v syq(P ;̀P).iii) P is an equivalence relation if and only if P = syq(P ;P).Proof :i) Assume that P is symmetric. Then P` = P holds. Thus we have IA v syq(P ;̀P)by Lemma 5.2.iv). Next assume that IA v syq(P ;̀P). Then IA v P`nP holds. Bythe de�nition of right residual P`v P .



14 6 SYMMETRIC QUOTIENTS IN DEDEKIND CATEGORIESii) Assume that P is symmetric and transitive. Then syq(P ;̀P) = PnP u P=P holdssince P is symmetric. Also it holds thatP v P=P () P ;P v P () P v PnPsince P is transitive. Therefore it holds that P v syq(P ;̀P). Next assume thatP v syq(P ;̀P). Then P` ;P v P and P ;P v P` hold. So we haveP v P ;P` ;P v P ;P v P` :Therefore it holds that P`v P and P ;P v P .iii) If P = syq(P ;P), P is an equivalence relation by Corr. 6.4.iii). Next assume that Pis an equivalence relation. Then, by ii), P v syq(P ;P) holds. Also by the reexivityof P , it holds that syq(P ;P) v P ; syq(P ;P) = P .Proposition 6.7 Let both Q : A $ B and S : A $ C be given injective relations.Then the following holds:i) Q`;S v syq(Q ; S ).ii) Q ; syq(Q ; S ) = Q ;>>B ;C u S .iii) S v syq(Q ;̀ syq(Q ; S )).Proof :i) By Lemma 4.8 iii) Q`;S v QnS and Q`;S v Q`=S` since Q is injective and S` isunivalent. Thus we have Q`;S v syq(Q ; S ).ii) It is trivial that Q ; syq(Q ; S ) v Q ;>>B ;CuS . Conversely it holds thatQ ;>>B ;CuS vQ ;(>>B ;C u Q`;S ) = Q ;Q`;S v Q ; syq(Q ; S ) by i).iii) By i) Q`;S v syq(Q ; S ) () S v Q`nsyq(Q ; S ). AndS ; syq(Q ; S )`= S ; syq(S ;Q) v Q () S v Q=syq(Q ; S )`by Lemma 5.2.i). Therefore we have S v syq(Q ;̀ syq(Q ; S )).Lemma 6.8 [ 21] Let Q : A $ B and R : A $ C be two relations, then totality ofsyq(Q ;R) is equivalent to reexivity of (Q`=R )̀ ;(R`=Q )̀.Proof : Assuming totality of syq(Q ;R), we obtain (where I= IB throughout):I v syq(Q ;R) ; syq(Q ;R)` syq(Q ;R) total= syq(Q ;R) ; syq(R;Q) Lemma 5.2.i)= (QnR u Q`=R`) ;(RnQ u R`=Q )̀ Theorem 6.1v (Q`=R )̀ ;(R`=Q )̀ : 8U ;V : U u V v UConversely, Iv (Q`=R )̀ ;(R`=Q )̀ is equivalent to I= (Q`=R )̀ ;(R`=Q )̀ u I and we maycalculate:I = (Q`=R )̀ ;(R`=Q )̀ u I (Q`=R )̀ ;(R`=Q )̀ reexivev (Q`=R`u I ;(R`=Q )̀ )̀ ;(R`=Q`u (Q`=R`)` ;I) Dedekind= (Q`=R`u QnR) ;(R`=Q`u RnQ) Corr. 4.2= syq(Q ;R) ; syq(Q ;R)` : Theorem 6.1



15Lemma 6.9 [ 23] Let Q : A$ B and S : A$ C be given relations. Then it holds thatsyq(Q ; S ) v syq((QnS ) ;̀ (SnS ) )̀ :Proof : From Lemma 4.9, it holds thatsyq(Q ; S ) = QnS uQ`=S`v (S`=Q )̀n(S`=S )̀ u (QnS )=(SnS )= syq(S`=Q ;̀ S`=S )̀= syq((QnS ) ;̀ (SnS ) )̀ :7 Symmetric Quotients, Vectors, and PointsNext we show the relationship between symmetric quotients and vector relations.De�nition 7.1 A relation r with r = >> ; r is called a vector, and a relation r withr = r ;>> is called a covector.2 A nonempty and univalent vector is called a point.For concrete binary relations between sets, vectors r : A $ B can be considered asdescriptions of subsets of B , and a point p : A$ B corresponds to an element of B .In heterogeneous relation algebras, the Tarski rule lets any nonempty vector be total,and the fact that I 6= ?? lets total relations be nonempty. Therefore, in heterogeneousrelation algebras, a point may equivalently be de�ned as a vector that is a mapping.The following vector-related laws are elementary for practical proofs:Proposition 7.2 [ 17] [SS93, 2.4.2] For all relations Q : A$ B , R : B $ C , S : D $ Cand U : A$ E the following holds:Q ;R u >> ;S = Q ;(R u >> ;S )Q ;R u U ;>> = (Q u U ;>>) ;R(Q u >> ;S ) ;R = Q ;(R u S`;>>)Restriction of a relational product by intersection with a vector is therefore equal to theproduct of the two relations where just the second one is intersected with the vector; thatvector has of course be adapted to its new type by multiplication with a universal relation.Certain residuals are always vectors:Proposition 7.3 In Dedekind categories, for Q : A$ B , R : B $ C , and S : A$ C ,we have:i) [ 16] S=>>B ;C is a covector and >>A;BnS is a vector [Ohk98].ii) [ 17] ??A;C=R is a vector and Qn??A;C is a covector.2In [SS93], our covectors are called vectors.



16 7 SYMMETRIC QUOTIENTS, VECTORS, AND POINTSProof :i) By monotonicity of the composition we have S=>>B ;C v (S=>>B ;C ) ;>>B ;B : Con-versely it holds that (S=>>B ;C ) ;>>B ;B ;>>B ;C = (S=>>B ;C ) ;>>B ;C v S by Prop. 3.3.Thus we have (S=>>B ;C ) ;>>B ;B v S=>>B ;C .ii) It is trivial that??A;C=R v >>A;A ;(??A;C=R). And it holds that>>A;A ;(??A;C=R) ;R v>>A;A ;??A;C = ??A;C . Then we have >>A;A ;(??A;C=R) v ??A;C=R.Lemma 7.4 [ 17] If in a Dedekind category W : A$ B is a vector and R : C $ B andS : A$ C are arbitrary relations, then W =R and W`nS are vectors, too.Proof : With Lemma 4.5.i) we have >>A;A ;(W =R) v (>>A;A ;W )=R = W =R. For thesecond statement we calculate:W`nS vW`nS () W` ;(W`nS ) v S() W` ;>>A;A ;(W`nS ) v S() >>A;A ;(W`nS ) vW`nS :Proposition 7.5 [ 22] Let both Q : A$ B and S : A$ C be given relations. Then thefollowing holds:i) syq(Q ;>>A;A) is a covector and syq(>>A;A;Q) is a vector.ii) Let a Dedekind category be uniform. Then syq(Q ; S ) = >>B ;C if and only if Q andS are covectors and Q ;>>B ;D = S ;>>C ;D holds.iii) syq(Q ;Q) = >>B ;B if and only if Q is a covector.iv) syq(??A;B ; S ) is a vector.Proof :i) Since >>A;A is an equivalence relation, it holds that syq(>>A;A;>>A;A) = >>A;A, indeedsyq(>>A;A;>>A;A) is surjective. Thus we havesyq(Q ;>>A;A) ;>>A;A = syq(Q ;>>A;A) ; syq(>>A;A;>>A;A) = syq(Q ;>>A;A)by Prop. 6.3 ii).Alternatively, we can use residual properties; we �rst use Prop. 4.7.iii)to obtain:syq(Q ;>>A;A) = Qn>>A;A u Q`=>>A;A = >>B ;A u Q`=>>A;A = Q`=>>A;A ;and with Prop. 7.3.i) we know that Q`=>>A;A is a covector.ii) Assume that syq(Q ; S ) = >>B ;C . Then >>B ;C v QnS and >>B ;C v Q`=S` and viathe de�nition of residualsQ ;>>B ;C v S and >>B ;C ;S`v Q` :



17With this we may use uniformity to calculateQ ;>>B ;D = Q ;>>B ;C ;>>C ;D v S ;>>C ;D = S ;>>C ;B ;>>B ;D v Q ;>>B ;D :This implies Q ;>>B ;B = S ;>>C ;B v Q and S ;>>C ;C = Q ;>>B ;C v Ssince Q ;>>B ;D = S ;>>C ;D for all objects D , so that Q and S are shown to be vectors.Conversely we assume that Q ;>>B ;B = Q and S ;>>C ;C = S , i.e., that Q and S arevectors, and Q ;>>B ;D = S ;>>C ;D . Then we haveS ;>>C ;B = Q ;>>B ;B = Q ;yielding >>B ;C v Q`=S .̀ Similarly we obtain >>B ;C v QnS , so that syq(Q ; S ) =>>B ;C holds.iii) follows directly from ii).iv) follows from>>B ;B ; syq(??A;B ; S ) = >>B ;B ;(??A;BnS u ??B ;A=S )̀= >>B ;B ;(>>B ;C u ??B ;A=S )̀ Prop. 4.7.ii)= >>B ;B ;(??B ;A=S )̀= ??B ;A=S` Prop. 7.3.ii)= >>B ;C u ??B ;A=S`= ??A;BnS u ??B ;A=S` Prop. 4.7.ii)= syq(??A;B ; S ) :Furthermore we may now show:Lemma 7.6 [ 24] If in a Dedekind category W : A$ B is a covector and S : A$ C isan arbitrary relation, then syq(W ; S ) is a vector and syq(S ;W ) is a covector.Proof: syq(W ; S ) = (W nS ) u (W`=S )̀ Theorem 6.1= >>A;A ;(W nS ) u >>A;A ;(W`=S )̀ Lemma 7.4= >>A;A ;((W nS ) u >>A;A ;(W`=S )̀) Prop. 7.2= >>A;A ;((W nS ) u (W`=S )̀) Lemma 7.4= >>A;A ; syq(W ; S ) Theorem 6.18 Symmetric Quotients and OrderingsIt turns out that residuals and symmetric quotients are extremely useful in the contextof ordering. Many useful constructions, like upper bounds or suprema, allow a character-isation using these tools.



18 8 SYMMETRIC QUOTIENTS AND ORDERINGSIn [SS93], many such de�nitions an properties are provided, but all in the context ofheterogeneous relation algebras.In this section we reformulate these de�nitions and proofs only using the formalism ofdivision allegories.The results we thus obtain can also be used in a context like that of [Kaw98], whichdiscusses \Lattices in Dedekind categories" starting from formalisations of the algebraiclattice de�nition and which later introduces the lattice ordering as a residual.First of all, there are very nice properties of the symmetric quotient when applied toorderings (remember that the converse of an ordering is an ordering, too):Lemma 8.1 If E : A$ A is an ordering in some division allegory, then:i) syq(E ;̀E )̀ v I and syq(E ;E ) v I, andii) [ 23] if R : A$ B is some relation, then syq(R;E ) and syq(R;E`) are univalent.Proof :i) syq(E ;̀E )̀ = E`nE`u E=Ev E` ;(E`nE`) u (E=E ) ;E Iv Ev E`u E Prop. 4.3v I antisymmetryThe second statement has essentially the same proof.ii) with Lemma 5.2.i), Corr. 6.4.i) and i) we have:syq(R;E )` ; syq(R;E ) = syq(E ;R) ; syq(E ;R)`v syq(E ;E ) v I :We now turn to the basic ordering operations from [SS93]:De�nition 8.2 Let Q : A $ B be an arbitrary relation and E : B $ B an ordering.ubdE (Q) = Q`nE and lbdE (Q) = Q`nE` are called the upper bound and lower bound ofQ under a given ordering E , respectively.Lemma 8.3 [ 19] Let Q : A $ B be an arbitrary relation and E : B $ B an ordering.Then it holds thatubdE (Q ;E`) = ubdE (Q) = ubdE (Q) ;E and lbdE (Q ;E ) = lbdE (Q) = lbdE (Q) ;E :Proof : It is su�cient to prove the �rst equations. From transitivity of E , Prop. 4.4.ii) andProp. 4.4.iii) we have ubdE (Q) v (E ;Q )̀n(E ;E ) v ubdE (Q ;E`), and from reexivityof E we have ubdE (Q) v ubdE (Q) ;E . Conversely, using Q`;X = IB ;Q` ;X v E ;Q`;Xfor arbitrary relation X : A$ B , we have,X v (E ;Q )̀nE = ubdE (Q ;E`) () E ;Q`;X v E=) Q`;X v E() X v Q`nE = ubdE (Q) :



19Also, for arbitrary relations X : A$ B , it holds thatX v (Q`nE ) ;E = ubdE (Q) ;E =) Q`;X v Q`;(Q`nE ) ;E v E ;E v E() X v Q`nE = ubdE (Q)by Prop. 4.3 and transitivity of E .De�nition 8.4 Let Q : A $ B be an arbitrary relation and E : B $ B an ordering.Then we call� greE (Q) = Q u ubdE (Q) the greatest element.� leaE (Q) = Q u lbdE (Q) the least element.� lubE (Q) = leaE (ubdE (Q)) the least upper bound.� glbE (Q) = greE (lbdE (Q)) the greatest lower bound.Lemma 8.5 [ 19] Let Q : A $ B be an arbitrary relation and E : B $ B an ordering.Then it holds that greE (Q) = greE (Q ;E`) :Proof : \v" is obvious from Lemma 8.5 and reexivity of E . \w" follows fromgreE (Q ;E`) = Q ;E`u ubdE (Q ;E`)= Q ;E`u ubdE (Q) Lemma 8.3v (Q u ubdE (Q) ;E )(E`u Q`;ubdE (Q)) Dedekind rulev (Q u ubdE (Q))(E`u E ) Lemma 8.3 and Prop. 4.3v greE (Q) antisymmetry of E :Proposition 8.6 Let Q : A$ B be an arbitrary relation and E : B $ B an ordering.Then it holds thatgreE (Q) = syq(E ;Q ;̀E ) and leaE (Q) = syq(E` ;Q ;̀E`) :Proof : By the de�nitions,syq(E ;Q ;̀E ) = (E ;Q )̀nE u (Q ;E`)=E` and greE (Q ;E )̀ = Q ;E`u (E ;Q )̀nE :So it is su�cient to prove (Q ;E`)=E` = Q ;E .̀ \v" follows from the transitivity of Evia the residual property:Q ;E` ;E`v Q ;E` () Q ;E`v (Q ;E`)=E` :\w"is obtained with the reexivity of E and Prop. 4.3:(Q ;E`)=E`v ((Q ;E )̀=E`) ;E`v Q ;E` :



20 9 RELATIONAL SPECIFICATION OF SETSCorollary 8.7 Let Q : A $ B be an arbitrary relation and E : B $ B an ordering.Then it holds thatlubE (Q) = syq(ubdE (Q) ;̀E )̀ and glbE (Q) = syq(lbdE (Q) ;̀E ) :Proof : It follows fromlubE (Q) = leaE (ubdE (Q)) = syq(E` ;ubdE (Q) ;̀E`) = syq(ubdE (Q) ;̀E )̀ :9 Relational Speci�cation of SetsOne of the most important applications of symmetric quotients is towards domain con-struction for programming language semantics, see [BSZ89; Zie91]. At the basis of theseconstructions is the simple direct power construction based on membership relations,which are conveniently characterised via symmetric quotients in heterogeneous relationalgebras [BSZ89] as well as in division allegories [FS90, 2.41].In this section we make the exact relation between these two approaches precise, andagain transfer many proofs from the heterogeneous relation algebra setting to the moregeneral division allegory and Dedekind category settings.De�nition 9.1 [ 21{23] For two objects X and Z of a division allegory, a relation2 : X $ Z is a membership relation for X , if:i) syq(2;2) v IZ.ii) syq(Q ;2) is total for all relations Q : X $ A.Given such a membership relation 2 : X $ Z , we de�ne 
2 : Z $ Z as the powerordering:iii) 
 = 2n2.The pair (2;
) is called a direct power.We still have to show that for every membership relation 2 : X $ Z , the powerordering 
 = 2n2 is indeed an ordering: Reexivity and transitivity are obvious fromProp. 4.6.ii) and Prop. 4.4.i), respectively. Antisymmetry is satis�ed since 
 u 
` =syq(2;2) v IZ by i).In concrete relation algebras with sets as objects and binary relations as morphisms,the archetypical membership relation for a set X is of course that between X and thepowerset of X .In heterogeneous relation algebras, totality of a relation R is usually expressed as\R ;>> = >>", where the universal relations need not be further speci�ed by indices thanksto uniformity; therefore one frequently sees the condition ii) expressed as\syq(Q ;̀2) ;>> = >> holds for all relations Q : A$ X ".



21Here, however, we rely on the allegory de�nition of totality, which is \Iv R ;R`", and byLemma 6.8, the totality of syq(Q ;̀2) is equivalent to the condition used in place of ii)by Freyd and Scedrov in [FS90, 2.41]:Iv (Q=2`) ;(2`=Q)Therefore we have:Theorem 9.2 A division allegory where membership relations exist for all objects isequivalent to a power allegory of Freyd and Scedrov [FS90, 2.41].The above is a monomorphic de�nition of direct powers and indeed of membershiprelations:Proposition 9.3 Let the two relations 21 : X1 $ Z1 and 22 : X2 $ Z2 bemembership relations. If � : X1 $ X2 is a bijective mapping, the following holds for	 := syq(21;� ;22) : Z1 $ Z2:i) 	 is a bijective mapping.ii) 21 ;	 = � ;22.Proof :i) follows from	 ;	` = syq(21;� ;22) ; syq(21;� ;22)` Def. 	= syq(21;� ;22) ; syq(� ;22;21) Lemma 5.2.i)= syq(21;21) u >>Z1;Z2 ; syq(� ;22;21) Prop. 6.3 i)= IZ1 u >>Z1;Z2 ; syq(22;�` ;21) Def. 9.1 i), Prop. 5.3 iv)= IZ1 u >>Z1;Z1 Def. 9.1 ii)= IZ1 ;	` ;	 = syq(21;� ;22)`; syq(21;� ;22) Def. 	= syq(� ;22;21) ; syq(21;� ;22) Lemma 5.2.i)= syq(22;�` ;21) ; syq(�` ;21;22) Prop. 5.3 iv)= syq(22;22) u >>Z2;Z1 ; syq(�` ;21;22) Prop. 6.3 i)= IZ2 u >>Z2;Z1 ; syq(�` ;21;22) Def. 9.1 i), Prop. 5.3 iv)= IZ2 u >>Z2;Z2 Def. 9.1 ii)= IZ2 :ii) It holds that21 ;	 = 21 ; syq(21;� ;22) = � ;22 u >>X1;Z1 ; syq(21;� ;22)by the de�nition of 	 and Prop. 6.2 i). From Def. 9.1 ii), syq(21;� ;22)` is total.Thus we have >>X1;Z2 = >>X1;Z1 ; syq(21;� ;22) by Prop. A.2 iii). Therefore 21 ;	 =� ;22 holds.



22 9 RELATIONAL SPECIFICATION OF SETSWhile in the application to concrete relations Def. 9.1.ii) ensures that there is at leastone powerset element for every set, we may observe that together with Def. 9.1.i) thereis always exactly one such powerset element:Lemma 9.4 If 2 : X $ Z is membership relation, then syq(Q ;2) is univalent for allQ : X $ A.Proof : With Corr. 6.4.i) we have: syq(Q ;2)` ; syq(Q ;2) v syq(2;2) v IDe�nition 9.5 Let 2 : X $ Z be a membership relations. Then we de�ne the followingrelations.� Empty Set : ; : Y $ Z with ; = syq(??X ;Y ;2).� Singleton : S : X $ Z with S = syq(IX ;2).� Inclusion : 
 : Z $ Z with 2n2.Note that ; = ??Y ;X=2`by Prop. 4.7.ii).Lemma 9.6 For the \empty set" ; := syq(??X ;Y ;2) : Y $ Z , the following holds:i) If IY 6= ??Y ;Y , then ; is a point.ii) ; ;2`= ??Y ;X .Proof :i) ; = syq(??;2) is total by the de�nition of 2, a vector with Prop. 7.5 iv), andunivalent wit Lemma 9.4. And it holds that;` ;; = syq(??X ;Y ;2)` ; syq(??X ;Y ;2) Def. ;v syq(2;2) Corr. 6.4.i)v IZ Def. 9.1 i) :Next, assume that ; = ??Y ;Z . Then, by Def. 9.1 ii), we haveIY v syq(??X ;Y ;2) ; syq(2;??X ;Y ) = ; ;;`= ??Y ;Y :This is contradiction to IY 6= ??Y ;Y . So ; 6= ??Y ;Z . Therefore ; is a point.ii) follows from ; ;2`= (??Y ;X=2 )̀ ;2`v ??Y ;X .Lemma 9.7 [ 24] For the singleton creator S := syq(IX ;2) : X $ Z , the followingholds.i) S is injective, total and univalent.ii) S ;2` = IX.iii) S ;
 = 2.



23Proof :i) The injectivity follows fromS ;S` = syq(IX ;2) ; syq(IX;2)` Def. Sv syq(IX ; IX) Corr. 6.4.i)= IX Prop. 4.4.iii) :By Def. 9.1 ii), S is total. The univalence follows fromS`;S = syq(IX ;2)` ; syq(IX;2) Def. Sv syq(2;2) Corr. 6.4.i)v IZ Def. 9.1 i) :ii) By i), S is total. So S` is surjective. And it holds that(S ;2`)`= 2 ;S`= 2 ; syq(IX;2)`= 2 ; syq(2; IX) :Thus we have (S ;2`)`= IX by Prop. 6.2 ii).iii) Since S is a mapping, it holds that S ;
 = S ;(2n2) = (2 ;S )̀n2 = IXn2 = 2 byLemma 4.8 i), ii) and Prop. 4.4.iii).Proposition 9.8 For the inclusion relation 
 = 2n2 : Z $ Z , and given relationsQ : A$ Z and R : B $ X , the following holds:i) lub
(Q) = syq(2 ;Q ;̀2).ii) glb
(Q) = syq(lbd
(Q);
).iii) lub
(R ;S) = syq(R ;̀2).iv) lub
(R=2`) = syq(R ;̀2).Proof :i) It holds thatsyq(2 ;Q ;̀2) v syq(((2 ;Q )̀n2) ;̀ (2n2)`) Lemma 6.9= syq(2`=(Q ;2`);2`=2 )̀= syq(2`=2`=Q ;2`=2`)= syq(
`=Q ;
`) Def. 
= syq((Q`n
) ;̀
`)= syq(ubd
(Q) ;̀
`) Def. ubd= lub
(Q) Corr. 8.7 :Also syq(2 ;Q ;̀2) is total by Def. 9.1 ii) and lub
(Q) is univalent by Corr. 8.7 andLemma 8.1.ii). Therefore, by Prop. A.3, we have lub
(Q) = syq(2 ;Q ;̀2).ii) follows from Corr. 8.7.



24 9 RELATIONAL SPECIFICATION OF SETSiii) follows fromlub
(R ;S) = syq(2 ;S` ;R ;̀2) i)= syq(IX ;R ;̀2) Lemma 9.7 ii)= syq(IX ;R ;̀2) :iv) It holds that lub
(R=2`) = syq(2 ;(2nR )̀;2) by i). Now we show 2 ;(2nR )̀ = R .̀It is trivial that 2 ;(2nR`) v R` by Prop. 4.3. Conversely it holds R`= 2 ;S` ;R`v2 ;(2nR )̀ since 2 ;S`= IX and2 ;S`;R`v R` () S` ;R`v 2nR`hold by Lemma 9.7.De�nition 9.9 [ 24] Given a membership relation 2 : X $ Y , every vector t : A $ Xcan be assigned a corresponding point et : A$ Y with et = syq(t ;̀2). Conversely, everypoint e : A$ Y has a corresponding vector te : A$ X with te = e ;2 .̀Lemma 9.10 Given a membership relation 2 : X $ Y , the conversions of Def. 9.9 arewell-de�ned if IX 6= ??X ;X .Proof : With Lemma 7.6, et = syq(t ;̀2) is a vector; its univalence follows from Lemma9.4, and the de�nition of 2 gives its totality, which in turn implies nonemptyness ifIX 6= ??X ;X , so that et is a point.If e is a point, then it is a vector and te = e ;2` is of course a vector, too.Lemma 9.11 The correspondences between vectors and points de�ned in Def. 9.9 areisotone and mutually inverse:i) tet = t .ii) If e is total, ete = e.iii) If e2 is total, e1 v e2 ;
` () te1 v te2 .iv) t1 v t2 () et1 v et2 ;
 .̀Proof :i) Since syq(t ;̀2) is total, syq(t ;̀2)` is surjective. Then we have:tet = et ;2`= syq(t ;̀2) ;2`= (2 ; syq(2; t )̀)`= tby Prop. 6.2 ii).ii) It holds that ete = syq(tè ;2) = syq(2 ;e ;̀2) = (2 ;e )̀n2 u (e ;2 )̀=2 .̀ By Prop.4.3 it is trivial that e v (e ;2`)=2 .̀ And by univalence of e, it holds that 2 ;e`;e v2 () e v (e`;e)n2. Thus we have e v ete . Also ete = syq(2 ;e ;̀2) is univalentand e is total. Therefore we have e = ete by Prop. A.3.



25iii) Assume that e1 v e2 ;
 .̀ Then we havete1 = e1 ;2`v e2 ;
` ;2`= e2 ;(2`=2`) ;2`v e2 ;2`= te2by Prop. 4.3. Conversely, assume that te1 v te2 and e2 is total. Then we havee1 v e1 ;
`= e1 ;(2`=2 )̀ v (e1 ;2`)=2`= te1=2`v te2=2`= (e2 ;2`)=2`= e2 ;(2`=2`) = e2 ;
`by Lemma 4.5.iv) By i) it holds thatt1 v t2 () tet1 v tet2() et1 ;2`v et2 ;2`() et1 v (et2 ;2`)=2` :Since et2 is total by the de�nition of 2, it holds that (et2 ;2 )̀=2` = et2 ;(2`=2`) =et2 ;
` by Lemma 4.5.ii). Thus we have et1 v et2 ;
 .̀ Conversely, assume thatet1 v et2 ;
 .̀ Then we have et1 v et2 ;(2`=2 )̀ = (et2 ;2`)=2` by Lemma 4.5.ii).Thus, by i), it holds thatt1 = tet1 = et1 ;2`v et2 ;2` = tet2 = t2since et1 v (et2 ;2`)=2` () et1 ;2`v et2 ;2 .̀10 Outlook and ConclusionThe importance of symmetric quotients is based mostly on the fact that they allow toformalise comparatively complex concepts using relatively simple algebraic properties.Since most material about such applications of symmetric quotients has been writtenagainst a background of heterogeneous relation algebras, it is not always immediatelyclear which part of this is also usable in more general contexts like Dedekind categories,division allegories, or even just distributive allegories.In this paper we have strived to extend the applicability of symmetric quotients byinvestigating their axiomatisation and their properties in these more general contexts.We think that especially the introduction of symmetric quotients in distributive alle-gories and their properties therein deserve some further investigation.Also the question how symmetric quotients interact with negation in weaker axioma-tisations or even with pseudo-complements seems to be a very interesting one.On the whole, we hope that this study has opened up the use of symmetric quo-tients and of their existing applications to applications in di�erent areas where weakeraxiomatisations of relation-like structures are essential.We express our heartfelt thanks to Prof. Gunther Schmidt and Prof. Yasuo Kawaharafor making this cooperation possible.We are also grateful to Michael Winter for his comments on a draft version of thisreport.
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